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Abstract

Accurately and reliably determining the position and heading of first responders under-

taking training exercises can provide valuable insights into their situational awareness

and give a larger context to the decisions made. Measuring first responder movement,

however, requires an accurate and portable localisation system. Training exercises of-

ten take place in large-scale indoor environments with limited power infrastructure to

support localisation. Indoor positioning technologies that use radio or sound waves

for localisation require an extensive network of transmitters or receivers to be installed

within the environment to ensure reliable coverage. These technologies also need power

sources to operate, making their use impractical for this application. Inertial sensors

are infrastructure-independent, low-cost, and low-power positioning devices which are

attached to the person or object being tracked, but their localisation accuracy deterio-

rates over long-term tracking due to intrinsic biases and sensor noise.

This thesis investigates how inertial sensor tracking can be improved by providing correc-

tion from a visual sensor that uses passive infrastructure (fiducial markers) to calculate

accurate position and heading values. Even though using a visual sensor increase the

accuracy of the localisation system, combining them with inertial sensors is not trivial,

especially when mounted on different parts of the human body and going through dif-

ferent motion dynamics. Additionally, visual sensors have higher energy consumption,

requiring more batteries to be carried by the first responder.

This thesis presents a novel sensor fusion approach by loosely coupling visual and inertial

sensors to create a positioning system that accurately localises walking humans in large-

scale indoor environments. Experimental evaluation of the devised localisation system

indicates sub-metre accuracy for a 250m long indoor trajectory. The thesis also proposes

two methods to improve the energy efficiency of the localisation system. The first is

a distance-based error correction approach which uses distance estimation from the

foot-mounted inertial sensor to reduce the number of corrections required from the

visual sensor. Results indicate a 70% decrease in energy consumption while maintaining

sub-metre localisation accuracy. The second method is a motion-type adaptive error

correction approach, which uses the human walking motion type (forward, backward, or

sideways) as an input to further optimise the energy efficiency of the localisation system

by modulating the operation of the visual sensor. Results of this approach indicate

a 25% reduction in the number of corrections required to keep sub-metre localisation

accuracy. Overall, this thesis advances the state of the art by providing a sensor fusion

solution for long-term sub-metre accurate localisation and methods to reduce the energy

consumption, making it more practical for use in first responder training exercises.
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Chapter 1

Introduction

1.1 Motivation

During first responder training exercises, localisation and tracking of participants can

be a useful tool for evaluating performance, coordinating movements, and improving

safety and efficiency. These exercises often take place in large-scale indoor environments

with limited power infrastructure, and the participants involved often have to wear

protective (e.g., fireproof) suits and carry heavy equipment. Figures 1.1, 1.2, and 1.3

show a typical training environment for firefighters, military personnel, and policemen

respectively. Past research has indicated that for localisation information to be useful

for first responders, it has to be within a sub-metre accuracy range [1–4]. Considering

these limitations, technologies for localisation should be carefully chosen to fulfil the

accuracy requirements and minimise energy consumption, the infrastructure required,

size, weight, and cost.

Figure 1.1: Firefighter urban training environment

1



Chapter 1 Introduction

Figure 1.2: Police training environment [5]

Figure 1.3: Military personnel training environment [6]

Many existing localisation systems are based on radio and sound waves, such as ultra-

wideband [7], radio frequency identification [8], bluetooth beacons [9], global navigation

satellite systems (Global Positioning System (GPS), GLObal NAvigation Satellite Sys-

tem (GLONASS), BeiDou, and Galileo [10]), Wi-Fi [3], and ultrasound [11]. However,

radio and sound signals get attenuated by multipaths and reflections in indoor environ-

ments. To counter this and to achieve higher localisation accuracy many radio/sound

transmitters and receivers have to be installed, which increases the infrastructure, cost,

and power requirements. This limits the use of radio and sound waves for the training

2
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exercise application. A more suitable tracking technology is micro-electro-mechanical

system (MEMS)-based inertial sensors, as they are infrastructure independent, low-

cost, and consume less power. However, inertial sensors accumulate drift (error) rapidly,

which quickly decreases the localisation accuracy beyond the required sub-metre limit.

Many researchers in the past have found that the rapid error growth can be checked by

mounting the inertial sensor on the foot and applying a zero velocity update (ZUPT)

method [12–15]. Figure 1.4 illustrates when ZUPT is applied during the stance and

swing phase of walking to minimise growth in the localisation error. The ZUPT algo-

rithm slows the rate of error growth, but the localisation accuracy still goes beyond one

metre in the longer term, as inertial sensors are inherently affected by biases and sensor

noise.

Figure 1.4: Localisation of first responders using a foot-mounted IMU and visual
sensor.

To further check the error growth, another localisation technology that fulfils the sub-

metre accuracy requirement needs to be fused with inertial sensors. With recent de-

velopments in computer vision research, camera-based localisation systems can estimate

localisation information to a centimetre level of accuracy depending on the detectable vi-

sual features present in the environment [16–19]. The cameras are also low-cost devices,
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and small and light enough to be carried by first responders. However, indoor environ-

ments, especially training environments, are composed of either textureless surfaces or

repetitive patterns which lack unique visual features and can thus drastically decrease

the localisation accuracy [20–22]. This can be resolved by installing fiducial markers

in the environment, as these are passive infrastructure and do not require any energy

source to operate. Figure 1.4 illustrates how a visual sensor uses fiducial markers to

compute the localisation information. The terms “camera” and “visual sensor” are used

interchangeably in this thesis. Training environments can be controlled and organised

beforehand, which presents an opportunity to augment the environment with markers

and accurately map it.

Apart from the dependence on visual features, a camera-based localisation system also

has higher energy consumption than inertial sensors. A typical low-power camera con-

sumes 1.0 W to 1.2 W [23, 24], compared to 40 to 60 mW by inertial sensors [25–29].

The difference between the two is 16 to 30 times. For portability, the localisation system

for first responders is powered by electrical batteries. If the system uses a lot of energy,

more batteries need to be added, or it has to be recharged more frequently. Additional

batteries would increase the weight to be carried by first responders, which is not ideal as

they are already wearing a heavy suit and carrying heavy equipment. Further increasing

the weight could impede them from performing the exercise tasks. The other option is

recharging more frequently, which is also not viable as the training exercise has to be

stopped to recharge the batteries. The effect of the camera’s high power consumption

can be managed by intelligently controlling the camera operation. Besides long-term

localisation accuracy, the research focus of this thesis is also to develop and evaluate

methods to decrease the overall energy consumption of the localisation system for

long-term operation.

Sensor fusion between visual and inertial sensors can ensure a cost-effective and long-

term positioning solution with reduced power consumption. However, both sensors

perceive changes in the position and heading values differently, as each has fundamen-

tally different sensing characteristics (such as sampling rate, data communication, and

susceptibility to noise). This makes the sensor fusion of the two sensors a far from trivial

problem, especially when the sensors are mounted on two different parts of the human

body. While a lot of research has been undertaken on rigidly attached visual-inertial
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sensor fusion systems[30–32], much less has been explored on non-rigidly attached visual-

inertial sensor fusion systems. This is challenging as each sensor goes through different

motion dynamics. To address this, we devised a novel sensor fusion algorithm by loosely

coupling the visual and inertial sensors with an extended Kalman filter. Another under-

researched area is the energy efficiency of visual-inertial localisation systems. This is a

critical issue for training exercises, as the localisation system used by first responders

has a limited battery supply. There are two methods proposed in this thesis to improve

the energy efficiency of the localisation system. The first method is a distance-based

error correction approach, which uses distance estimation from the inertial sensor to re-

duce the number of corrections required from the visual sensor. The second method is a

motion-type adaptive error correction approach, which uses the human walking motion

types (forward, backward, and sideways) as an input to modulate the correction from

the visual sensor. The overall focus of this thesis is a low-cost and sub-metre accurate

localisation system that can track first responders for a longer duration of time (2 to

3 days) in large scale indoor environments for an after-action review application (non-

real-time), with a limited battery supply to be carried by the first responders, and no

powered infrastructure (e.g., active beacons) installed in the environment.

1.2 Applications

Our system primarily targets first responder training exercises. However, it could also

be extended to the following applications:

• Visually impaired navigation: People with visual impairment often want to

know their current location in an unfamiliar building. They have to either ask

other people in the building or bring a guide along. Buildings could introduce

symbols or fiducial markers, similar to Braille signage, that could be recognised by

the localisation system worn by the blind person. This would help them navigate

indoor environments more easily and prevent the feeling of being lost.

• Guided tours: Museums often lack an interactive storytelling experience. Each

artefact could have a fiducial marker on the description plate for navigation and

a guided tour.
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• Trade shows: It is often hard to locate booths in large trade shows. Having

fiducial markers or QR codes on each stall and a localisation application would

make it easier for visitors to find the booth they want to visit.

• Large grocery stores: Due to the sheer size of some grocery stores, sometimes

it is hard to find an item on a shopping list. Stores could have a navigation

application and fiducial markers installed on aisles and different sections to guide

the visitors. This would improve the shopping experience and make it easier for

visitors to locate items.

• Large shopping malls: In large shopping malls, it is easy to lose direction.

Instead of looking around for a floor map, a fiducial marker or a QR code installed

on the entry of the shops and a localisation application could help a shopper locate

the current position and direction to the intended shop.

1.3 Research Objectives

As described earlier in Section 1.1, the main aim of this thesis is to develop a sub-

metre accurate, low-cost, and low-power localisation system for first responders which

can work reliably in large-scale indoor environments with limited infrastructure and for

an extended period. To achieve the main goal of our research, several minor objectives

have been defined as follows:

• The first objective is to determine the mechanics of the loosely coupled sensor fu-

sion method which fuses the data from the visual and the inertial sensors mounted

on different parts of the human body. Both sensors experience the change in

position and heading of the person; however, each sensor has its own perspective.

• The second objective is to investigate how the reduction in usage of visual sensors

affects the accuracy and energy efficiency of the localisation system.

• The third objective is to study how the variation in human walking motion types

affects the localisation accuracy, and also, how these variations can be used to

further optimise the energy efficiency of the localisation system.
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1.4 Publications

The research that has been presented in this thesis has resulted in the following publi-

cations. A journal publication on the loosely coupled sensor fusion approach (Chapter

4) has been published in [33]:

• Humayun Khan, Adrian Clark, Graeme Woodward, and Robert W. Lindeman.

“Improved position accuracy of foot-mounted inertial sensor by discrete corrections

from vision-based fiducial marker tracking.” Sensors 20, no. 18 (2020): 5031.

Another journal publication will be prepared using the research presented in Chapter 5

(distance-based error correction method and its effect on the localisation accuracy and

the energy efficiency) and Chapter 6 (motion type adaptive approach and the impact

on the localisation accuracy and the energy efficiency).

The author has also been a co-author on publications that are not included in this thesis

but are in related fields:

• Rory MS Clifford, Humayun Khan, Simon Hoermann, Mark Billinghurst, and

Robert W. Lindeman. “Development of a multi-sensory virtual reality training

simulator for airborne firefighters supervising aerial wildfire suppression.” In 2018

IEEE Workshop on Augmented and Virtual Realities for Good (VAR4Good), pp.

1-5. IEEE, 2018. [34]

• Rory MS Clifford, Humayun Khan, Simon Hoermann, Mark Billinghurst, and

Robert W. Lindeman. “The effect of immersive displays on situation awareness in

virtual environments for aerial firefighting air attack supervisor training.” In 2018

IEEE Conference on Virtual Reality and 3D User Interfaces (VR), pp. 1-2. IEEE,

2018. [35]

• Daniel Barry, Munir Shah, Merel Keijsers, Humayun Khan, and Banon Hopman.

“XYOLO: A model for real-time object detection in humanoid soccer on low-end

hardware.” In 2019 International Conference on Image and Vision Computing New

Zealand (IVCNZ), pp. 1-6. IEEE, 2019. [36]
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1.5 Structure of the Thesis

The remainder of this thesis is structured as follows:

Chapter 2 surveys existing positioning technologies and discusses the current state of

the art research on indoor localisation for pedestrians. This chapter also introduces the

sensor fusion approaches and the choice of an extended Kalman filter for our system.

Chapter 3 presents the fundamentals of inertial and camera-based localisation systems,

including the different coordinate systems, types of error present in inertial sensors

and methods to reduce these errors, the mathematical foundations of camera-based

localisation system, and the method used in this thesis to calibrate the camera.

Chapter 4 describes the development and evaluation of the loosely coupled sensor

fusion approach. Localisation from the foot-mounted inertial sensors and the camera-

based localisation system for the developed system is also explained in this chapter. The

chapter also gives detail on accurate fiducial marker mapping in large-scale environments,

ground truth methods, performance metrics, and the hardware used for this thesis.

Chapter 5 explains the distance-based error correction method that decreases the over-

all energy consumption of the system. Experiments and instruments used to quantify

the energy consumption of the system are also described in this chapter.

Chapter 6 describes the formulation and evaluation of the motion type adaptive ap-

proach which changes the error correction mechanism with a change in motion type.

Chapter 7 summarises the thesis, identifies the contributions, and discusses possible

future research directions.
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Chapter 2

Indoor Positioning Technologies

and Sensor Fusion Approaches

This chapter surveys the existing indoor positioning technologies utilised for localising

users in an indoor space. To provide an understanding of each technology, the chap-

ter briefly describes the methods used to calculate position and orientation from sensor

measurements (Section 2.1). A comparative analysis of the technologies is also provided

to examine the strengths and weaknesses of each localisation technology, and their po-

tential application to the developed system for this thesis (Section 2.2). The localisation

solution can be improved by merging technologies with complementary characteristics

or two different strengths. Therefore, Section 2.3 discusses the sensor fusion methods

currently being used to combine different positioning technologies, and the rationale of

using an extended Kalman filter for our application is explained.

2.1 Positioning Technologies

There have been several indoor positioning systems developed in the last four decades

using different technologies and types of sensors. In this section, the main indoor po-

sitioning technologies which have been used to localise humans in large-scale indoor

environments will be discussed [37]. A list of these technologies is as follows:

• Camera-based Localisation

• Inertial Sensors
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• Wireless Local Area Network

• Radio-Frequency Identification

• Ultra-wideband

• Bluetooth Beacons

• Ultrasound

• Visible Light Communication

• Digital Differential Barometer

• Digital Compass

2.1.1 Camera-based Localisation

Camera-based localisation for first responders can be achieved by both outside-in or

inside-out tracking [38]. Outside-in tracking involves having multiple cameras installed

on the infrastructure and detecting human movement by combining information from

all the installed cameras. To cover larger areas such as buildings, outside-in tracking

requires an installation of large number of cameras, which also need a power source.

This requirement makes it less suitable for our intended application. In contrast, with

inside-out tracking, one or more cameras are mounted on the user and estimate the

camera pose (position and orientation) by detecting feature points or image matches

in the environment. Feature points occur naturally, and are extracted through image

processing [16, 17, 19], or they can be added into the environment in the form of fiducial

markers [39]. Image matches are a database of images of the environment that have been

stored with corresponding location information. Algorithms known as Simultaneous

Localisation and Mapping (SLAM) simultaneously add feature points or image matches

into a map and find the localisation information of the camera. SLAM algorithms

can use input from other sensors as well, such as Lidar, infrared-based time of flight

(ToF) cameras, or an additional camera to make a stereo camera system; however,

these additional sensors consume significantly more power and increase the cost of the

system. Therefore, we will only consider single camera methods for localisation. SLAM

algorithms which uses feature points to localise and create maps are categorised as

indirect SLAM, and the ones based on image matches are known as direct SLAM [40, 41].
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Direct SLAM still uses the structure from motion to extract 3D geometry of the scene.

Similar to indirect SLAM algorithms, direct SLAM have keyframes storing the image

along with camera pose.

SLAM approaches can obtain high positioning accuracy; however, they require a lot

of computational, energy, and memory resources [18, 42]. When the localisation area

becomes larger, SLAM methods need to store more feature points and keyframes, which

increases the memory space required. Also, during relocalisation the new query image

has to be compared with all stored feature points or keyframes, which requires a lot of

computational and memory resources, in turn resulting in more energy consumption.

The new machine learning methods, such as convolution neural network (CNN)-based

DSAC [43] and PoseNet [44], has decreased the number of feature points needed for

accurate relocalisation, but they still fail in indoor environments as found by Taira et al.

[20]. The indoor spaces are harder to localise than the outdoors’, as large parts (walls

and ceilings) are textureless and even the textured areas are often concentrated in small

regions which results in unstable pose estimates [20]. Furthermore, indoor environments,

especially training environments, are often made up of repetitive elements such as similar

corridors, rooms, doors, and furniture which could result in incorrect feature or image

matches, and in turn lead to erroneous position and heading estimates. Due to these

limitations, SLAM approaches are not suitable for localising first responders with limited

battery supply.

Localisation in challenging indoor environments which lack feature points can be ad-

dressed by installing fiducial markers. Fiducial markers contain feature points and are

designed to be easily detectable and processed, as less image processing is required. Cal-

culating the camera pose from fiducial markers is explained in Section 4.2.2. Examples

of some of the commonly used fiducial markers are shown in Figure 2.1. With fidu-

cial markers, the relocalisation problem also becomes efficient, as each fiducial marker

has a unique pattern and identification that provides a pre-coded absolute position and

heading reference. There are also some disadvantages of using fiducial markers. The

markers need to be installed in the environment, so they are only appropriate for appli-

cations that can be pre-mapped, such as the controlled training environments. Another

disadvantage is the visual appearance of the markers, which could be distracting for ap-

plications where aesthetics are important, such as shopping malls or hospitals. However,
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for training environments, the visual appearance is of less concern than the accuracy of

the localisation system.

Figure 2.1: Commonly used fiducial markers for camera pose tracking[45]

In past research, localisation systems based on fiducial markers have been able to achieve

cm to dm level of accuracy. Goronzy et al. used ceiling-mounted fiducial markers at

a distance of 2 m, and they were able to achieve positioning accuracy of 2.5 cm [46].

Another system developed by Lee et al. with ceiling fiducial markers placed 2.2 m away

was able to achieve near 6 cm of accuracy [47]. Marques et al., system used a Google

tango phone in a 34 m2 room, when recognising markers placed on a table [48]. They

reported a 6.7 cm positioning error. Results from this past work strongly indicate the

use of fiducial markers for an accurate positioning system.

2.1.2 Inertial Sensors

Inertial sensors measure the linear acceleration and rotational velocity of the object that

they are attached to. They can track any moving object’s position and orientation rel-

ative to a known starting point. There are two types of inertial sensors: accelerometers

and gyroscopes. An accelerometer senses the acceleration of the object, while a gyro-

scope senses the angular velocity. An accelerometer and gyroscope are usually combined

together on a single platform to create a device known as an inertial measurement unit

(IMU). An IMU typically consists of a triad of accelerometers and a triad of gyroscopes,
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mounted along three orthogonal axes to capture six degrees of freedom (DOF) motion.

There are also two categories of IMUs: stable platform IMUs, and strapdown IMUs [49].

IMUs with stable platforms are more accurate, as the inertial sensors are mounted on

a stable platform which is actively aligned with the navigational frame of reference

(detailed in Section 3.1). Figure 2.2 illustrates the stable platform IMU. The active

alignment simplifies the position and orientation calculation. The orientation of the

IMU is given by reading adjacent gimbals and the position by double integrating the

accelerometer signal without subtracting the gravity vector. The simple computation

also leads to more accurate position and orientation values. However, the stable platform

systems are bulky and expensive, and are not suitable for applications requiring mobility

[50].

Strapdown IMUs on the other hand do not require gimbals to actively align the axis and

can be simply strapped to the tracked entity (robot or human). Figure 2.2 illustrates

a strapdown IMU. Unlike stable platform IMUs, its methods to calculate position and

orientation are complex. For the position, acceleration has to be transformed to a

navigational frame of reference, then a gravity vector has to be subtracted before double

integration. Similarly, angular velocity has to be transformed to a navigational frame of

reference before orientation is computed. Global orientation has to be constantly tracked

to compute the transformation from body to a navigational frame of reference. The

process is explained in more detail in Section 4.1. Due to the complexity in calculation,

strapdown IMUs are less accurate; however, they are smaller, lighter, and cheaper, which

makes them suitable for low-cost applications requiring mobility.

Figure 2.2: A stable platform IMU on the left, and a strapdown IMU on the right
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Another aspect of the inertial sensors is that they are prone to error, which could be

systematic (deterministic) or random (stochastic) in origin. Systematic errors include

biases, scale factor, input-output non-linearity, and cross-coupling of sensitive axes mea-

surements; while random errors in the inertial sensor data are white sensor noise, run-

to-run bias, scale factor instability, and bias drift. Systematic errors can be modelled

mathematically and compensated through calibration. Conversely, random errors are

hard to estimate and can only be stochastically approximated. More details on these

errors along with the calibration techniques are in Section 3.2.1.

Inertial sensors can also localise humans by using algorithms known as pedestrian dead

reckoning (PDR). PDR can be implemented in two ways; an inertial navigation sys-

tem (INS)-based approach, and a step and heading system (SHS)-based approach [51].

The difference between the two is demonstrated in Figure 2.3. The INS-based approach

tracks the three dimensional position and orientation of the inertial sensor by double

integrating the acceleration and angular velocity measured on each axis of the IMU. The

SHS-based approach tracks the two dimensional position and orientation of the inertial

sensor by accumulating step length and heading [52–54]. There are also some similar-

ities between the two PDR methods. Both PDR estimate position and heading values

relative to a known starting point. Also, the orientation is estimated by integrating

the angular velocity of the IMU. However, for the INS-based PDR the orientation is in

three dimensions and for the SHS-based approach in two dimensions. The INS-based

and SHS-based PDR methods are described further in the next part of this section.
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Figure 2.3: The INS-based PDR is indicated by the solid red line and its projection
on the xy-plane by the dotted red line. The SHS-based PDR is shown by the blue line

[51]

An INS-based PDR computes the position value by double integrating the linear ac-

celeration calculated from the accelerometer data, and orientation by integrating the

angular velocity derived from the gyroscope data. However, this approach is only ac-

curate for short intervals and accumulates a large drift error over a longer period. To

improve the overall tracking accuracy the error has to be minimised, which is achieved

by applying external constraints on the system. The most widely used constraint for

tracking a moving pedestrian is the zero velocity update (ZUPT) [12, 15]. This can be

applied when the IMU is detected to be in a stationary state, which happens during

the stance phase (shown in Figure 1.4) of the human foot motion. For the stationary

state to be detected accurately, the IMU has to be mounted on the foot [15, 55]. The

ZUPT algorithm performs a zero velocity update by subtracting the estimated errors in

velocity and position values from the current INS estimate. Figure 2.4 illustrates the

INS-based PDR algorithm with the ZUPT applied. The ZUPT algorithm is regarded as

the most robust and accurate method to check the IMU drift error, and is also applica-

ble to different motion types, such as walking (forward, sideways, backward), running,
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crawling, and climbing [14, 56, 57]. Considering its accuracy and applicability to a wider

range of motion, it was the chosen PDR approach for our localisation system.

Figure 2.4: INS-based PDR Algorithm: P0 is the starting point, and Pk is the position
at time k which is ∆Pk(x, y) from the last point [58]

The SHS-based PDR calculates step lengths indirectly from the accelerometer or/and

gyroscope data and step heading from the gyroscope data. It accumulates step lengths

to estimate the user position. The SHS method is illustrated in Figure 2.5. The first

step in the SHS-based approach is to detect steps in the data, then estimate the length of

these steps (SL1, SL2, SL3 in Figure 2.5), and finally, estimate the heading direction of

the step (θ1, θ2, θ3 in Figure 2.5). There are several algorithms to detect steps using IMU

data. These are mainly based on data processing techniques: filtering, magnitudes, and

thresholding. The devices for step detection in most prior research are accelerometers

[59–62] or gyroscopes [63]. There is also research on using non-inertial sensors to detect

steps, such as pressure sensors [64], impact switches [65], and electromyography (EMG)

sensors [66]. However, these solutions require additional hardware which increases the

complexity and power consumption of the system, reduces portability and provides little

advantage compared to the inertial sensor only solutions. The are two major disadvan-

tages of the SHS-based PDR approach; first, it assumes forward motion, which means

each detected step will be added in a forward direction even if it was taken in sideways

or backward directions. It is still able to detect the change in direction when the whole

body turns using the gyroscope data, but if the body orientation hasn’t changed, such

as sideways walk or backward walk, then the SHS-based PDR algorithm fails. Second, it
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can only be applied to walking motion. These two limitations restrict the applicability

of the SHS-based approach for our system. Therefore, we chose the INS-based PDR

method for our localisation system.

Figure 2.5: The SHS-based PDR Algorithm: P0 is the starting point, and the next
points (P1, P2, P3) are calculated with step lengths (SL1, SL2, SL3) and step heading

direction (θ1, θ2, θ3) [58]

2.1.3 Wireless Local Area Network

WLAN infrastructure is installed in indoor environments to provide wireless internet

connectivity to the users. The signal received from WLAN routers/access points can

also be used to calculate the position value. There are five main methods that can be

used for positioning from WLAN or other radio signals [67]:

• The Received Signal Strength Indicator (RSSI) method uses a signal prop-

agation model to infer the position of the receiver in the environment. The signal

strength value decreases with the distance from the transmitter. The distance cal-

culated from the RSSI can also be used for trilateration when there is more than

one transmitter or access point.

• Fingerprinting has two phases: offline and online. Both phases are illustrated

in Figure 2.6. The offline phase involves surveying the indoor environment and

recording the signal strength values at different locations in a database. The online

phase is the localisation phase when the newly measured signal strength value is

compared with the database to estimate the position.
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Figure 2.6: Fingerprinting method, the offline and the online phase [68]

• The Cell of Origin (CoO) divides the positioning area into cells and locates the

position of the receiver from the detected transmitter or access point. The centre

of each cell is a transmitter.

• Triangulation (Figure 2.7b) uses the angle of arrival (AoA) (Figure 2.7a) of

incoming signals from three different transmitters or access points with known

position values to calculate the position of the object. The AoA measurement and

Triangulation are illustrated in Figure 2.7.

Figure 2.7: (a) AoA, (b) Triangulation

• Trilateration is based on the measured distance between the object and three or

more access points. Trilateration can be done with three different methods: time of

arrival (ToA), which is also known as time of flight (ToF), time difference of arrival

(TDoA), and received signal strength indicator (RSSI), which was explained ear-

lier. Trilateration with ToA and RSSI are shown in Figure 2.8a, and trilateration

with TDoA is shown in Figure 2.8b. The ToA/ToF method calculates distance

by measuring the time taken by the signal to propagate from the transmitter to
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the receiver and the known signal velocity. For example, radio frequency signals

propagate at the speed of light (≈ 300,000 km/s), and take approximately 17 ns

to travel 5 m. By comparison, a sound wave travels at 0.343 km/s (at a temper-

ature of 20 ◦C), and takes about 15 ms to cover the 5m. As a result, the radio

frequency-based ToA method requires a very high resolution clock to synchronise

the transmitter and the receiver compared to sound waves. Unlike ToA, the TDoA

method does not require clock synchronisation between the transmitter and the

receiver; however, two or more transmitters are needed to calculate the distance

to the receiver. The transmitters send the signal simultaneously and the distance

is calculated using the time difference of the received signals. As the signal has

to be transmitted simultaneously, TDoA requires transmitters to be synchronised,

which again involves highly accurate clocks.

Figure 2.8: (a) Trilateration using the ToA and RSSI methods, (b) Trilateration using
the TDoA method

From the methods described above only two have been commonly used in the literature

for WLAN-based positioning: RSSI and fingerprinting. Fingerprinting is the most ac-

curate of the two [69]; however, recording signal strength (finger print) values is a time

intensive manual process. Additionally, the signal strength values are easily affected

by changes in the environment, such as a movement of any object in the environment

[70] or a presence of humans, which can reduce the signal strength by 10 dB [71]. This

makes the WLAN less robust, and ineffective to localise human users. Hence, it was not

considered for our application.
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2.1.4 Radio-Frequency Identification

Radio-Frequency Identification (RFID) localisation provides absolute position informa-

tion, by using a passive or active RFID tag and a reader. The tag has a unique identi-

fication which carries the position information, and the RFID can be active (equipped

with an internal battery) or passive (powered by electric induction from the reader).

Active tags can be read up to a range of 70 m [72] or 100 m [73], whereas passive tags

are limited to a reading range of a few cms, or with a more power consuming reader up

to 2 m [74, 75]. The RFID localisation system can also be fused with PDR to provide

regular fixes along the pedestrian trajectory.

For passive RFID tags, the reader has to be in close proximity to the tag to detect the

tag ID and location information. However, for active RFID tags the location is estimated

by the received signal strength (RSS) method. The RSS method gives distance between

the reader and tag using the path loss model [76], which is described by:

RSS(d) = RSS0 − 10α log10 ∗
d

d0
+ µ, (2.1)

where RSS is measured in dBm from the RFID tag located at distance d from the

reader. RSS0 in Equation 2.1 is a received signal strength value at reference distance

d0, and is determined during calibration. α is the path loss exponent, and it primarily

captures the multipath interference and obstruction in an indoor environment. µ is the

Gaussian distributed noise with variance σ2, and has a fixed value. For RSS, the system

has to be calibrated once during installation to find RSS0, α, and σ
2. The calibration

does not need to be repeated unless the system is moved to another location.

In past research, various RFID-based systems have been studied for localisation. Kout-

sou et al. created an application with 21 active RFID tags placed in an area of 250 m2

made up of three rooms [77]. RSS was used for positioning, and a mean error of 3.25 m

was reported. In other work, Seco et al. placed 71 active RFID tags in an area of 1600

m2 made up of 55 rooms. Using RSS, they were able to achieve a median accuracy of

1.5 m [78]. RFID is another technology besides vision that offers passive infrastructure

installation; however, the detection range is limited to only a few cm which makes it

harder to reliably position mobile agents. The range could be increased by using more
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power consuming readers, but this also leads to higher energy consumption, which re-

duces battery duration. Therefore, RFID technology is not appropriate for applications

requiring longer term positioning.

2.1.5 Ultra-wideband

Ultra-wideband (UWB) localisation uses short pulses (sub-nanosecond scale) of impulse

radio signals to calculate UWB tag position in an indoor environment. There are four

methods used to compute the position from UWB signals: time difference of arrival

(TDoA), time of arrival (ToA), angle of arrival (AoA), and received signal strength in-

dicator(RSSI), which have been explained in Section 2.1.3. Due to its accuracy (20 cm

in line of sight [79]) and robustness, UWB has been implemented in several commercial

indoor positioning solutions including Ubisense, DecaWave, and BeSpoon [80]. However,

the cost of a UWB positioning system still remains very high, as precision clocks are

required at both the transmitter and the receiver end to accurately measure the time

taken by the transmitted signal. Also, UWB requires a power source at both receiver

and transmitter end, which necessitates the installation of battery or electrical power

infrastructure at the site. The cost and to some extent the active infrastructure require-

ment prevent them from being usable for applications requiring low-cost, low-power, and

large-scale indoor positioning.

2.1.6 Bluetooth Beacons

Bluetooth beacons calculate position with the same 2.4 GHz radio frequency as WLAN,

but using fewer channels. The latest version of Bluetooth for positioning is known as

Bluetooth low energy (BLE) [81]. Bluetooth beacons determine the distance between the

two nodes using the following methods: angle of arrival (AoA), time of arrival (ToA), fin-

gerprinting, and received signal strength indicator(RSSI). These methods are explained

in Section 2.1.3. Due to the complexity of implementation and to keep costs low, most of

the Bluetooth positioning is done using the RSSI-based method. As the BLE name sug-

gests, the beacons consume less power. With low cost and low power requirement, there

have been a number of commercial implementations in the market including iBeacon,

Eddystone, and piBeacons [82, 83]. Although the beacons are inexpensive and energy
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efficient, their positioning accuracy is low (less than 2 m for 40% of the estimated val-

ues) [84]. Accuracy issues have led to discontinuation of some of the beacons such as

Eddystone. Since accuracy is of a primary importance for our application, Bluetooth

beacons were not considered.

2.1.7 Ultrasonic

Ultrasonic localisation uses ToF or TDoA sound waves with frequencies higher than

the human audible range (more than 20 kHz), to measure the distance from single or

multiple transmitters to single or multiple receivers. Most of the accurate ultrasonic po-

sitioning systems developed in past research, such as Marvelmind [85], Active Bat[86], or

Cricket [87], used ToF with trilateration to determine the location of an object within

a few centimetres accuracy. Trilateration is illustrated in Figure 2.8. Typically, the

ultrasound signal is transmitted along with the radio frequency signal to synchronise

the transmitter and the receiver for the TOF calculation. Despite the positioning accu-

racy achieved in past research, ultrasonic signals, unlike radio frequency, depend on the

medium of transmission (air) which varies with change in humidity, temperature, and

when there are other sources of interference in the environment. This reduces the posi-

tioning accuracy of the system. Also, similar to UWB, ultrasonic systems are high-cost,

and require a power source at both transmitter and receiver end, which makes them

unviable for our application.

2.1.8 Visible Light Communication

Visible Light Communication (VLC) uses modulated visible light signals (between 385

THz to 800 THz) emitted by light emitting diodes (LEDs) to communicate with re-

ceivers (photodiodes or camera). Similar to WLAN, the communication signals are used

for positioning using either the RSSI or AoA methods. Among the two, AoA is the most

accurate and more commonly used, and it can achieve 5-10 cm level of accuracy [88, 89].

Even the RSSI-based implementation with trilateration has attained a positioning error

of 40 cm [90]. Whilst VLC is highly accurate, LEDs are expensive to manufacture,

as modulation circuitry involves clock and control modules which increase the cost of

the localisation solution. Additionally, LEDs have higher power consumption (around

22



Chapter 2 Indoor Positioning Technologies and Sensor Fusion Approaches

3 Watts an LED [91]) as they are primarily designed for illuminating the space. High

cost and power consumption make them unfeasible for our application.

2.1.9 Digital Differential Barometer

The differential barometer system uses relative atmospheric pressure to measure height

or detect change in floor levels. This system usually consists of at least two digital

barometers: one for the reference, and the other to measure the change in pressure.

Both sensors measure the absolute atmospheric pressure which changes with the altitude;

higher altitudes have lower atmospheric pressure and vice versa. This can be used to

measure the displacement in vertical direction or a change in floor level in a building.

Even though the barometer measures the absolute atmospheric pressure at a particular

location or a floor level, the same value is not reliably reproducible at a later time due

to the change is weather condition or even wind [92]. This prevents them being used

as an absolute measurement device. To resolve this, researchers have used a referenced

barometer in the building, usually mounted at ground level. The change in height or

floor level is determined by comparing the measured pressure value to the reference

pressure value [93, 94]. An example implementation of a differential barometer by Kim

et al. is shown in Figure 2.9 [95].

Figure 2.9: Differential barometer implementation [95]

2.1.10 Magnetometer

A magnetometer measures the orientation of a device by using the earth’s magnetic field.

The measured orientation is in the horizontal plane around the z-axis, and gives absolute
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orientation information from the global frame of reference. The earth’s magnetic field

is relatively weak, so magnetometers are easily effected by a magnetic field produced

from nearby magnetic objects. Therefore, in the presence of an external magnetic field

they are not a reliable source of orientation information. In research conducted by Rai

et al., orientation errors of up to 15◦ were found 90% of the time in a large office [96].

In other work by Afzal et al., orientation errors of up to 100◦ were observed in an office

building, a school’s student centre, and a mall [97], and they concluded that different

building materials have different effects on the magnetometer.

A magnetometer’s data can be fused with gyroscope data to correct the drift and im-

prove the overall orientation accuracy [98]. The two sensors have complementary error

characteristics: gyroscopes perform poorly over a long-term orientation computation due

to the drift error accumulation, whereas magnetometers are prone to short-term orien-

tation errors due to magnetic field disturbances. Therefore, a sensor fusion between the

two can achieve a better overall orientation solution in outdoor environments, which

are less prone to magnetic field disturbances [55]. Magnetic field disturbance can also

be reduced by considering the magnetic material causing the disturbance [99, 100] and

calibrating the device for the disturbance.

2.2 Comparative Analysis of the Technologies

In past research, there have been several performance parameters used to compare dif-

ferent position technologies, such as localisation techniques and methods (RSS/trilater-

ation, ToA/trilateration, TDoA/trilateration, AoA/triangulation etc.), accuracy, range,

power consumption, infrastructure, scalibility, privacy, security, and cost [3, 101]. Among

these, there are five parameters that are important for our application: accuracy, range

area, power consumption, cost, and infrastructure requirements, and they are considered

for the comparison. Table 2.1 summarises the performance of 10 different technologies

which we considered for our survey against these parameters.

The accuracy parameter in the table refers to the Euclidean distance error between the

estimated and the ground truth position. Range is the maximum distance between the

mobile agent and a landmark when the position value of the agent can still be calcu-

lated. The power consumption parameter is the energy consumed by the positioning

24



Chapter 2 Indoor Positioning Technologies and Sensor Fusion Approaches

system over time. Most past research work has neglected the power consumption pa-

rameter; therefore, the power consumption values have been approximated from the

system description in the referenced works. In the table, the power consumption has

been categorised into three groups; high (more than 2 Watts), medium (less than 2 watts

but more than 500 milliwatts), and low (less than 500 milliwatts). Similar to power con-

sumption, cost of the technology is also estimated based on the system description and

categorised into three groups; high (more than $300 USD), medium (less than $300

USD but more than $50 USD), and low (less than $50 USD). Finally, the infrastructure

parameter is classified as active if it requires a power source or passive when no power

source is needed.

Table 2.1: Comparison of the indoor positioning technologies.

a Camera-based systems using natural feature points in the environment do not require infrastructure,

whereas ones using fiducial markers need passive infrastructure

b RFID tags could be battery powered, active tags, or passively powered, passive tags

2.2.1 Discussion:

Among the main indoor positioning technologies used for localising humans in large-scale

indoor environments, UWB, ultrasound, VLC, active RFID and camera-based localisa-

tion technologies are the most accurate positioning systems. UWB, active RFID, VLC

power consumption at the infrastructure is quite large, and require supply from the
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electrical grid for long-term positioning system which makes them unviable for our ap-

plication. Ultrasonic transmitters consume less power; however, unlike radio frequency,

the ultrasonic signals depend on the transmission medium (air) that leads to change

in accuracy with variation in temperature or humidity. Also, increasing the number of

transmitters increases the signal interference, which hinders the scalability of the system.

UWB, ultrasound, VLC, and active RFID sensor devices are also high-cost, making the

installation over larger areas prohibitively expensive.

Compared to other accurate positioning systems, camera-based localisation is low-cost,

as camera and fiducial markers are the only hardware required. Cost of a full high defi-

nition camera is around $40 USD, whereas printing a fiducial marker costs a few cents.

Although camera-based localisation gives a higher accuracy and low cost solution, it

consumes a lot of power and depends on external lighting conditions. Camera-based lo-

calisation systems can be adapted to external lighting by the choice of fiducial markers

and installing external lights, however, power consumption still remains a limitation.

This can be addressed by combining another technology which is low-power consuming,

low-cost, and does not require active infrastructure. Inertial sensors fulfil these require-

ments, and it was selected along with the camera-based localisation for the developed

positioning system.

2.3 Sensor Fusion Approach

Each sensor used in a positioning system has an inherent uncertainty which decreases

the overall accuracy of the system; however, the accuracy can be improved by integrating

complementary sensors. The fusion of the sensors is achieved with Bayesian filters, which

provide a probabilistic framework to combine the sensors. Bayesian filters consider the

individual uncertainty of each sensor to estimate the state of the positioning system. The

state of the positioning system captures the position, orientation, velocity, and sensors’

errors. To estimate the current state xt of the system Bayesian filter requires all the

previous measurements made up to time t. This increases the computational complexity

as more measurements are made, so to make the computation more manageable a Markov

assumption is made. In the Markov assumption, the current state estimation depends

only on the previous state and not the entire history, and the system is described by two

models: a motion or propagation model which defines how the system’s state changes
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with time, and a measurement model which uses sensor measurement to correct the

propagated state. A positioning system can have multiple sensors for measurement

correction, with each sensor having a different measurement model. Bayesian filters

provide a probabilistic framework to combine these measurement models from different

sensor sources; this allows more accurate state estimation of the system. There are

a variety of methods to implement the Bayesian filter, and each method has different

levels of computational complexity and accuracy output. The most common methods in

the literature are the Kalman filter and the particle filter. These sensor fusion methods

can be applied in a loosely or tightly coupled configuration; we will also discuss the two

configurations in the context of visual-inertial sensor fusion.

2.3.1 Kalman Filter

The Kalman filter is the most popular Bayesian filter of all the variants, as it is the

most efficient computationally. The Kalman filter assumes that the positioning system

is linear, and the system state value is Gaussian distributed which means it can be

represented by a mean and a covariance. The state value is tracked over time by tracking

the mean and covariance. The Kalman filter is a Bayes filter with Markov assumption,

so it can be described by two models: a motion model, and a measurement model. The

Kalman filter motion model and measurement model inputs and outputs are illustrated

in Figure 2.10. The Kalman filter assumes a linear motion and measurement model. The

linear motion model estimates the state xt from the previous state x(t−1) and control

vector input u(t−1) and is given by [102]:

xt = Ax(t−1) +Bu(t−1) + w(t−1), (2.2)

where A and B are matrices with constant value, and w(t−1) is the process noise. Co-

variance Xt of the state from motion model is given by:

Pt = AP(t−1)A
T +Q, (2.3)

where Q is the covariance of process noise, and it is also a Gaussian distribution. The

Measurement model is given by:

zt = Hxt + vt, (2.4)
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and updates the state xt using the sensor measurement value zt. H is the matrix in

the equation that defines the relation with current state xt, and vt is the measurement

noise. Covariance Zt of the measurement model is given by:

Zt = HPtH
T +R, (2.5)

where R is the covariance of the measurement noise. The new state and covariance are

calculated after the measurement update by first computing the Kalman gain, Kt:

Kt = PtH
T (HPtH

T +R)−1, (2.6)

then the state:

x(t+1) = xt +Kt(zt −Hxt), (2.7)

and the covariance:

P(t+1) = (I −KtH)Pt (2.8)

Figure 2.10: Kalman filter inputs and outputs

The Kalman filter described above can only be applied to linear systems, but most of the

real world systems including the positioning system are non-linear. However, a Kalman

filter solution can be extended to approximate non-linear systems using the extended

Kalman filter (EKF). The EKF linearises the non-linear motion and measurement model

using the tangent or Jacobian at time t. In EKF, the motion model’s A and B matrices

are replaced by a function ft and the motion model is given by:

;xt = ft(x(t−1), u(t−1)) + w(t−1) (2.9)
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For the measurement model, H is a function of the current state xt, so Hxt in Equation

2.5 is replaced by ht(xt) resulting in:

zt = ht(xt) + vt (2.10)

The Jacobians of the function ft and ht are given by:

Ft =
∂f

∂x
|x = xt, (2.11)

and

Ht =
∂h

∂x
|x = xt, (2.12)

respectively. Even though EKF can be applied to a non-linear system, it still assumes

that the state is Gaussian distributed. The state in our case is position and heading val-

ues of a first responder, which mostly remain Gaussian. However, sometimes the values

will deviate from Gaussian distribution. This could lead to inaccurate state estimation

compared to the particle filter, which is discussed in the next section. Although, EKF

is not as accurate as a particle filter, it requires a lot less memory and computational

resources which in turn results in less power consumption as well. Since the focus of this

thesis is energy efficiency and accuracy, EKF was chosen for our developed system.

2.3.2 Particle Filter

The particle filter (PF) is a Bayesian filter that can be applied on a non-linear system.

It approximates the state of the system by using a set of particles where each particle

carries a weight depending on its likelihood to represent the true value of the state

[103]. Similar to other Bayes filters, the PF also calculates the current state using the

previous state value. There are different variants of PF, but they all perform these four

sequential steps: initialisation, propagation, correction, and resampling [104]. First,

during initialisation, a finite set of particles is created to represent an initial state xt0 ,

and they are initialised with unity weight. Then these particles are propagated based on

the the system’s motion or propagation model. In the third step, the particles’ weight

values are corrected based on their proximity to the measured value. Particles which

are closer to the measured value zt result in a higher weight wt value. Finally, the

particles are resampled based on their newly calculated weights to create new copies of
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the existing particles with equal normalised weight. The next iteration of the filter starts

from the propagation step and ends at resampling, and the cycle continues recursively.

The set of particles at time t can be represented mathematically by {xit, wit}Ni=1 where

N is the number of particles, xit is the state of the ith particle and wit is the associated

weight, and the value of i ranges from 1 to N [105]. The main advantage of the PF is the

accurate estimation of the state value in a multi-modal non-linear state space. However,

in order to have more accurate state estimation or localisation results, a larger number

of particles is required, which results in higher computation, memory, and energy cost

[106–109]. This is also the reason why the PF was not chosen for our developed system.

2.3.3 Visual-Inertial Sensor Fusion

The two sensors, camera and inertial measurement unit (IMU), have complementary

characteristics. The camera is an exteroceptive sensor that captures information in the

environment and uses it to estimate the pose (position and orientation). If there is a lot

of information (rich textures) in the environment, the camera can accurately estimate

pose over the long-term. In contrast, IMU is a proprioceptive sensor that internally

measures acceleration and angular velocity and uses the measured values to calculate

pose. IMUs are accurate for short-term pose estimation but are inaccurate over the

long-term due to the drift accumulation. Additionally, a camera captures data at a low

frame rate (approximately 30 fps on average) with high power consumption (more than

1.5 watts) and computational cost, whereas IMU has a high frame rate (nearly 100 Hz

or more) with low power consumption (30 to 40 milliwatts) and computational cost. A

sensor fusion between the camera and IMU can be used to optimise the pose accuracy

and power consumption of the localisation system.

Visual-inertial localisation methods can be categorised into visual-inertial odometry

(VIO) [31, 110–113] or visual-inertial simultaneous localisation and mapping (VISLAM)

[114–118] approaches. VIO algorithms use visual features to estimate camera pose and

combine it with inertial pose using motion constraint. Each VIO pose estimate is with

respect to the last pose estimate that is joined together to give motion trajectory. Since

there is no global reference information (i.e., previously visited location, also known as

loop-closure), VIO algorithms are primarily dead reckoning (odometry) approaches. By

contrast, VISLAM methods simultaneously use visual features to localise and create a
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map for future reference. If a visual feature in the current frame is identified to be in

the priori map (global reference), it is also used to calculate and correct the current pose

using loop-closure. There are mainly two configurations to fuse the visual and inertial

sensor data: loosely or tightly coupled configuration, which are discussed below.

a) Loosely-Coupled Fusion

In loosely-coupled fusion (illustrated in Figure 2.11 a), visual and inertial sensors esti-

mate the pose separately and combine the pose values using motion constraints [111, 119–

122]. This approach is more suitable for non-rigidly attached sensors (for example, a

head-mounted camera combined with a foot-mounted IMU estimating the 2D pose of

a person). Loosely-coupled sensor fusion methods can also be used for rigidly attached

sensors to decrease the computational cost; however, this results in a less accurate lo-

calisation solution.

Figure 2.11: Visual-inertial sensor fusion configurations [123]

b) Tightly-Coupled Fusion

The tightly-coupled sensor fusion (illustrated in Figure 2.11 b) directly fuses the visual

and inertial sensors’ data, and it requires the sensors to be rigidly attached. This

technique cannot be applied to non-rigidly attached sensors, which is the case for our

system. Tightly-coupled sensor fusion methods lead to higher accuracy pose estimates

but require more computational resources [31, 110, 117, 124, 125].

Past research on VIO and VISLAM has indicated that they can provide accurate pose

estimation for small-scale environments, but they are not robust for long-term, large-

scale, and safety-critical localisation [126–128]. Additionally, visual features essential

for the camera pose estimation may be sparsely present in certain environments, such

as training environments made-up of shipping containers or indoor spaces with bland

textureless walls. In these environments, placing fiducial markers to provide a global

location source improves the consistency and robustness of the visual-inertial localisation

solution.
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2.4 Conclusion

In the first part of this chapter, indoor positioning technologies for localising first re-

sponders were reviewed. Each technology was analysed with its advantages and dis-

advantages, and potential application to our system. A comparative analysis was also

done using the performance parameters required for the targeted application. The com-

parison is summarised in Table 2.1. From the comparison, UWB and radio signal-based

positioning methods provide a more accurate positioning solution; however, these sys-

tems require a power source at the infrastructure and are expensive to install. From the

analysis, two technologies that offer accurate, energy efficient, low-cost, and large-scale

indoor positioning solution emerged:

• Inertial Sensors: Inertial sensors are a low-cost and energy efficient positioning

technology which uses an internally referenced mechanism to estimate localisation

information. Inertial sensors do not require any infrastructure installation and are

not limited by range. However, their position and orientation estimate accuracy

deteriorates after some time due to noises and biases in the sensors, and also be-

cause of reliance on previous values for update. Therefore, it requires a correction

mechanism to reduce the accumulated errors.

• Camera-based Localisation System: Similar to inertial sensors, camera-based

localisation is a low-cost technology, but unlike inertial sensors, can calculate po-

sition and orientation values accurately long-term. However, the camera needs an

external frame of reference of feature points to determine the position and ori-

entation values. Feature points are generally insufficient in indoor environments

such as training environments or office spaces, so to add these, fiducial markers,

with their low-cost, passive infrastructure, can be installed. Power consumption of

camera-based localisation solutions are typically medium to high, as camera sensor

and electronics require a comparatively larger amount of energy to operate. The

range of a camera-based localisation system varies from 1 to 10 m depending on

the resolution and the size of fiducial markers.

In the second part of the chapter, sensor fusion algorithms to combine different position-

ing technologies were discussed. To have more in-depth understanding of these methods,
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the implementation details of the sensor fusion algorithms were also described. Strengths

and weaknesses of different sensor fusion algorithms were also examined and are sum-

marised as follows:

• Linear Kalman Filter is the most efficient method of combining sensors. It re-

quires fewer computational resources to implement. However, it is only applicable

to linear systems.

• Extended Kalman Filter is derived from the linear Kalman filter; it keeps

some of its characteristics such as efficient implementation, and computationally

requires fewer resources. Unlike the linear Kalman filter, it can also be applied

to non-linear systems, which is the case for our system. However, it still assumes

that the state space is Gaussian distributed.

• Particle Filter can be used with non-linear systems, and is also applicable to

non-Gaussian state spaces. It is more accurate than the Kalman filters; however,

it requires a lot of computation, memory and power resources, and the solution

typically needs more time to complete.

From these methods, the extended Kalman filter was chosen for the developed system,

as it is the most efficient and resource conserving implementation, and is also applicable

to non-linear motion and measurement models.

The next chapter goes into details of the chosen positioning technologies: the inertial

sensor and camera-based localisation system. It discusses the underlying coordinate

systems to compute position and orientation values from these technologies, and the

transformation between the coordinate systems. It also analyses the errors present in

these technologies and suggests ways to mitigate the errors.
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Chapter 3

Fundamentals of the Inertial and

Camera-based Localisation

The localisation system developed for this thesis uses inertial and visual sensors to esti-

mate position and orientation values. This chapter examines the fundamentals of these

sensors, including the coordinate systems involved (Section 3.1), the sources of errors in

inertial sensors and their mitigation (Section 3.2), and the mathematical transformations

required in visual sensors to compute the localisation values (Section 3.3). Lastly, the

chapter discusses the visual sensor calibration method which has been used to compute

the intrinsic parameters of the sensor (Section 3.3.2).

3.1 Coordinate Frames

Localisation system measures position, velocity, and orientation as vectors relative to

a known location or reference frame [129]. Understanding these reference frames is es-

sential to relate the measured sensor values to the computed localisation information.

There are several reference Cartesian coordinate frames which describe the navigation

state (position, velocity, and orientation) of a moving body with reference to its envi-

ronment. A basic localisation system consists of the following coordinate frames: sensor

frame, body frame, Earth-centred inertial frame, Earth-centred Earth-fixed, and navi-

gation frame.
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3.1.1 Sensor Frame

The sensor frame (s-frame) is the reference coordinate system of the inertial or visual

sensor attached to a moving body to measure the navigation state of the body. Figure

3.1 illustrates the s-frame for the inertial and visual sensors. The axes of the s-frame

are aligned with the orientation of the inertial and visual sensors. The origin is a corner

point of the MEMS chip for the inertial sensor and the optical centre for the camera.

Figure 3.1: Sensor frames for visual (left) and inertial (right) sensors

3.1.2 Body Frame

The body frame (b-frame) is the coordinate system associated with the moving body.

Its origin is located at the centre of mass of the body. The y-axis, x-axis, and z-axis

of the b-frame points towards the forward, sideways, and upward direction of the body,

respectively. Figure 3.2 illustrates the b-frame as well as the relationship of the s-frames

(inertial and visual sensors) to the b-frame.

Figure 3.2: Body and sensor frames for a moving body
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3.1.3 Earth-Centred Inertial Frame

The Earth-centred inertial frame (i-frame) is the inertial coordinate system where New-

ton’s laws of motion apply, and the Earth is assumed to be stationary. The i-frame is

illustrated in Figure 3.3 along with its relationship to other frames. The i-frame’s origin

is at the centre of the Earth. The z-axis of the i-frame is along the Earth’s rotational

axis. The Equator is the xy plane, where the x-axis points towards the vernal equinox,

and the y-axis is given by the right-hand rule.

Figure 3.3: Earth-centred Inertial (xi, yi, zi), Earth-centred Earth-fixed (xe, ye, ze),
and Navigation (xn, yn, zn) frames and their relationship to each other.

3.1.4 Earth-Centred Earth-Fixed Frame

The Earth-centred Earth-fixed frame (e-frame) is the geodetic coordinate system defined

by the World Geodetic System 84 (WGS84) datum [130], and it provides a reference

to all locations on the Earth. The e-frame is illustrated in Figure 3.3 along with its

relationship to other frames. The e-frame rotates with the Earth and is described in

terms of longitude and latitude angles measured with respect to the equatorial plane and

the prime meridian respectively. The z-axis of the e-frame is along the Earth’s rotational

axis; the x-axis is on the equatorial plane and points towards the prime meridian, and

the y-axis is derived by the right-hand rule.
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3.1.5 Navigation Frame

The navigation frame (n-frame) is the local coordinate system which is fixed and tan-

gential to the Earth’s surface. The origin of the n-frame is located at the centre of mass

of the moving body or at an arbitrary point fixed on Earth’s surface. The z-axis of the

n-frame points upward, normal to the Earth’s ellipsoid. The xy-plane is tangential to

the Earth’s surface where the x-axis points east, and the y-axis points north. Figure 3.3

illustrates the n-frame and its relationship to other frames. In this thesis, we made two

assumptions on the navigational frames: first, that the distance travelled by the moving

body (walking first responders) is relatively short (few kilometres), which reduces the

effect of the curvature of the Earth to a negligible level; and second, that the consumer-

grade low-cost inertial sensors do not detect the Earth’s rotation [131]. With these two

assumptions, i-frame, e-frame, and n-frame are reduced to one reference frame, n-frame.

Therefore, only three reference frames are used in this thesis: s-frame, b-frame, and

n-frame.

3.2 Inertial Sensors

Inertial sensors have been introduced earlier in Section 2.1.2. Different types of inertial

sensors and the methods to compute the localisation information from their data have

also been discussed in Section 2.1.2. This section covers the error characteristics of the

inertial sensors and the methods to reduce these errors.

3.2.1 Errors in Inertial Sensors

Practical inertial sensors output acceleration and angular velocity different to the true

acceleration and angular velocity experienced by the sensors. The difference between

the input and output values is the error in measurement. There are two types of errors

present in the inertial sensors data: systematic and stochastic errors [132].

a) Systematic Errors

Systematic errors, as the name suggests, can be modelled and mathematically offset in

the raw sensor output data through calibration. There are mainly four systematic errors

present in the inertial sensor data: bias, scale factor, non-linearity, and cross-coupling

[132, 133].
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Bias in inertial sensors occurs as a constant non-zero output value when the sensor is

in a static state and not experiencing any external perturbation. It is also referred to as

zero-g offset for an accelerometer and zero-rate offset for a gyroscope [26–29]. The units

for the bias are the same as the sensor output, deg/s for gyroscope and milli-g (mg) for

accelerometer. The bias could be caused by variation in ambient temperature, and it

can be corrected through thermal calibration [134]. The graph in Figure 3.4 illustrates

the constant shift in the sensor output value due to bias error.

Figure 3.4: Bias error [133].

Scale Factor in inertial sensors shows as a ratio by which the sensor output value is

scaled up or down from the input value. It is caused when the conversion from sensors’

output to physical units is incorrect. The scale factor is also referred to as sensitivity

tolerance in inertial sensors datasheets and described in % value, for example, 97% or

102% of the input value [26–29]. The graph in Figure 3.5 illustrates the change in the

gradient from unity to a ratio due to the scale factor error.
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Figure 3.5: Scale factor error[133].

Non-linearity in inertial sensors occurs when the output value of the sensor varies

non-linearly with the applied input value. The non-linearity is usually described as a

% value of full-scale output. In general, the non-linearity shows up near the boundary

range of the output [135]. The graph in Figure 3.6 illustrates the effect of non-linearity

on the sensor output value.

Figure 3.6: Non-linearity error [133].

Cross-coupling occurs when the axes of the sensors are physically misaligned and

are not fully orthogonal as expected of the ideal sensor. This leads to acceleration or

angular velocity on one axis being projected on another axis. Similar to the scale factor,

the cross-coupling is described in fix scalar % value. Cross-coupling is also referred

to as cross-axis sensitivity or non-orthogonal error [26–29]. A cross-coupling error is

illustrated in Figure 3.7.
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Figure 3.7: Cross-coupling error [129].

Temperature-Dependent Bias/Scale Factor shows as a variation of bias and scale

factor error with the change in ambient temperature. The error can be very noticeable

for low-cost MEMs inertial sensors, and it should be accounted especially in applications

which require inertial sensors to operate over multiple days. The unit of bias are: deg/s

for gyroscope and milli-g (mg) for accelerometer, and of scale factor are in % value. The

temperature-dependent variations can be calibrated by the manufacturer and specified

in datasheet, as is the case for XSens MTw Awinda [29], or it should be performed

through thermal calibration procedures that involve measuring change in sensor values

(acceleration or angular velocity) with the change in temperature [136, 137].

b) Stochastic Errors

Stochastic errors are random in nature, and therefore cannot be estimated and system-

atically removed through calibration as there is no correlation between the past and

future values. However, the values of these errors can be stochastically modelled and

their effect on sensor accuracy can be reduced. There are two main stochastic errors

present in the inertial sensor data: white sensor noise and bias instability [132, 133].

White Sensor Noise is a random uncorrelated zero-mean error in inertial sensor value

which is caused by thermo-mechanical perturbations. White sensor noise is integrated

and usually specified as an angular random walk or velocity random walk for gyroscope
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and accelerometer, respectively. The units for an angular random walk and velocity

random walk are deg/
√
Hz and micro-g(µg)/

√
Hz, respectively. White noise is also

referred to as random noise or noise in inertial sensor datasheets [26–29].

Bias Instability is a measure of how stable the inertial sensor bias is over a time period.

A lower bias instability value implies higher stability and less random drift in bias value,

which is advantageous. Bias instability is specified in deg/h or deg/s, and it is also

referred to as bias drift or in-run bias stability in inertial sensor datasheets [26–29].

3.2.2 Methods to Reduce Errors

To mitigate these errors, outputs of the inertial sensors are formulated into a mathemat-

ical model which is used to calibrate the sensors. The Error model for an accelerometer

is given by:


a′x

a′y

a′z

 = ba + Sa


ax

ay

az

+Ma


ax

ay

az

+ na, (3.1)

and the components of the error model equation are elaborated:

ba =


bax

bay

baz

 , Sa =

sax 0 0

0 say 0

0 0 saz

 , Ma =


1 ma,xy ma,xz

ma,yx 1 ma,yz

ma,zx ma,zy 1

 , na =

nax

nay

naz

 ,
(3.2)

where (a′x, a
′
y, a

′
z) and (ax, ay, az) are the recorded and the actual acceleration value.

ba is the constant accelerometer bias vector, and na is the accelerometer’s white noise

vector. Matrices Sa and Ma are the accelerometer scale factor and the misalignment,

respectively.

Similarly, for the gyroscope the errors are mathematically modelled by:


g′x

g′y

g′z

 = bg + Sg


gx

gy

gz

+Mg


gx

gy

gz

+ ng, (3.3)
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and the components of the gyroscope’s error model equation are elaborated in:

bg =


bgx

bgy

bgz

 , Sg =

sgx 0 0

0 sgy 0

0 0 sgz

 , Mg =


1 mg,xy mg,xz

mg,yx 1 mg,yz

mg,zx mg,zy 1

 , ng =

ngx

ngy

ngz

 ,
(3.4)

where (g′x, g
′
y, g

′
z) and (gx, gy, gz) denote the recorded and the actual angular velocity

values, respectively. bg is the constant gyroscope bias vector, and ng is the gyroscope’s

white noise vector. Matrices Sg and Mg are the gyroscope’s scale factor and the mis-

alignment, respectively.

The deterministic (bias, scale factor, misalignment) and stochastic (white noise) errors in

Equations 3.1 and 3.3 can be measured through laboratory calibration or user calibration

[132]. Laboratory calibration is more accurate as specialist equipment (such as motion

simulator, oven, and freezer) are used [138]. However, laboratory calibration is also costly

depending on the accuracy of the equipment. Mainly driven by the cost, simpler user

methods have been devised to reduce these errors and the cost of calibration. The most

widely validated method in past research is a six-position test which involves mounting

the inertial sensor in a hollow cuboid box and recording the static accelerometer and

gyroscope data on each face of the box [139–143].

For our research we used the XSens MTw Awinda inertial sensor, which comes with a

laboratory calibrated scale factor and has misalignment and white noise errors specified

in the datasheet [29]. However, the accelerometer and gyroscope biases are not specified

in the datasheet, so they were calculated by creating a 3D printed cuboidal box and

performing a six-position test. The XSens inertial sensor was mounted inside the box

along with a three-axial bubble level to ensure the box was levelled for the six position

test. The setup is shown in Figure 3.8, and the direction of the inertial sensor’s positions

for the test are in Figure 3.9. The calculated biases are in Table 3.1, and they were

removed from the raw inertial sensor data recorded for experiments in Chapters 4, 5,

and 6. To even further reduce the effect of accelerometer and gyroscope bias due to

stochastic instability, 20 seconds of data was recorded before each experiment, with

the IMU mounted on a user’s foot and in a static state. The calculated accelerometer
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and gyroscope biases from these 20 seconds were subtracted from the recorded raw

accelerometer and gyroscope data.

Table 3.1: XSens inertial sensor’s accelerometer and gyroscope biases

Axial Values Biases values Standard Deviation

bax (mg) 1.132 0.15

bay (mg) 1.145 0.46

baz (mg) 1.467 0.84

bgx (deg/s) 2.14 1.24

bgy (deg/s) 2.52 1.15

bgz (deg/s) 2.23 1.46

Figure 3.8: Six position calibration test setup

Figure 3.9: Inertial sensor and the box orientations for six position calibration. The
arrow of each axis indicates its axial direction, a dot in a circle indicates the perpendic-
ular upward axial direction going away from the surface, and a cross in a circle indicates

the perpendicular downward axial direction going into the surface
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3.3 Visual Sensor

Visual sensors have been briefly discussed in Section 2.1.1 from the application point-

of-view. In this section, the fundamentals describing the transformation of a 3D scene

to a 2D image by the visual sensor are covered. These are important to understand as

they are the key component of our visual sensor’s position and orientation estimation

method. This section also gives detail on the camera calibration method used for this

thesis to compute the intrinsic parameter values of the visual sensor.

3.3.1 Pinhole Camera Model

The pinhole camera model geometrically and mathematically describes the transforma-

tion of 3D points in an environment to corresponding 2D image points while assuming

that there is no effect of lens distortion on the image [144]. Figure 3.10 illustrates the

geometric elements of the pinhole camera model. The model consists of an image plane

(also called the projection plane), an optical centre (origin of the camera coordinate

system), an optical axis, and a principal point (a point on image plane located near the

centre at the intersection of the optical axis and the image plane). The optical centre is

physically located at the centre of the aperture and the optical axis passes perpendicular

to it. Mathematically, the pinhole camera model is defined by intrinsic matrix:

Mint =


fx sk cx

0 fy cy

0 0 1

 , (3.5)

and extrinsic matrix (Mext):

Mext =


r11 r12 r13 tx

r21 r22 r23 ty

r31 r32 r33 tz

 (3.6)

The intrinsic matrix contains the internal parameters of the camera including focal

length, (fx, fy), the skew factor, sk, which is distortion caused by non-square pixels,

and the principal point of the image plane, (cx, cy). The extrinsic matrix is composed

of the rotation matrix (representing orientation of the camera with respect to the 3D

environment) and the translation vector (representing the position of the camera in

the 3D environment). Mint and Mext are illustrated in Figure 3.10 and are defined
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by Equations 3.5 and 3.6, respectively. The complete transformation of the 3D point

P (Xwi, Ywi, Zwi) in the environment to the projected image point p (ui, vi) using the

extrinsic and intrinsic matrix is described by:

s


ui

vi

1

 =MintMext


Xwi

Ywi

Zwi

 (3.7)

Equation 3.7 is also used to compute the intrinsic matrix Mint and scale factor s with

known points in the real world (such as corner points on a checkerboard) and their

projection on the image plane; this process is discussed in the next section. Once the

intrinsic matrix is computed, it can be used to compute the unknown extrinsic matrix

which contains the localisation information of the camera. Computing the extrinsic

matrix for localisation is further explained in Section 4.2.2.

Figure 3.10: Pinhole camera model showing the projection of a 3D point to a 2D
point in the image plane.
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3.3.2 Intrinsic Parameters and Calibration

The intrinsic matrix defines the internal relation of the camera coordinate system and

the image plane. Most of the elements in the intrinsic matrix have constant values

except for the focal length. The focal length can also be configured to a constant value

for web cameras, such as Logitech C920 (the camera used in this thesis) by setting

the camera to a manual focus. For high-end cameras, such as photography cameras,

the focal length is set to a constant value by using a prime lens. The camera for this

thesis was also configured to a fixed focal length with the widest depth of field to keep

everything focused in the environment. Once the camera focal length is fixed, all the

parameters in the intrinsic matrix have constant values. These parameters only need

to be determined once and can be used in later experiments without any modifications.

The method to find the intrinsic matrix of the camera is known as camera calibration.

During camera calibration, multiple images of a known checkerboard pattern are taken

from different viewing angles. The checkerboard pattern contains the known corner

points (Xwi, Ywi, Zwi), and the images of the checkerboard contain the corresponding

image points (ui, vi). These two sets of data are used to compute the projection matrix

M which is the multiple of intrinsic Mint and extrinsic Mext matrices and given by:

M =Mint ∗Mext =


m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

 (3.8)

Each corresponding known corner point and image point results in:

ui =
m11Xwi +m12Ywi +m13Zwi +m14

m31Xwi +m32Ywi +m33Zwi +m34
, (3.9)

and

vi =
m21Xwi +m22Ywi +m23Zwi +m24

m31Xwi +m32Ywi +m33Zwi +m34
(3.10)

The solution of Equation 3.9 and Equation 3.10 over multiple images gives us the pro-

jection matrix which is decomposed to find the intrinsic matrix. We used OpenCV’s

camera calibration function to implement this process [145].
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We performed the camera calibration by using an A3 size checkerboard with 8x5 squares,

7x4 vertices, and squares of size 50mm [146]. The checkerboard was mounted on the

ceiling of the lab as shown in Figure 3.11, and the Logitech C920 camera was on the

helmet of the user. Multiple photos were taken of the checkerboard at different viewing

angles. The checkerboard pattern specification and size were passed to the OpenCV

function along with the recorded images. The OpenCV camera calibration function cal-

culated the intrinsic matrix values, and the final computed values were used to compute

the reprojection error. The mean reprojection error for our camera calibration was 0.278

pixels, which was below the 0.5 pixels recommended by peers [147, 148]. Figure 3.12

shows the 28 (7x4) detected checkerboard vertices and the reprojected points.

Another visual sensor aspect that should be considered for camera pose estimation is

the shutter type. There are two shutter types used by the cameras: global and rolling

shutter. Global shutter involves capturing an image at a single time instant across the

whole image sensor. Whereas for rolling shutter, image gets captured sequentially on

the image sensor by each individual row [149]. Majority of the modern cameras use

rolling shutter including the Logitech C920 camera used in our localisation system. Due

to sequential row by row image capture at the sensor, rolling shutter cameras could

introduce artifacts on the captured image if the captured object or camera platform is

moving at a high speed. For example, a drone moving through an environment at a

high speed, or a camera capturing a fan’s blade [150, 151]. The rolling shutter artifacts

decrease the localisation accuracy of the system. When the camera platform or the

captured object are at a low speed, rolling shutter does not effect the captured image

as is the case for our localisation system. However, in the future research when running

motion type is investigated, rolling shutter artifacts should be examined in the captured

image frames.
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Figure 3.11: Ceiling mounted checkerboard used for the camera calibration

Figure 3.12: Detected checkerboard vertices shown by green circles and the repro-
jected pixels shown by red crosses
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3.4 Conclusion

In this chapter, we looked into the fundamentals of inertial and visual sensors. We briefly

introduced the coordinate system involved to reference the sensors’ data. For inertial

sensors, we examined the systematic and stochastic errors present, and the mathematical

model used in this thesis to reduce their effect. We also described how these errors were

calibrated for XSens IMU, including the six-position test used to estimate a sensor’s

bias. For the visual sensor, we discussed the pinhole camera model and the mathematical

relationship between the 3D point in an environment and its corresponding 2D image

point. We also explained the method to calculate the intrinsic parameters of the camera

using the mathematical relationship and known points in the 3D environment in the

form of a checkerboard. These fundamentals are essential and are used in Chapter 4 to

mitigate error in inertial sensors and compute position and orientation values for the

camera.
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Chapter 4

Loosely Coupled Sensor Fusion

Approach

At the end of Chapter 2, we reviewed different sensor fusion approaches: Kalman and

particle filters. These approaches can be applied in mainly two different configurations:

tightly coupled and loosely coupled [152]. A tightly coupled solution requires sensors to

be rigidly attached to each other, and it produces a more accurate localisation solution

for drones and wheel-based robots as both the IMU and the camera go through same

motion dynamics [152–155]. By contrast, a loosely coupled solution works for non-rigidly

attached sensors, which is more appropriate for pedestrians [156–159]. For humans,

each part of the body goes through different motion dynamics, requiring the IMU and

the camera to be separated for accurate position and orientation estimates at their

appropriate mounting locations. To achieve higher accuracy with an IMU from human

motion, the optimal mounting location is the foot, as this enables accurate detection of

a motion constraint (stance phase) [12, 15, 160]. However, for a camera, a mounting

location on the body other than the head could result in a blocked field of view by

other moving limbs, or the camera could hinder the movement, for example if placed

on the foot [161, 162]. Therefore, we have chosen to separate the camera and IMU to

capture the motion dynamics accurately and still have a clear view of the environment.

To combine the camera and IMU, a novel sensor fusion algorithm was devised using the

motion constraint (stance phase) to loosely couple the visual and inertial sensors with

an extended Kalman filter.
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This chapter focuses on the implementation details of the novel indoor positioning sys-

tem, and its evaluation. The chapter begins by describing the implementation details

of the two components of the sensor fusion system: localisation with a foot-mounted

IMU using the zero-velocity update (ZUPT) method (Section 4.1), and a camera pose

estimation from fiducial markers (Section 4.2). Afterwards, the chapter explains the

loosely coupled sensor fusion approach (Section 4.3). This is followed by the experi-

mental setup, system design, ground truth method (Section 4.4), and key performance

metrics (Section 4.5). Subsequently, an evaluation study (Section 4.6) and conclusion

(Section 4.7) are presented.

4.1 Localisation with the Foot-Mounted IMU

During walking, the human feet alternate between swing (moving) and stance (sta-

tionary) phases in a periodic manner. Localisation with a foot-mounted IMU involves

accurately detecting the stance phase and applying the ZUPT algorithm to correct the

accumulated error since the last stance phase. The stance phase detection of our posi-

tioning system is based on Skog et al.’s work [13], which uses three inputs: acceleration

magnitude, acceleration variance, and angular velocity. Figure 4.1 illustrates our imple-

mentation of the ZUPT-based localisation approach. The algorithm was implemented

with an extended Kalman filter (EKF), and the error in position (pn), velocity (vn), and

orientation matrix (Cnb ) values were fed back into the EKF to correct their values. The

n denotes the navigation frame of reference, and b signifies the body frame of reference.

Navigation and body frame of reference were explained in Section 3.1.

Orientation matrix (Cnb ) was the direction cosine matrix (DCM), and it is the product

of roll (ϕ), pitch (θ), and yaw (ψ) rotation matrices which are IMU orientations in x, y,

and z axes, respectively. The product of the three rotation matrices is shown in:

Cbn = CψCθCϕ =


1 0 0

0 cosϕ sinϕ

0 −sinϕ cosϕ



cosθ 0 −sinθ

0 1 0

sinθ 0 cosθ



cosψ sinψ 0

−sinψ cosψ 0

0 0 1

 (4.1)
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, and the DCM is given by [163]:

Cnb =
[
Cbn

]T
=


cosθcosψ sinϕsinθcosψ − cosϕsinψ cosϕsinθcosψ + sinϕsinψ

cosθsinψ sinϕsinθsinψ + cosϕsinψ cosϕsinθcosψ − sinϕsinψ

−sinθ sinϕcosθ cosϕcosθ


(4.2)

The initial value of the DCM was calculated from the accelerometer data when the

IMU was in a stationary state. Subsequently, DCM is propagated using the gyroscope’s

angular velocity (ωb) with:

Cnb (k + 1) = Cnb (k) ∗ [(ωb(k + 1)×) ∗ dtk] (4.3)

using

[ωb(k + 1)×] =


0 −ωbz(k + 1) ωby(k + 1)

ωbz(k + 1) 0 −ωbx(k + 1)

−ωby(k + 1) ωbx(k + 1) 0

 (4.4)

The step length, sk, and step heading, ψk are calculated from one stance phase to the

other. The stepping frequency and the IMU’s update rate determine the next localisation

state values using Equation 4.3 and

pn(k + 1) = pn(k) +
(vn(k) + vn(k + 1))

2
∗ dtk, (4.5)

vn(k + 1) = vn(k) + (Cnb (k) ∗ ab(k + 1)− g) ∗ dtk) (4.6)

where k is the sample index, dtk is the time difference since the last update, ab(abx, a
b
y, a

b
z)

is the accelerometer’s acceleration measured in the body frame of reference, ωb(ωbx, ω
b
y, ω

b
z)

is the gyroscope’s angular velocity measured in the body frame of reference and gb(gbx, g
b
y, g

b
z)

is acceleration due to the gravity. The foot orientation values at a sample index k are

given by:

Roll, ϕk = arctan(
C32

C33
), (4.7)

Pitch, θk = −arcsin(C31), (4.8)

and

Y aw, ψk = arctan(
C21

C11
) (4.9)
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where Crc refers to element of the DCM (Equation 4.2) at row (r) and column (c).

Figure 4.1: Block diagram of the ZUPT EKF correction mechanism

The IMU used for our system was XSens MTW Awinda [29]. Initially, TDK, Bosch,

and STMicroelectronics IMUs were also considered, however, past research by Wagastaff

et al. [14] and IMU specifications [26–29] indicated higher noise in accelerometer and

gyroscope signals; therefore, we chose XSens MTw Awinda IMU. Figure 4.2 shows how

the IMU was strapped near the toes of the pedestrian’s foot. To decide on the sensor

placement, we consulted Wahlström, et al.’s work which showed placing IMU near the

toes or heel led to most accurate localisation results compared to the ankle and shoelaces

location [164]. For our system, toes were selected as it is easier to mount the IMU near

the toes than the heel. Another important aspect of the sensor placement is that the

IMU should be tightly attached to the foot for accurate stance phase detection. Before

each repetition of the experiment, we checked the Velcro strap holding the IMU to ensure

it was tightly held. For consistency in between the experiments, the IMU was always

mounted on the right foot of the subject with the LED facing forward - this kept the

y-axis of the IMU oriented in the walking direction.

Figure 4.2: XSens MTW Awinda IMU on the right foot of a participant, and the
IMU frame of reference shown by red(x-axis), green(y-axis), and blue(z-axis) arrows
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4.2 Camera Pose Estimation from Fiducial Markers

The camera pose (position and orientation) estimation for our positioning system in-

volved the following steps: detecting installed fiducial markers, computing relative pose

of the camera from the markers, and calculating absolute camera pose. The camera

pose transformation process is illustrated in Figure 4.3 and is detailed further in Section

4.2.2. To estimate the camera pose, fiducial markers were installed on the ceiling of

the building. Each marker had a unique pattern and an identification number that was

identifiable through binary image analysis on the captured video frames. All the mark-

ers also had a known absolute position and orientation value in the World Coordinate

System (WCS), which was recorded during the offline mapping process (explained in

Section 4.2.1). The WCS is an arbitrary reference system that starts from an assigned

origin in a physical space. Each marker’s absolute position and orientation was defined

relative to the origin and was given by the (Tmw ) matrix. The Tmw was used to transform

the camera’s relative pose, T cm, to an absolute pose value, T cw using:

T cw = Tmw ∗ T cm (4.10)

Figure 4.3: Camera pose transform from fiducial marker to WCS

4.2.1 Fiducial Marker Mapping

Accurate camera pose estimation requires an accurate map of the fiducial marker pose

in the WCS. Marker mapping was performed using the setup shown in Figure 4.4. For

each fiducial marker, four points (three corners and one centre) were marked from the

ceiling to the ground using a Bosch three point laser mounted on a surveyor tripod. The
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centre point of the marker was used to measure its position from the origin of the WCS

with the Bosch PLR 50C laser measure. Orientation was calculated from three corner

points. Each marker’s transform (rotation and translation) was recorded in a mapping

file with the marker identification number to be used later for localisation. Marker pose

and data stored in the mapping file are shown in Figure 4.5. For our fiducial marker

system, OpenCV’s ArUco fiducial marker library was chosen due to its robustness to

lighting conditions and easier scalability if more markers were needed [165, 166]. The

ArUco marker dictionary used for our system was “DICT 7X7 100” [167].

Figure 4.4: Mapping setup: surveyor tripod with mounted Bosch three point laser.
The fiducial marker on the left has a red laser dot and corresponding markers on the

ground for three corner points to measure the position and orientation
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Figure 4.5: Marker mapping file containing the marker id in the first row and mea-
sured position and orientation values in subsequent rows

4.2.2 Estimating Camera Pose from the Detected Markers

After a marker was detected within the camera’s video frame, its four corner points

were used to compute the camera’s relative pose, and the identification number was

used to find the absolute transformation matrix Tmw (marker to wcs) in the mapping

file. Figure 4.6 shows the 3D transformation of fiducial marker’s four corner points to a

video frame. The camera’s relative pose T cm was derived from a pinhole camera model

[144], and is given by:

s ∗


uci

vci

1

 = K ∗ T cm ∗


cxi

cyi

czi

1

 (4.11)

where s is the projection scaling factor calculated during the camera calibration process

described in Section 3.3, and uci, vci (i = 1, ..., 4) are the four corners of one marker in the

image. The cxi, cyi, czi (i = 1, ..., 4) are the 3D coordinates of the marker in the fiducial

coordinate system (fcs), and K is the camera’s intrinsic matrix also calculated during

the camera calibration process. The flow chart in Figure 4.7 illustrates the complete

process of camera pose estimation from fiducial markers. The camera’s absolute pose,
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(T cw), can be determined with camera’s relative pose T cm and marker’s absolute pose

Tmw using Equation 4.10. To increase the accuracy of the localisation system, a higher

density of fiducial markers were installed on the ceiling, which allowed multiple marker

detection in one video frame.

Figure 4.6: Fiducial marker corner points transformation in a pinhole camera model
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Figure 4.7: Flowchart of the camera pose estimation process

4.3 Loosely Coupled Sensor Fusion Method

Even after applying error correction during ZUPT, the localisation accuracy of the foot-

mounted IMU deteriorates. To check the error growth, we proposed a sensor fusion

approach between the foot-mounted IMU and head-mounted camera. The correction

from the camera was applied during the stance phase when both foot and head were

vertically aligned [168–171]. Both sensors were loosely coupled using an EKF. The

flowchart in Figure 4.8 illustrates the implementation of our system. The motion model

of the EKF was driven by the foot-mounted IMU data, and the measurement model

by the camera-based localisation system. The state vector xk of the localisation system

58



Chapter 4 Loosely Coupled Sensor Fusion Approach

consisted of three components. The first two contained the 2D position pxk, pyk of the

person, and the third contained the heading ψk value. The vector is described by:

xk = (pxk, pyk, ψk)
T (4.12)

where T is the transpose of the matrix, and k is the sample index, corresponding to time

tk. The motion model (which used the foot-mounted IMU data) was propagated with

the function, xk = g(xk−1, uk, wk), which is given by:

xk = xk−1 + (sk ∗ cos(ψk), sk ∗ sin(ψk), ψk)T + wk (4.13)

where wk is the motion model noise. The sk was the step length and was computed using

the ZUPT approach described in Section 4.1. The covariance matrix Pk was propagated

using the Jacobian matrix Gk and the motion model noise matrix, Q = E[wk ∗wTk ]. The

Gk is given by:

Gk =


1 0 −sk ∗ sin(ψk)

0 0 sk ∗ cos(ψk)

0 0 1

 , (4.14)

and Q is computed with the accelerometer and gyroscope noise values. The equation

for covariance matrix propagation is:

Pk = Gk ∗ Pk−1 ∗GTk +Qk (4.15)

The measurement model was updated by the camera-based localisation system and was

propagated with the function, zk = h(xk, vk), where vk is measurement noise, which is

used to calculate the measurement noise covariance matrix, Rk = E[vk ∗ vTk ]. The state

and covariance matrices in the measurement model were propagated using:

xk+1 = xk +Kk ∗ (zk+1 − h(xk)), (4.16)

Pk+1 = (I −Kk ∗Hk)Pk (4.17)

where Kk is the Kalman gain and can be calculated by:

Kk = Pk ∗HT
k (Hk ∗ Pk ∗Hk +Rk)

−1 (4.18)
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The Hk is the Jacobian matrix of the function h(xk), and it was calculated by the

partial derivative of h(xk) with respect to state x. It was evaluated using the prior state

estimate xk−1, and is given by Equation 4.18 and

Hk =
∂h

∂x

∣∣∣∣
x=xk−1

(4.19)

Before localising with the sensor fusion system, a temporal offset between the camera and

IMU was calculated offline, the IMU’s accelerometer and gyroscope biases were removed,

and the initial position and orientation of the localisation system were determined using

initially detected fiducial markers. Even though we used one system clock (laptop’s

system clock) to record the camera’s and IMU’s timestamps, the recorded timestamps

were not equal to the time instant when the sensors’ data were sampled. Due to the

transmission and triggering delay and unsynchronised clock at the camera and IMU end,

there is a fixed temporal offset between the sensors that needed to be calculated and

accounted for in the localisation system. We used Kalibr toolbox [172, 173] to determine

the temporal offset and calibrated our system with the calculated value. Calculation of

IMU’s biases and initialisation of the localisation system were other calibration steps

performed for our system. Before each experiment, the tracked pedestrian waited for

20.0 seconds in a stationary state, and the recorded acceleration and angular velocity

data during the 20.0 seconds were used to calibrate for the biases. The camera pose

estimated from the detected fiducial markers during this time was used to initialise the

localisation system. After these calibration steps, the foot-mounted IMU calculated the

change in step length and heading values using the IMU data. On stance phase detection,

ZUPT was applied and the camera system was checked for any detected markers. If

there were detected markers, camera pose was estimated using the method described in

Section4.2.2. EKF’s measurement model was applied using the computed camera pose

value. The estimated camera pose was used to calculate the position and heading values

of the localisation system. The process continued to the end of the trajectory.

60



Chapter 4 Loosely Coupled Sensor Fusion Approach

Figure 4.8: Sensor fusion method flow chart

4.4 Experimental Setup

An indoor area of dimension 17m x 9m was chosen inside the HIT Lab NZ building

to install the markers for large-scale localisation. The floor plan of the tracking area

and the planned walking trajectory are shown in Figure 4.9. In total 66 markers were

installed with an average spacing of 0.5m. Figure 4.10 shows the marker installation in

the tracking space.
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Figure 4.9: Indoor tracking area and the planned walking trajectory

Figure 4.10: Installed markers in the tracking space
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4.4.1 Hardware

The hardware components of the developed system consisted of three devices: an XSens

MTW Awinda IMU, a Logitech C920 camera, and a Razer blade 13 inch laptop. The

specifications of the three devices are in Table 4.1, Table 4.2, and Table 4.3 respectively.

Table 4.1: XSens MTW Awinda IMU specifications

Specifications Accelerometer Gyroscope Magnetometer

Size 4.7 x 3.0 x 1.3 cm

Weight 16 g

Sampling frequency 20-120 Hz 20-120 Hz 20-120 Hz

Operation temperature 0-50 oC 0-50 oC 0-50 oC

Full scale (FS) ±160 m/s2 ±2000 deg/s ±1.9 Gauss

Non-linearity 0.5% of FS 0.1% of FS 0.1% of FS

Bias stability 0.1 mg 10 deg/hour -

Noise 200 µg/
√
Hz 0.01 degs−1/

√
Hz 0.2 mGauss/

√
Hz

Table 4.2: Logitech C920 camera specifications

Specifications

Size 4.3 x 9.4 x 7.1 cm

Weight 162 g

Resolution 1920x1080

Frame Rate 30 Hz

Field of View 78o

Table 4.3: Razer blade 13 inch laptop specifications

Specifications

Operating System Windows 10 (64-bit)

CPU Core i7-8565U, 1.8 GHz

RAM 8 GB

Hard Drive 256 GB

GPU Intel UHD Graphics 620

Size 30.5 x 21.0 x 1.5 cm

Weight 1280 g
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4.4.2 Ground Truth Methods

To choose the ground truth method, we analysed past research which revealed four main

methods being used. The first method is infrared markers-based motion capture system,

such as Vicon or OptiTrack [174, 175]. These systems work well in environments that

have limited exposure to sunlight, as this interferes with the infrared communication

between the markers and camera. The tracking space for our system is illuminated by

sunlight making this method unviable for our scenario. Additionally, the cost of these

systems is high. To cover a 15m x 15m tracking area, 20 OptiTrack Primex 22 or 12

OptiTrack Primex 41 cameras are required, which cost nearly $80,000 USD [176]. The

second method has been used by Dina et al., and involves accurately installing markers

on the ground and using a button press on passing the markers [160]. As this requires

input from the user walking over the marker or a person following the user, it is prone

to human reaction error at each marker point. The third method, used by Ryan et al.,

involves a subject followed by a person with a measuring wheel recording the distance

travelled [177]. The main drawback of this method is that turn events are not registered,

so it is only applicable for comparing total distances travelled. The fourth method has

been used by Fusco et al., and it is similar to the second method described above.

This method involves accurately placing markers on the floor and recording the tracked

subject with an external camera [30, 178]. A video records the position and orientation

of the subject with respect to the surrounding environment and the markers on the floor.

The recorded video is analysed offline to compute the Euclidean distance error between

the ground truth and estimated position by the designed system. This method requires

a lot of time to analyse the video afterwards; however, it is less prone to estimation

error.

Ground truth for our system was performed using the fourth method. Reference markers

were installed on the floor at 30 cm intervals and their position was measured using

a Bosch PLR 50C laser measure. For each experiment, tracked subject motion was

recorded with an external GoPro Hero5 camera. The recorded video contained the

position of the subject’s feet in reference to floor markers and surrounding environment,

and the screen of the laptop showing the ceiling fiducial marker video. The video was

later analysed to record the ground truth data and compute the Euclidean distance

error.
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4.4.3 Data Collection and Processing

During the experiment, the subject wore the XSens MTW Awinda IMU on the right

foot and the helmet with Logitech C920 camera facing the ceiling of the building. Both

sensors recorded data along with the timestamp values on the laptop (Razer Blade 13.3

inch) carried by the subject. Figure 4.11 shows the system setup for data collection. The

IMU was wirelessly connected to the laptop, and the camera was connected via a USB.

Each sensor was operating at a different frequency; the IMU captured data at 100 Hz

whereas the camera recorded video at 30 Hz with 1080p resolution. Both sensors were

temporally aligned using the time offset calculated with the Kalibr toolbox. To remove

the accelerometer and gyroscope bias from the IMU data and initialise the localisation

system, an initial 20s of data was recorded with the subject in a stationary state. The

bias removal method and initialisation were performed before each walk. The data from

the IMU contained three-dimensional acceleration, three-dimensional angular velocity,

and timestamp values. The data from the head-mounted camera video contained the

fiducial marker ID along with the camera pose and timestamp values. The collected

data was processed on MATLAB where it was combined using EKF.

Figure 4.11: System setup

65



Chapter 4 Loosely Coupled Sensor Fusion Approach

4.5 Key Performance Metrics

The main performance metrics used in this thesis to evaluate the localisation system

are: positioning accuracy, precision, and energy efficiency. Details on these parameters

are as follows.

4.5.1 Accuracy

In the indoor localisation literature, positioning accuracy has been measured in three

different ways: position and heading sample points on different parts of the trajectory

[14, 160]; the total distance travelled [179]; and the difference between the start and

end point when starting and ending at the same location (also known as return position

error) [180]. For each of these three methods, the positioning accuracy is calculated by

measuring the localisation error ei which is the Euclidean distance between the estimated

position by the localisation algorithm pi = (xi, yi), and the ground truth pgi = (xgi , y
g
i ),

and is given by:

ei =
√
(xgi − xi)2 + (ygi − yi)2 (4.20)

where i is the sample index, ranging from 1 to m.

4.5.2 Precision

Precision value reflects the distribution of localisation error and reveals the overall per-

formance of the system. The precision value in the indoor localisation literature has been

mainly visualised using the empirical cumulative distribution function (eCDF) plots of

the localisation error [164, 181]. The eCDF plot is a non-parametric estimation of the

cumulative distribution function (CDF), and is calculated by arranging the localisation

error ei (Equation 4.20 from smallest to largest and assigning a probability of 1/m to

each data point, where m is the total number of data points. This results in a step func-

tion which increases by 1/m at each data point. To compare the localisation systems, a

90th or 95th percentile is chosen on the eCDF plot and the corresponding localisation

error is used to evaluate the system. For our system, we used the 95th percentile as a

reference.
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4.5.3 Energy Efficiency

The energy consumption of the system is estimated by measuring the power consumed

by each component and multiplying it with the time taken. For our system, there are

three main energy components: (i) energy consumed by the camera system to record

and process the fiducial markers video, Ecam, (ii) energy required by the inertial sensors,

Eimu, and (iii) the energy consumed by the sensor fusion algorithm, Efusion. The total

energy, Etotal, is the summation of the three components and is calculated by:

Etotal = Ecam + Eimu + Efusion (4.21)

Unlike accuracy and precision, energy efficiency is not used in this Chapter, as it is

explained with other performance metrics. However, it is applied in Section 5.3 and

Section 5.4.

4.6 Evaluation Study, Results, and Discussion

A study was conducted to evaluate the performance of the foot-mounted IMU, camera-

based localisation system, and loosely coupled sensor fusion approach. For the study,

we planned a 250m walking trajectory, consisting of five loops of a 50m path which had

fiducial markers installed on the ceiling. The floor plan in Figure 4.9 shows the planned

walking trajectory. Since the main goal of the study was long-term localisation accu-

racy, the subject walked only in a forward direction. There were three repetitions of the

experiment, each consisting of a 250m forward walk. The data from the camera-based

localisation system and foot-mounted IMU was recorded on the Razer blade laptop and

later processed on MATLAB. Before each repetition, the subject was stationary for 20s

to remove the IMU biases and record the initial orientation of the IMU for transfor-

mation between the body and navigation frames. The results of these experiments are

presented in three subsections: localisation with only the foot-mounted IMU, Section

4.6.1; localisation with the camera-based localisation system, Section 4.6.2; and locali-

sation with the loosely coupled sensor fusion approach Section 4.6.3.
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4.6.1 Foot-mounted IMU Trajectories

Figures 4.12, 4.13, and 4.14 show the walking trajectories of the three repetitions of the

experiment, which were estimated using the foot-mounted IMU data and by applying

the ZUPT algorithm for correction. The blue line in the Figures represents the walked

trajectory; the green line is the ground truth. The red and blue squares in the Figures

are start and end positions, respectively. We also computed the localisation error for

the three trajectories using the ground truth data and created a eCDF plot, which is

shown in Figure 4.15. A fuller discussion of the foot-mounted IMU is in Section 4.6.4.

Figure 4.12: Log 1 of the foot-mounted IMU trajectory
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Figure 4.13: Log 2 of the foot-mounted IMU trajectory

Figure 4.14: Log 3 of the foot-mounted IMU trajectory
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Figure 4.15: Localisation error eCDF plot of the foot-mounted IMU

4.6.2 Camera-based Localisation Trajectories

Figures 4.16, 4.17, and 4.18 show the walking trajectories calculated by the camera-based

localisation system for the three repetitions of the experiment. Each marker is assigned

a colour and is represented as a “*” symbol with its assigned colour. The subject’s

position calculated from the marker detection is shown by “.” with the same colour as

the marker. There is a number beside each marker indicating the marker identification

number, and it is based on an ArUco library’s “DICT 7X7 100” dictionary [167]. The

ground truth trajectory is indicated by the green line. Similar to the foot-mounted IMU,

we also computed the localisation error for the three trajectories, and the eCDF plot of

the error is shown in Figure 4.19. A fuller discussion of the camera-based localisation

system is in Section 4.6.4.
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Figure 4.16: Log 1 of the camera-based localisation trajectory

Figure 4.17: Log 2 of the camera-based localisation trajectory
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Figure 4.18: Log 3 of the camera-based localisation trajectory

Figure 4.19: Localisation error eCDF plot of the camera-based system
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4.6.3 Loosely Coupled Sensor Fusion Trajectories

Figures 4.20, 4.21, and 4.22 show the walking trajectories estimated by the sensor fusion

algorithm for the three repetitions of the experiment. The purple line represents the

walked trajectory, and the green line indicates the ground truth. The localisation error

of the three trajectories is calculated using the ground truth data, and the resulting

eCDF plot of the error is shown in Figure 4.23. A fuller discussion of the loosely coupled

sensor fusion approach along with the foot-mounted IMU and camera-based localisation

systems is in Section 4.6.4.

Figure 4.20: Log 1 of the loosely coupled sensor fusion trajectory
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Figure 4.21: Log 2 of the loosely coupled sensor fusion trajectory

Figure 4.22: Log 3 of the loosely coupled sensor fusion trajectory
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Figure 4.23: Localisation error eCDF plot of the sensor fusion method

4.6.4 Discussion

Results of the study indicate that the camera-based localisation provides accurate long

term position tracking; however, it will lose tracking when markers are not in the cam-

era’s line of sight. As can be seen in the camera-based localisation trajectory plots,

Figures 4.16, 4.17, and 4.18, the detected marker points closely follow the ground truth

trajectory except in the areas where there are no markers detected, such as near the

endpoint after marker 31 or between markers 15 and 16. With the loosely coupled sensor

fusion approach, tracking in these parts is covered by the foot-mounted IMU as seen in

Figures 4.20, 4.21, and 4.22. Localisation errors for Log 1, Log 2, and Log 3 of the

camera-based localisation system at 95% of the walk are 0.35m, 0.5m, and 0.45m, re-

spectively, and for the loosely coupled sensor fusion approach 0.43m, 0.55m, and 0.56m,

respectively. From the foot-mounted IMU trajectories in Figures 4.12, 4.13, and 4.14,

a general trend was observed: the tracked position represented by the blue line drifted

away from the ground truth after each loop, indicating the error in stride length esti-

mation and its cumulative effect on the preceding values. Change in orientation was
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tracked accurately for Logs 1 and 2 of the foot-mounted IMU trajectories, but for Log

3, a gradual drift in orientation was observed due to the random noise in the gyroscope

data, which is detailed in Section 3.2.1. Localisation errors for Log 1, Log 2, and Log 3

of the foot-mounted IMU trajectories at 95% of the walk are 2.05m, 2.12m, and 2.45m,

respectively.

To understand our results in the context of recent research, we made a comparative

analysis. Due to the variation in total distances travelled in the different projects, we

calculated the error percentage of the travelled distance. Table 4.4 shows the compar-

ison of our system with similar recent work; it includes the system description of the

positioning system, the motion types detected by the system, the total distance travelled

during the experiment and the error percentage. When we compare our results in Table

4.4 with similar approaches, we find that our system is comparatively accurate. How-

ever, when we calculate the error percentage of the forward walk with a foot-mounted

IMU and no correction from the camera-based localisation system, which is the case for

[14, 182–184], it provides a comparable metric with forward walk having 0.88% error.

With the passive infrastructure correction from fiducial markers, the overall system ac-

curacy became better than [14, 182, 184–186], or comparable to [183], but increasing the

overall power consumption of the system which in turn implies shorter battery life. The

hybrid foot-mounted IMU and UWB system performed to a similar degree when we look

at error to distance covered percentage; however, the data provided are only for a short

walk 26m long. A longer walk test will provide more substantial evidence. In addition,

the UWB system requires an active power supply at the infrastructure, which makes it

less applicable for training exercises happening at a remote location. The sensor fusion

between a foot-mounted IMU and WiFi fingerprinting-based positioning system has rel-

atively lower accuracy due to the variation of access points available in the environment,

which is also indicated by Chen et al. [185]. The choice of positioning technology with

passive infrastructure is limited; however, the positioning results of our system indicate

that it can potentially be used for applications such as training exercises that require

sub-metre localisation accuracy and lack or have limited power infrastructure.
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Table 4.4: Comparative analysis of localisation error with recent work.

Authors Ref. System Description Motion Types Total Dist. (m) Error %

Our System NA

Foot-mounted IMU and

camera-based localisation

system

Forward Walking 250m 0.21%

Shi et al. [182] Foot-mounted IMU
Forward Walking

and Running
100m, 400m 1.06%

Qiu et al. [183] Foot-mounted IMU
Forward Walking

and Climbing
50m, 425m 0.35%

Wagstaff et al. [14] Foot-mounted IMU
Forward Walking

and Running
130m 2.47%

Rantanen et al. [184] Foot-mounted IMU
Forward Walking,

Running, and Climbing
170m 2.64%

Chen et al. [186]

Foot-mounted IMU

and UWB-based

positioning system

Walking 26 m 0.62%

Chen et al. [185]

Handheld IMU device and

WiFi fingerprinting-based

positioning system

Walking
90m, 100m,

and 260m
1.89%

4.7 Conclusion

This chapter described the implementation and evaluation of the loosely coupled sensor

fusion system including two components: foot-mounted IMU and camera-based localisa-

tion systems. For foot-mounted IMU, we used the ZUPT algorithm to utilise a motion

constraint (stance phase) during walking to determine the position of the subject. For

the camera-based localisation system, the four corner points of fiducial markers were

used to estimate the relative camera position and the mapping file to calculate the ab-

solute camera position. Both systems were loosely coupled with an extended Kalman

filter to provide accurate long term tracking. At the end of the chapter, we evaluated the

sensor fusion system and the individual systems for localisation accuracy. The loosely

coupled sensor fusion and camera-based localisation trajectories were within 0.6m error

for 95% of the walk, and the foot-mounted IMU trajectories were within 2.45m error for

95% of the walk.
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We have demonstrated that long term sub-metre accuracy can be achieved with the

loosely coupled foot-mounted IMU and camera-based localisation system. However, to

run the camera and process the image data requires a lot of energy; additionally, to

obtain accurate results fiducial markers have to be within the camera’s field of view.

A foot-mounted IMU with the ZUPT method can achieve below 3m localisation ac-

curacy but not the required sub-metre level. However, the energy consumption of the

foot-mounted IMU is 16 to 30 times less than the camera-based localisation system,

and no external reference is needed to compute the position and orientation value. If

the localisation from the foot-mounted IMU is discretely corrected by a camera-based

localisation system which goes to sleep mode between the corrections, the sensor fusion

system could achieve sub-metre accuracy along with lower energy consumption. This is

explored further in Chapter 5.
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Chapter 5

Energy Efficient Localisation

using Distance-based Camera

Correction

The previous chapter described the implementation of the loosely coupled sensor fu-

sion approach. It also presented a study to evaluate the long-term positioning accuracy

of the devised localisation system. The results showed a sub-metre accuracy for the

loosely coupled and camera-based localisation systems, whereas localisation with the

foot-mounted inertial sensor produced 2-3 metres of positioning error over a 250m walk.

However, the energy consumption of the camera-based system is significantly higher

than the foot-mounted IMU. Having higher energy consumption implies that user’s bat-

tery will last for a shorter duration and requires frequent recharging, which becomes a

limitation during training exercises, especially when there are many trainees involved.

Unlike localisation accuracy, there has been limited research on improving energy effi-

ciency of the positioning system (refer to Section 5.1 for more details). This chapter

proposes a novel distance-based error correction approach which uses distance estimated

by the foot-mounted inertial sensor to reduce the number of corrections required from

the visual sensor. This chapter also explores the energy/accuracy trade-off by varying

the distance of correction from the visual sensor, and observing its effects on energy

consumption and overall positioning accuracy. More frequent corrections at a shorter

distance result in a more accurate solution, but increase the energy consumption as well
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which is not suitable for battery powered devices. Apart from the energy efficiency,

this chapter also studies the long-term effect of different walking motion types (forward,

backward, and sideways walk) on the positioning accuracy, and uses these motion types

to evaluate the distance-based error correction approach.

This chapter begins with the background and related work on energy-efficient localisation

systems (Section 5.1), which is followed by the description of the proposed distance-based

error correction approach (Section 5.2). Subsequently, the method and instruments used

to accurately measure the energy consumption of the system are explained (Section 5.3).

Afterwards, the chapter describes the experiment conducted to evaluate the proposed

method. Then the results, discussion (Section 5.4), and conclusion are presented (Section

5.5).

5.1 Background

Positioning accuracy has been extensively studied in the literature; however, there is

limited research focused on energy efficiency of the localisation system. Existing work has

been mainly done on radio-inertial [187–189], radio frequency only [190, 191], or inertial

only [25, 192] localisation solutions. To the best of our knowledge, a visual-inertial

localisation system has not been studied from the energy efficiency perspective. We will

briefly go through the past research to understand different energy saving approaches

used by these systems.

There are mainly two types of energy conservation methods found in the literature: (1)

duty cycle driven methods, (2) data driven methods [193]. Duty cycle driven meth-

ods involve fixing the sample frequency of a device based on a user selected mode and

keeping the sampling frequency constant during the tracking period. They are common

in wearable devices, such as smartwatches or fitness wrist bands, which contain only

inertial sensors for localisation [194]. For these devices, normally a user selects a motion

type (such as running, walking, or swimming) which determines the constant sampling

frequency during the localisation phase. The advantage of a duty cycle driven method is

simpler implementation and no computation is required to vary the sampling frequency

of the sensor or to make a decision to take an external input. Reducing the duty cycle
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conserves the energy and the battery lasts longer; however, the disadvantage is the accu-

racy deteriorates especially for long-term tracking, which results in a large localisation

error [195]. The second type, data driven methods, use a computed or external data

input to control the duty cycle of the system or allow a correction from an external

source. These are common in radio-inertial or radio only localisation solutions [188].

We also used a data driven approach where distance computed from the foot-mounted

IMU decided the correction from the camera-based localisation system.

Another novelty explored in this chapter is the study of the long-term effect of motion

types (forward, sideways, and backward walking) on the localisation accuracy. Most

of the body-worn IMU solutions are designed for forward walking, such as SHS-based

IMU localisation methods (describe in Section 2.1.2), and only work in forward walk

direction. If the subject walks in a sideways or backward direction, the algorithm still

assumes forward motion, which leads to positioning inaccuracies. Even though the foot-

mounted IMU’s ZUPT algorithm, the method used by our system, detects and registers

backward and sideways walks, the positioning accuracy is not the same as the forward

walk [196, 197]. Some research work has adapted the ZUPT algorithm to work for

different walking speeds [198]. However, there has not yet been any study isolating the

sideways and backward walk from the forward walk and measuring the long-term effect

on positioning accuracy. Apart from these three walking motion types, first responders

movement also consists of: running, climbing, jogging, crawling, standing, jumping,

shuffling, crouching, crouch walking, and knee-dragging motion types [14, 15, 55, 199–

202]. Results in the past research indicated that each motion type led to a different

localisation accuracy [15, 201, 203]. To find a solution that works for all first responder

movements, these motion types should be studied individually and in combination. To

make the localisation solution more tractable, we focused our research on three walking

motion types which could be expanded to other motion types in the future research.

5.2 Distance-based Error Correction Approach

Our proposed distance-based error correction approach used the localisation system

developed in Chapter 4 by loosely coupling the foot-mounted IMU and camera-based

system. However, in the distance-based error correction approach, instead of keeping

the camera always on, its operation was modulated using the distance estimated from
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the foot-mounted IMU with the localisation algorithm explained in Section 4.1. Fig-

ure 5.1 illustrates how we implemented our proposed method. The localisation system

was initialised by the visual sensor which then went into sleep mode. From this point

onwards, the localisation information of the tracked person was updated by the foot-

mounted IMU until the distance threshold was reached. The distance estimated by the

foot-mounted IMU system was compared against the preset distance threshold, and this

comparison was a determining parameter to trigger the correction mechanism from the

camera. The first distance threshold is relative to the starting point, and the subsequent

thresholds are relative to the next correction point. The flowchart in Figure 5.2 shows

the steps involved in the implementation of the approach. Once the distance threshold

was reached, the camera system was set to the awake state to capture images of fiducial

markers for 1.0 second to discretely correct the error accumulated by the foot-mounted

IMU - the default time of 1.0 second was empirically determined through experimen-

tation to be enough for camera pose estimation when markers are in camera’s field of

view. Once the correction was applied, the camera system went back into sleep mode,

and the foot-mounted IMU started updating the position and orientation of the tracked

person from the corrected localisation values. In case of visual localisation failure, re-

localisation is attempted at the next stance phase with camera turning on for 1 second

until the correction is achieved, and the next distance threshold is set from the corrected

point. With this approach, we were able to reduce the use of the camera system and

still correct the accumulated localisation error from the foot-mounted IMU. Through

experimentation we found 25m to be an appropriate distance threshold. Therefore, we

chose the 25m, 50m, 75m, and 100m distances for the experiment carried out in Section

5.4.

Figure 5.1: Correction of the Foot-mounted IMU trajectory with the camera-based
localisation system
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Figure 5.2: Flowchart of the distance-based error correction approach

5.3 Measuring Energy Consumption

Accurately measuring the energy consumed is critical to evaluate the localisation sys-

tem for energy consumption and understanding the battery run time. Measuring energy

consumption of a system involves three components: (1) the voltage drop, (2) the cur-

rent flowing, and (3) the time. The voltage of the system is directly measured by the

multimeter; however, the current is indirectly calculated by Ohm’s law. The multimeter

has a known shunt resistor, and measures the voltage drop across it. The current in
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the circuit is equal to the voltage divided by the shunt resistance value. The voltage

drop across the shunt resistor is known as the burden voltage, and it increases with the

current, typically specified in mV/A. If the burden voltage is comparable to the voltage

drop across the measured device, it leads to a higher error in current measurement which

in turn means a wrong energy consumption value. Therefore, the shunt resistor should

be changed to reduce the burden voltage and give higher resolution of the measured

current value. Most multimeters have multiple shunt resistors, however, they have to

be changed manually by plugging the connecting leads to a different input. In our case,

when the camera goes from an awake to a sleep state, there is a significant change in

current range from hundreds to tens of milliamps. This change requires dynamic ad-

justment of the shunt resistance which cannot be done by multimeters. There are only

three devices to the best of our knowledge which minimise the burden on voltage and

dynamically change the shunt resistance within the consumer budget. These devices are:

(1) joulescope [204], (2) Otii DC power analyzer [205], and (3) current ranger [206]. We

chose Joulescope as it also has a USB power input that allows direct interfacing with

the camera and IMU system.

To measure the current and the voltage of the camera and the IMU system, we created a

bench setup with the joulescope. The setup is shown in Figure 5.3. Since it is not possible

to measure the energy consumption of the system while walking the 250m trajectory, a

long bench test was performed on each component of the localisation system. The camera

used for our system, Logitech C920, was set to the same settings as the localisation

experiments. The video resolution was configured to 1920x1080, the white balance to

auto, and the focus to manual mode. The bench test was 10 minutes for the Logitech

C920 camera and the IMU wireless dongle. The XSens MTW Awinda IMU is powered

through an internal battery, so the energy consumption was indirectly measured by

monitoring the battery level while charging and discharging. The charging was for 3,

6, and 9 minutes, and the discharging test was 1 hour long. The 10 minute bench test

consisted of 5 minutes of an awake state and 5 minutes of a sleep state. Each component

was tested separately with the similar conditions as the experiment. During the camera

test, the camera was looking at the fiducial markers and recording the video. For the

IMU dongle test, the XSens IMU was connected to the dongle. In the case of XSens

MTW Awinda IMU (shown in Figure 5.4), the IMU was attached to a mobile phone and

mounted on a swinging motion device to keep the IMU oscillating similar to the walking
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motion. This results in a similar energy consumption as during walking. Mobile phone

was just used to attach the IMU, and it can be replaced with anything (such as wooden

block) with matching physical dimensions.

Figure 5.3: Joulescope bench test setup

Figure 5.4: XSens MTW Awinda IMU attached to the swinging motion type device

The results of the Logitech C920 camera’s bench test are in Table 5.1, and the dongle

results are in Table 5.2. As our energy calculation involved multiplication of power and

time, so we used 1 J as the energy unit in this thesis, which is equal 1 joule (J) of energy.

The IMU charging was done at 3, 6, and 9 minute intervals. During charging, the battery

level increase was 5% for 3 minutes, 9% for 6 minutes, and 14% for 9 minutes. Mean

recharged power was 730.71 mW , and the charging current and voltage were 150.24

mA and 4.86 V , respectively. From the charging results, we calculated the 1% change

in battery level which took 38.19 second on average while using 7.75 mWh or 27.9 J

energy. The IMU’s discharging was done on the phone swinging motion platform. There
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were three repetitions of the experiment of one hour each. In the first repetition, the

battery level decreased from 26% to 13%. For the second repetition, it decreased from

38% to 25%, and in the third repetition, decreased from 32% to 19%. For 1% decrease

in battery level, the mean time taken was 4 minutes and 39.87 seconds. The current and

voltage measured during recharging was then used to calculate energy consumed during

1% discharging, which is 7.75 mWh.

Table 5.1: Camera bench test results for sleep and awake state

Camera State Current(mA) Voltage(V ) Power(mW ) Time (min)

Sleep 47.773 5.041 240.8 5

Awake 215.44 4.975 1071.7 5

Table 5.2: IMU dongle bench test results for sleep and awake state

IMU State Current(mA) Voltage(V ) Power(mW ) Time (min)

Sleep 25.457 5.038 128.25 5

Awake 32.962 5.031 165.83 5

The camera was also tested for a 1.0 second sleep-to-awake and awake-to-sleep state

transition. The current, voltage, and power plots from the test are shown in Figure 5.5.

Markers identified during this test can be seen in Figure 5.6. The sleep-to-awake tran-

sition time was 0.2 seconds with a power consumption of 730 mW , whereas the awake-

to-sleep transition time was 0.53 seconds with a power consumption of 75 mW . The

transition time and power consumption were later applied to the energy consumption

calculation during experiments along with the awake state power consumption values.

The current and power signals in Figure 5.5 also show the number of frames transmitted

from the camera to computer through Joulescope, where each frame has a transmission

signal outline as indicated on Figure 5.5.

Figure 5.5: Joulescope’s power, current, and voltage plots for the 1.0 second video
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Figure 5.6: Marker identification during the 1.0 second video

5.4 Experiment

The experiment consisted of three conditions: forward walk, sideways walk, and back-

ward walk. For each motion type, five loops were done of the planned trajectory shown

in Figure 4.9, resulting in a 250m long walking trajectory. Each motion type was re-

peated three times. During each repetition, data from the foot-mounted IMU and the

camera-based system was collected on the Razer Blade laptop and processed afterwards.

The experiment was carried out by a healthy male individual walking at a normal pace

(nearly 1.4m per second), who took 5-10 minute break between each repetition. The

forward walk took less time to complete than the sideways and backward walks, and it

was also least physically demanding. The sideways walk was the most physically strain-

ing, and required a 10 minute rest before the next repetition. The backward walk was

not physically challenging, but difficult to perform as the subject was facing an opposing

view to the walking direction which made it harder.
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5.4.1 Results

a) Forward Walk

The results of the three forward walking trajectories of the foot-mounted IMU are shown

in Figure 5.7. The eCDF values are also computed for the three uncorrected trajectories.

The localisation errors for Log1, Log2, and Log3 are: 1.58m, 1.34m, and 1.65m for 95%

of the 250m walk, respectively. The resulting trajectories of the forward walk for Log

1, Log2, and Log3 are quite similar, so in order to save space, we chose Log 1 and its

corrected trajectories to represent forward walk in this thesis. For Log 1, the distance-

based camera correction was applied at 25m, 50m, 75m, and 100m intervals. During the

correction, the absolute position and orientation values were computed from the video

frames captured in 1.0 second. For the 25m distance threshold, the first correction from

the camera system was applied at 25m of the distance estimated by the foot-mounted

IMU; the second was at 50m, then 75m, 100m, 125m and so on. Similarly, the distance-

based camera correction method was used for 50m, 75m, 100m distance thresholds.

There were 9 corrections for 25m distance threshold, 4 for 50m, 3 for 75m, and 2 for

100m distance threshold. The estimated energy spent on each correction was 1.257 J .

The resulting trajectories of these corrections are shown in Figure 5.8, and the eCDF

percentile versus the localisation error plots for these trajectories are in Figure 5.9. The

time taken to complete the forward walk for Log 1 was 4 minutes and 35.0 seconds.

Table 5.3 shows the localisation error at 95th percentile and energy consumption of the

uncorrected and corrected trajectories.

Figure 5.7: Forward walk trajectories of the foot-mounted IMU

88



Chapter 5 Energy Efficient Localisation using Distance-based Camera Correction

Figure 5.8: Forward walk trajectories with the distance-based camera correction at
25m, 50m, 75m, and 100m intervals

Figure 5.9: Localisation error (m) versus eCDF percentile for forward walk
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Table 5.3: Forward walk - energy consumed (J) by each device and the localisation
error (m) at 95th percentile for uncorrected and distance-based corrected trajectories

Correction Type Camera (J) IMU (J) Dongle (J) error (m)

Camera Always ON 294.7 27.4 45.6 0.52

25m Correction 32.4 27.4 45.6 0.61

50m Correction 26.1 27.4 45.6 0.63

75m Correction 24.9 27.4 45.6 0.72

100m Correction 23.6 27.4 45.6 0.75

b) Backward Walk

Figure 5.10 shows the results of three backward walking foot-mounted IMU trajectories.

Similar to forward walk, we computed the eCDF value of the localisation error. Log1,

Log2, and Log3 of the backward walk have 3.13m, 2.45m, and 1.82m localisation errors

for 95% of the 250m walk, respectively. Same as forward walk, we chose Log 1 of the

backward walk and its corrected trajectories to represent backward walk in this thesis.

Figure 5.11 shows the sensor fusion plots of Log1 with the distance-based error correc-

tion method applied with 25m, 50m, 75m, and 100m distance thresholds. The eCDF

percentile versus the localisation error plot of the uncorrected and corrected trajectories

is in Figure 5.12. The Log 1 of the backward walk took 8 minutes and 50 seconds of

walking to complete the 250m distance. Table 5.4 shows the localisation error at the

95th percentile and energy consumption of the uncorrected and corrected trajectories.

Figure 5.10: Backward walk trajectories of the foot-mounted IMU
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Figure 5.11: Backward walk trajectories with the distance-based camera correction
at 25m, 50m, 75m, and 100m intervals

Figure 5.12: Localisation error (m) versus eCDF percentile for backward walk
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Table 5.4: Backward walk - energy consumed (J) by each device and the localisation
error (m) at 95th percentile for uncorrected and distance-based corrected trajectories

Correction Type Camera (J) IMU (J) Dongle (J) error (m)

Camera Always ON 568.0 52.8 87.9 0.65

25m Correction 32.4 52.8 87.9 1.10

50m Correction 26.1 52.8 87.9 1.55

75m Correction 24.9 52.8 87.9 1.72

100m Correction 23.6 52.8 87.9 1.90

c) Sideways Walk

The results of the three sideways walking foot-mounted IMU trajectories are shown in

Figure 5.7. The localisation error for Log1, Log2, and Log 3 at 95% of the walk are 9.63m,

6.49m, and 7.54m, respectively. Similar to forward and backward walks, Log1 and its

corrected trajectories were chosen to represent sideways walk in this thesis. Sensor

fusion plots for Log1 with the distance-based error correction with 25m, 50m, 75m, and

100m distance thresholds are shown in Figure 5.14. The eCDF percentile versus the

localisation error plot of the uncorrected and corrected trajectories is in Figure 5.15.

The Log 1 of the sideways walk took 8 minutes and 10 seconds of walking to complete

the 250m distance. Table 5.5 shows the localisation error at the 95th percentile and

energy consumption of the uncorrected and corrected trajectories.

Figure 5.13: Sideways walk trajectories of the foot-mounted IMU
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Figure 5.14: Sideways walk trajectories with the distance-based camera correction at
25m, 50m, 75m, and 100m intervals

Figure 5.15: Localisation error (m) versus eCDF percentile for sideways walk
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Table 5.5: Sideways walk - energy consumed (J) by each device and the localisation
error (m) at 95th percentile for uncorrected and distance-based corrected trajectories

Correction Type Camera (J) IMU (J) Dongle (J) error (m)

Camera Always ON 525.1 48.8 81.3 0.78

25m Correction 32.4 48.8 81.3 1.80

50m Correction 26.1 48.8 81.3 1.95

75m Correction 24.9 48.8 81.3 2.60

100m Correction 23.6 48.8 81.3 3.31

5.4.2 Discussion

The experimental results of the distance-based camera correction approach, Tables 5.3,

5.4, and 5.5, show that by reducing the usage of the camera system, the energy con-

sumption of the localisation system decreases by more than 70%. The results are also

verified by the energy/accuracy trade-off plots shown in Figures 5.16, 5.17, and 5.18.

The highest reduction in energy consumption occurred when the localisation system

switched from continuous (Camera always ON) to a discrete distance-based camera cor-

rection approach. As the number of corrections between the 25m, 50m, 75m, and 100m

distance thresholds were similar, we only observed smaller decreases in energy consump-

tion. For localisation accuracy, unlike the energy consumption, a gradual decrease was

observed as can be seen in Figures 5.16, 5.17, and 5.18. Even after the decrease, the

localisation accuracy still remained within the required sub-metre range for the forward

walk motion type. For the backward and sideways walk motion types, the localisation

accuracy fell below the sub-metre range. However, in real-life scenarios, first responder

motion consists of mixed motion types, and it is unlikely that they would walk for more

than 10 to 15 metres in sideways or backwards motion. The mixed motion type scenarios

with short distance sideways and backward walks are covered in Chapter 6. With the

results obtained, we can see the advantages of using the discrete distance-based camera

correction approach. The method would enable long-term first responder localisation

during training exercises without recharging batteries. The results also suggest that

near 25m distance corrections would ensure sub-metre localisation accuracy if the walk

mostly consists of the forward motion type.
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Figure 5.16: Energy/accuracy trade-off plot for forward walk motion type

Figure 5.17: Energy/accuracy trade-off plot for backward walk motion type
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Figure 5.18: Energy/accuracy trade-off plot for sideways walk motion type

To understand the long-term effect of motion types on the localisation accuracy, we

analysed the uncorrected forward, backward, and sideways walking motion type trajec-

tories, which are shown in Figures 5.7, 5.10, and 5.13. As expected, the forward walk

motion type was the most accurate of the three with a mean localisation error of 1.52 m

for 95% of the walk. The backward walk was the next with a mean localisation error of

2.48m for 95% of the walk. On observing the three backward walk trajectories (Figure

5.10), a constant drift in heading values can be seen in all three trajectories, which leads

to a decrease in the overall localisation accuracy. Least in accuracy is the sideways walk

motion type with a mean localisation error of 7.89m for 95% of the walk. All three

trajectories of sideways walk (Figure 5.13) show a large scaling error, even though the

heading values are accurate. However, the scaling error has a notable cumulative effect

on the subsequent position and heading values causing a gradual increase in the local-

isation error. The large errors in sideways and backward walks can be explained when

we plot the accelerometer’s acceleration and gyroscope’s angular velocity data. Each

motion type exhibits a unique acceleration and angular velocity signal, shown in Figures

5.19, 5.20, and 5.21. The distinct nature of these signals can be used to segment and

classify motion types. A more in-depth analysis of the signals, such as computing the

velocity and angular signals, could also reveal more details on the cause of localisation

error. This could be pursued in future research.
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Another approach which could be explored in future research is dynamically adjusting

the distance threshold. There are four key factors effecting the localisation accuracy

of the foot-mounted IMU: motion types (walking, running, crawling etc.), gait speed,

walking surface, and mounting position of the IMU (toe, heel, or ankle) [15]. A more

dynamic approach considering all or some of these factors and varying the correction

mechanism would further improve the energy efficiency of the localisation system. How-

ever, the distance travelled with a certain motion type, gait speed, and walking surface

would still need to be accounted for in the dynamic approach to vary the integrated

distance threshold with the change in each factor.

Figure 5.19: Forward walk’s accelerometer and gyroscope signals

Figure 5.20: Backward walk’s accelerometer and gyroscope signals
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Figure 5.21: Sideways walk’s accelerometer and gyroscope signals

5.5 Conclusion

In this chapter, we devised and evaluated a distance-based error correction approach to

increase the energy efficiency of the localisation system. With our proposed approach,

we were able to decrease the energy consumption of the localisation system by more than

70% for three different walking motion types (forward, backward, and sideways walks).

The highest reduction in energy consumption occurred when the localisation system

switched from continuous to discrete distance-based camera correction. As the number

of corrections between the 25m, 50m, 75m, and 100m distance thresholds were similar,

we only observed smaller decreases in energy consumption. The localisation accuracy

between the 25m, 50m, 75m, and 100m distance thresholds differed largely, with 25m

being the most accurate. We also studied the long-term effect of forward, backward, and

sideways walking motion types on localisation accuracy. The mean localisation errors

for forward, backward, and sideways walks were 1.52m, 2.48m, and 7.89m, respectively,

for 95% of the walk. We also discovered that each motion type has unique acceleration

and angular velocity signals which can be used to segment the motion type. With the

segmented trajectory, a different correction mechanism could be used for each motion

type to reduce the localisation error. This would be particularly useful in real-life sce-

narios where walking consists of mix motion types. This approach is further investigated

in Chapter 6.
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Chapter 6

Motion Type Adaptive

Positioning Algorithm

In the last chapter, a long-term study on walking motion types revealed the variation

in localisation accuracy for different motion types when using foot-mounted IMU with

the ZUPT algorithm. We learnt that applying discrete distance-based error correction

from the camera system decreases the energy consumption of the localisation system

by more than 70%, while keeping the accuracy to a near sub-metre level. The experi-

ment conducted in Chapter 5 consisted of either forward, backward, or sideways walking

motion types. However, in a real-life, walking can vary between different motion types

(such as forward to backward, then back to forward or sideways) especially in training

scenarios. This chapter presents the research on these variations and derives a cor-

rection mechanism based on the error accumulation rate of each motion type. As we

observed in Section 5.4.1, the forward walk was the most accurate of the three walking

motion types, indicating the least amount of error accumulation. In order to conserve

energy while maintaining a higher accuracy, the localisation system should consider the

variations and use them to change the correction mechanism. This chapter describes

the implementation and evaluation of a novel motion type adaptive correction approach

that determines the next correction from the camera system using the current walking

motion type and required localisation accuracy.

The chapter starts with the review of past research on motion types and the ZUPT

algorithm (Section 6.1). Then the chapter describes the proposed motion type adaptive
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correction approach (Section 6.2). Subsequently, the classification approaches to distin-

guish between motion types based on the inertial sensor data are discussed (Section 6.3),

followed by the section on the conducted experiment evaluating the proposed approach

(Section 6.4), and lastly, the conclusion (Section 6.5).

6.1 Motion Types and the ZUPT Algorithm

A robust ZUPT algorithm that works accurately on a range of motion types and different

speeds of motion is still an open research problem [15, 201, 203]. As discussed in Section

2.1.2, unlike the SHS-based PDR algorithm, ZUPT works on a variety of motion types,

but its accuracy deteriorates when the motion type is not a forward walk. Even with

these shortcomings, ZUPT is the most accurate algorithm to date for estimating human

position and orientation from an IMU [163]. To mitigate these errors due to motion

types, recent research has tuned ZUPT to work on distinctly dissimilar motion types

[164, 184, 207]. However, the subtle variation in motion types, such as different types

of walking or running, has not been studied in the past [208–210]. The focus of this

chapter is to study the localisation error accumulation in walking motion types and use

the results to provide adaptive correction to maintain the position accuracy within the

required sub-metre range.

6.2 Motion Type Adaptive Correction Approach

We devised an error correction mechanism whereby each motion type had an associated

error accumulation parameter which defined the rate of error accumulation in its position

value. During walking, when the motion type changed from one to the other, the error

parameter changed as well. The flow chart in Figure 6.1 illustrates the steps involved

in the implementation. Before the parameter values were applied, the walking motion

type had to be recognised and classified into forward, backward, or sideways motion

type. The classification process is explained in Section 6.3. After the motion type was

recognised, the distance travelled in the current motion type and the associated error

parameter were used to compute an estimate of the updated current accumulated error

in position. This process was repeated on each detected step of the tracked person.

The accumulated error was compared with the correction threshold. If the accumulated
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error in the position value was equal to or exceeded the threshold value, the camera

system was set to awake state and position and orientation correction was applied. The

relationship between the error parameter and the localisation error correction threshold

is given by:

Tcp ≤ efp ∗ df + ebp ∗ db + esp ∗ ds (6.1)

where Tcp: Position correction threshold,

efp: Error accumulation parameter for forward walking,

df : Distance covered during the forward walking motion type,

ebp: Error accumulation parameter for backward walking,

db: Distance covered during the backward walking motion type,

esp: Error accumulation parameter for sideways walking,

ds: Distance covered during the sideways walking motion type
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Figure 6.1: Flowchart of the motion type adaptive correction approach.

6.2.1 Data Collection and Computing Error Parameters

To assess the effectiveness of our idea, we recorded 15 trajectories of each motion type to

calculate the position error parameter values, leading to a total of 45 walked trajectories

for the three motion types. The data was collected using the foot-mounted IMU shown

in Figure 4.2. The error parameters of each motion type were calculated by using the

estimated position value by the ZUPT algorithm and the ground truth values at 10m

intervals for all the 15 trajectories of the motion type. In total there were 375 data

sample points for each motion type from the 15 recorded trajectories, and the error

parameters were given by the mean value of these points. The box plots in Figure 6.2

show the distribution of the sampled position values.
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Figure 6.2: Box plots showing the distribution of position error parameters.

6.3 Classifying Motion Types

To apply the adaptive correction approach, the system should be able to distinguish

between the motion types. There have been several classification methods proposed

in past research to segment the motion types, primarily driven by wearable devices

(smartwatches and fitness bands). Identifying motion types from the inertial sensor

data involves three steps: (1) signal processing, (2) feature extraction, and (3) classi-

fication [133]. With signal processing, noise in the inertial sensor data is removed and

signals are aggregated into analysable blocks using a process known as windowing. Each

motion type has periodic acceleration and angular velocity signals as shown in Figures

5.19, 5.20, and 5.21, and windowing captures this periodicity for analysis. The second

step for motion type recognition is the feature extraction. Features are the derived data

values from the raw acceleration and angular velocity signals. The most commonly used

features in the previous research are: statistical features (mean [211], variance [212],

standard deviation [213], root mean square [214]), time-domain features (time be-

tween peaks [215], zero-crossing rate [216]), and frequency-domain features (Fourier

transforms [214, 217], power spectral analysis [218], Wigner distribution [219]). The

last step for motion type recognition is the classification from the extracted features.

Classification methods used in the literature are: threshold analysis [220, 221], Bayesian
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classifiers [222, 223], artificial neural networks [224, 225], decision trees [226, 227], hid-

den Markov model [221], support vector machine [213, 228], and regression methods

[229, 230].

The classification accuracy to distinguish between motion types depends on the motion

types present in the data and the three identification steps outlined above. If there

is a clear distinction between the motion types, such as running, walking, lying down,

crawling, and standing, the classification is going to be more accurate. However, if

the distinction is subtle, such as different types of walking which is the case for our

work, it becomes harder to distinguish. We have not yet found any solution focused on

the variation in walking motion types (forward, backward, and sideways walks) [208–

210, 231, 232]. Since the focus of this thesis is position accuracy and energy efficiency,

we assumed a perfect classification for these motion types, and designed our experiment

accordingly.

6.4 Experiment

To evaluate the motion type adaptive algorithm, we grouped the mixed motion types

into groups of two and three motion types. In real-life scenarios, the backwards and

sideways walking motion types last for shorter distances, so we kept the forward walk

as a major part of the trajectory. Our planned walking trajectory for the group of

two motion types consisted of 15m of the forward walk and 10m of the backward or

sideways walk, and this pattern alternated for the entire 250m walk (five loops of the

50m trajectory shown in Figure 4.9). For the group of three motion types, our planned

trajectory consisted of 15m forward, 10m backward, 15m forward, and 10m sideways

walking motion types. Three repetitions were recorded for each combination of mixed

motion types. The sensor setup for the experiment is shown in Figure 4.11. The data

from the IMU and camera system was recorded on the Razer Blade laptop and processed

afterwards. The experiment was carried out by a healthy male individual with a normal

gait and walking at a normal pace of approximately 1.4m per second. Between each

repetition, the participant took a 5 minute break.
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6.4.1 Results

a) Forward and Backward Walk

The uncorrected and adaptively corrected walking trajectories of the forward and back-

ward walking motion types are shown in Figure 6.3 and Figure 6.4, respectively. After

applying the adaptive motion type correction, localisation errors were reduced to 0.88m,

0.95m, and 0.85m for 95% of the walk compared to 3.47m, 3.50m, and 3.41m for the

uncorrected trajectories. To compare the performance of the adaptive correction with

the distance-based correction method, we performed corrections with 20m, 50m, and

70m distance thresholds. The resulting trajectories from these corrections are shown

in Figure 6.5, Figure 6.6, and Figure 6.7, respectively. To have a global view of the

localisation error in three trajectories, eCDF values were combined into one plot for

the uncorrected, adaptively corrected, and distance-based corrected trajectories. The

resulting eCDF plots are shown in Figure 6.8.

Figure 6.3: Uncorrected Forward and Backward walk trajectories.

Figure 6.4: Adaptively Corrected Forward and Backward walk trajectories.
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Figure 6.5: 20m Corrected Forward and Backward walk trajectories.

Figure 6.6: 50m Corrected Forward and Backward walk trajectories.

Figure 6.7: 70m Corrected Forward and Backward walk trajectories.
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Figure 6.8: Combined eCDF values versus localisation error for the three trajectories.

b) Forward and Sideways Walk

For forward and sideways walk, the three uncorrected and adaptively corrected walking

trajectories are shown in Figure 6.9 and Figure 6.10, respectively. The localisation errors

for uncorrected trajectories were 3.37m, 2.55m, and 2.39m for 95% of the walk, and for

adaptively corrected trajectories were 0.84m, 0.80m, and 0.76m. For comparison with

the distance-based correction method, the correction was applied at 20m, 50m and 70m

distance thresholds. The results are shown in Figure 6.11, Figure 6.12, and Figure

6.13, respectively. Combined eCDF values versus the localisation error for the three

trajectories are plotted in Figure 6.14.
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Figure 6.9: Uncorrected Forward and Sideways walk trajectories.

Figure 6.10: Adaptively Corrected Forward and Sideways walk trajectories.

Figure 6.11: 20m Corrected Forward and Sideways walk trajectories.

Figure 6.12: 50m Corrected Forward and Sideways walk trajectories.
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Figure 6.13: 70m Corrected Forward and Sideways walk trajectories.

Figure 6.14: Combined eCDF values versus localisation errors for the three trajecto-
ries.

c) Forward, Backward, and Sideways Walk

The three mixed motion type group had all the motion types being studied. During each

loop, the participant walked with the following motion types sequence: 15m forward,

then 10m backward, followed by 15m forward, and lastly, 10m sideways. The uncor-

rected and adaptively corrected walking trajectories are shown in Figure 6.15 and Fig-

ure 6.16, respectively. The localisation errors for uncorrected trajectories were 2.25m,
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3.94m, and 3.12m for 95% of the walk and for adaptively corrected trajectories were

0.76m, 0.98m, and 0.85m. Similar to the two mixed motion type groups, adaptively

corrected trajectories were compared with distance-based correction applied at 20m,

50m, and 70m distance thresholds, and the results are shown in Figure 6.17, Figure

6.18, and Figure 6.19, respectively. The localisation errors versus the eCDF values for

the three trajectories are plotted in Figure 6.20.

Figure 6.15: Uncorrected Forward, Backward, and Sideways walk trajectories.

Figure 6.16: Adaptively Corrected Forward, Backward, and Sideways walk trajecto-
ries.

Figure 6.17: 20m Corrected Forward, Backward, and Sideways walk trajectories.
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Figure 6.18: 50m Corrected Forward, Backward, and Sideways walk trajectories.

Figure 6.19: 70m Corrected Forward, Backward, and Sideways walk trajectories.

Figure 6.20: Combined localisation errors versus eCDF values for the three trajecto-
ries.
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6.4.2 Discussion

The uncorrected walking trajectories of the forward and backward walking motion types

(Figure 6.3) indicate error in heading values which is most likely caused during the 10m

of the backward walk. The results in Section 5.4.1 also showed deviation in heading

values for the backward walk. For the forward and sideways walking motion types, a

scaling error parallel to the 10m of sideways walk can be seen in Figure 6.9 for all three

logs. For the forward, backward, and sideways walking motion types (Figure 6.15), there

is an error in scaling as well as heading values due to the presence of both the backwards

and sideways motion types. The localisation error at the 95% eCDF are summarised in

Table 6.1.

For the two and three mixed motion type trajectories, 60% of the walk consisted of

forward walking and 40% of sideways and/or backward motion types. The computed

number of corrections by our algorithm for the adaptive algorithm is three for both two

and three mixed motion types. The number of corrections required for the distance-based

error correction method were: 12 corrections for 20m distance threshold, 4 corrections

for 50m distance threshold, and 2 corrections for 70m. From these results, Table 6.1 and

the eCDF plots in Figures 6.8, 6.14, and 6.20, we can see that the 50m distance-based

correction has similar accuracy to the adaptive correction approach. This implies 25%

reduction in number of corrections required for the adaptive approach in mixed motion

types, which saves 1.257 Ws of energy for the 250m walked trajectory.

Table 6.1: Localisation error at 95% of the walk in mixed motion type trajectories

Type of Correction Forward-Backward Walk Forward-Sideways Walk Forward-Backward-Sideways Walk

Uncorrected 3.46m 2.77m 3.12m

Adaptively Corrected 0.89m 0.80m 0.86m

20m Correction 0.52m 0.52m 0.56m

50m Correction 0.94m 0.80m 0.88m

70m Correction 1.19m 1.08m 1.12m

6.4.3 Limitations

Our results validate our proposition that varying the correction mechanism with the

change in motion type reduces the number of corrections required, which in turn saves

resources. However, the designed experiment studied the change in the motion type in a
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structured way where the participant walked one motion type for a certain distance then

switched to the others. In real-life scenarios, there is more variation in motion types,

and the transition between them could be more frequent. The accuracy of motion type

classification also plays a role. Less accurate classification leads to a wrong error accu-

mulation parameter, resulting in either too frequent corrections or reduced localisation

accuracy. As discussed in Section 6.3, classification is still being actively researched. For

an assumptive discussion, if we extend the classification accuracy results from Wagstaff

et al. (77% for walking, 73% for running, and 78% for climbing stairs) [203] to walking

motion types, we will have an average classification accuracy of 75%, which implies if

there are five corrections to be applied, two will be wrongly classified and only three will

be correct. This reduces the effectiveness of our adaptive approach by 40%. This should

be investigated in future research when classification between walking motion types is

available. Apart from motion types, participant walking pace and walking surface are

the two other factors that will also affect the localisation results as shown by Wahlström,

et al. [164]. These two factors should also be considered in future research to make the

localisation system more robust.

6.5 Conclusion

In this chapter, we formulated a motion type adaptive correction algorithm to further

improve the energy efficiency of the localisation system. Our proposed method is based

on the change in error accumulation rate for different motion types. To determine

the next correction from the camera system, two inputs were considered: (1) the error

accumulation rate of each motion type, and (2) the operational localisation accuracy

required by the system. Mixed motion types investigated in this chapter are forward,

sideways, and backward walking motion types. Using this approach, our devised local-

isation system was able to reduce the number of corrections by 25% saving 1.257 Ws

of energy for a 250m walked trajectory. These results validate that modifying

the correction mechanism for different motion types reduces the number of

corrections while maintaining the positioning accuracy within the required

sub-metre range. Comparison with the distance-based error correction approach also

indicates better performance of the motion type adaptive approach.
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Chapter 7

Conclusions and Future Work

This thesis has presented a novel indoor localisation system for first responders (pedes-

trians) in large-scale environments by loosely coupling visual and inertial sensors. This

chapter summarises the work done in previous chapter, identifies the main contributions

of the thesis, and discusses the potential areas for future research.

7.1 Summary

The motivation for developing an indoor localisation solution and the intended applica-

tion of the solution were discussed in Chapter 1. In Chapter 2, existing indoor positioning

technologies for localising first responders (pedestrians) were surveyed and compared.

Chapter 2 also discussed sensor fusion algorithms and the choice of the extended Kalman

filter for efficiency and resource conservation to track non-linear states. In Chapter 3,

fundamentals of inertial and visual sensors were presented, including the coordinate sys-

tems involved, types of errors in inertial sensors and their mitigation, and visual sensor’s

intrinsic and extrinsic parameter estimation.

Chapter 4 presented the novel loosely coupled sensor fusion approach, which combines

the inertial and visual sensors using an extended Kalman filter. The visual sensor was

aided by pre-mapped fiducial markers placed in the environment. Accurate mapping of

the markers was also explained using indoor surveying equipment. Evaluation over a

distance of 250 m walks indicated sub-metre level localisation accuracy.
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Chapter 5 described the proposed distance-based error correction method, which used a

distance-based error correction approach to improve the energy efficiency of the system.

The method to accurately measure the power consumption of each device in the local-

isation system was also explained. The evaluation of the system was extended to two

other walking motion types (sideways and backward walks) which have not been stud-

ied for longer distances in the past. The study results showed a decrease in localisation

accuracy for both sideways and backward motion types. Results also revealed a 70%

decrease in energy consumption with the distance-based error correction approach.

Chapter 6 further studied the effect of motion types with the focus on making the system

more adaptive in a mixed-motion type walking scenario, which is closer to a real-life

scenario when walking varies between motion types. A novel motion type adaptive

correction method was devised to determine the next correction from the visual sensor

using motion type as an input. The evaluation of the adaptive correction approach

indicated a 25% decrease in the number of corrections, which further reduced the power

consumption of the system for long-term tracking.

7.2 Contributions

The first main contribution of this thesis is the development and evaluation of the

loosely coupled sensor fusion system by combining inertial and visual sensors with an

extended Kalman filter. The developed localisation system used off-the-shelf inertial and

visual sensors and showed that an accurate long-term position and orientation tracking

is possible with consumer-grade medium-cost sensors. The localisation system is also

scalable to a larger area by the addition of new fiducial markers in the environment.

As there is no power source required to operate the fiducial markers, this makes them

ideal for applications which have limited or no power source available in the environment

(refer to Sections 1.1 and 1.2 for details).

The second main contribution of this thesis is the distance-based error correction method

that reduces the localisation system’s energy consumption by 70%. This is an important

contribution as the current highest energy density of electric batteries (Lithium-ion,

129 Wh/kg [233]) is limited, and to localise pedestrians for longer time intervals more

battery weight has to be added. For example, the developed visual-inertial sensor fusion
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system would last approximately 24 hours on a 65Wh battery which weighs about 500g.

However, with the distance-based error correction, it can last for about 85 hours. More

weight is not viable for pedestrian localisation or other applications requiring movement.

The devised system is a step towards a long-duration localisation system; however, more

work needs to be done to make the localisation solution real-world deployable. Section

7.4 discusses some of the possible future directions.

The third main contribution of this thesis is the formulation of a motion type adaptive

model which changes the error correction mechanism when the motion type changes.

This reduces the number of corrections required to maintain sub-metre localisation ac-

curacy by 25%. Reduction in the number of corrections implies less battery usage which

in turn translates into longer battery life or less battery weight.

Apart from these main contributions, this thesis has also identified unique acceleration

and angular velocity signals for forward, backward, and sideways walking motion types

(Section 5.4.2). These signals could be useful in segmenting the motion types in future

research. The effect of these three motion types on localisation accuracy was also studied

over a longer distance (250 m), which has not been done in the past research.

This thesis also provides documentation on accurately measuring the power consumption

of inertial and visual sensors. This is important as highlighted in Section 5.3, as a higher

burden voltage could lead to a significantly higher current measurement, which has

happened in past research [25]. Section 5.3 is a valuable reference for future researchers

working on improving the energy efficiency of such systems, not only in the localisation

space but also in other fields which involve low-power and high dynamic range current

measurements. Accurate fiducial marker mapping for large-scale indoor environments

using consumer-grade surveying equipment is another process that has not been clearly

documented in the past literature to the best of our knowledge. Section 4.2.1 could be

used as a reference in the future for accurate fiducial marker mapping.
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7.3 Limitations

To make the proposed localisation solution generalisable and applicable to real-world first

responder application, the following limitations should be addressed in future research:

Testing on Multiple Users

Most of the experimental evaluation was performed on a single test subject due to the

COVID pandemic. To generalise the results, the localisation system should be tested

with a diverse group of participants covering different age ranges, heights, and gender.

The proposed localisation algorithm does not use any physical parameters of the user,

so the findings are transferable to users with normal gait; however, further evaluation is

required for conclusive results.

Walking Surface and Variation in Test Environment

The localisation system was mainly evaluated in an office environment with carpet as

the walking surface. From Wahlström et al.’s work [15] we know that the walking

surface could affect the localisation accuracy; therefore, variation of the walking surfaces,

including both hard surfaces (concrete, asphalt, gravel road etc.), and soft (dirt, grass

and sand road etc.) should be tested. Also, testing at the urban training facilities shown

in Figures 1.1, 1.2, and 1.3 would offer insights into the performance of the localisation

accuracy in the real-world application.

Motion Types and Transition between them

To keep the localisation solution more tractable, only the walking motion type has been

focused on in this research. Aside from walking, the actual application might involve

other motion types such as running, climbing, jogging, crawling, standing, jumping,

shuffling, crouching, crouch walking, and knee-dragging [14, 15, 199–201]. There has

been some research done on the walking, running, and climbing motion types, but a lot

less on the others. The remaining motion types and transition between them should be

further investigated to understand their effect on the localisation accuracy. This point

has been discussed in more detail in Chapter 6, which could be referred to in future

research.
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Ground Truth Method

The ground truth method used for to evaluate our system was an offline manual process

that took a lot of time of video analysis, and it should be automated. As discussed

in Section 4.4.2, motion capturing systems are too expensive to install in large-scale

indoor environments and do not work in spaces with a lot of sunlight. A potential

direction to automate the ground truth method is to use a drone that is wirelessly

connected and temporally aligned with the laptop. This has not yet been explored in

past research, and if created, will offer a portable solution that can be used in different

indoor environments. A good candidate drone to create this method is Tello drone [234],

that comes with an opensource SDK and forward-facing camera which could be used

to determine pedestrian location. The drone could be modified with a ceiling facing

camera that would have fiducial markers in the field of view to accurately track the

drone’s position in the global frame of reference. An automated low-cost and accurate

ground truth method would be an important contribution in the indoor positioning space

as identified in past research [235].

Data Recording and Processing Hardware

For the proposed localisation system, the data from both visual and inertial sensors

were recorded on a laptop, which is bulky and not feasible to carry for all motion types.

The laptop (Razer Blade 13.3 inch) used for the proposed system weighed less than 1.3

kg, which was manageable while walking; however, it would hinder movement during

running, jumping, or other more dynamic motion types. The laptop should be replaced

with a Raspberry Pi for other motion types. Since the application is after-action review

(non-real-time), the sensor data from the pedestrian does not need to be transmitted

back to a central computer, but could be stored with the timestamps and processed

afterwards.
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7.4 Future Research

Apart from the limitations identified above, there are also other avenues that could be

explored in the future. Some of these are concerned with improving energy efficiency,

while others address the localisation.

Areas to Further Increase Energy Efficiency

The localisation system for this thesis used off-the-shelf visual and inertial sensors. Cre-

ating customised hardware solely focused on energy efficiency using low-cost electronic

components has not been investigated, and it could further increase energy efficiency.

Multiple users, also referred to as cooperative localisation, is another research area that

has not been studied from an energy efficiency point-of-view [99, 236, 237]. Using a

position and heading direction estimate of one person in a group, determining other

members’ localisation in reference to the accurately tracked person, and managing the

energy efficiency of the group as a whole could lead to a further improvement in energy

efficiency.

Map-matching methods use walls and other physical constraints in the environment to

increase the accuracy of a PDR-based localisation system [2, 180, 238]. Using map-

matching constraints to optimise the correction mechanism for energy efficiency is an-

other research topic that could be explored.

Motion Types

As discussed in Section 6.3, forward, backward, and sideways walking motion types

have subtle variation in acceleration and angular velocity signals compared to walking,

running, and crawling motion types which have distinguishing features. There has not

been any research focused on segmenting these motion types. Signals found in this thesis

could be a source of accurate segmentation for these motion types.

The adaptive approach described in Chapter 6 had three walking motion types as an

input. The devised adaptive formulation could be extended to include other motion

types involved in first responder training exercises, such as crawling, crouching, and

climbing.
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Invisible Fiducial Markers

To provide localisation in low-visibility environments for training environments, such

as dark or smoky conditions, fiducial markers can be printed with ultraviolet (UV) or

infrared (IR) ink and detected with a UV or an IR camera. Our research in this area

indicated that a normal visible light spectrum camera can be converted to a UV or

IR camera by removing the reflection filters [239]. There has been limited research

in this domain [240, 241], and it has potential to extend our localisation solutions for

these environments. Aesthetics is another reason why fiducial markers are not used in

applications such as localisation in large grocery stores and shopping malls [242, 243].

With invisible markers, the visual appearance of the indoor spaces would have less effect,

and it should be further investigated.

Creating buildings that are friendly to visually-impaired individuals is another applica-

tion that could be explored with invisible markers. As the aesthetic impact of fiducial

markers could prevent their installation, and marker-less SLAM systems (discussed in

Section 2.1.1) have higher chance of navigation failure with the repetitive featureless

pattern in indoor spaces, buildings could have invisible markers installed at regular in-

tervals on the ceiling or doors similar to Braille signage, to provide navigation for the

visually impaired.
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using inertial sensors,” Journal of Physical Agents, vol. 3, no. 1, pp. 35–43, 2009.
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