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Abstract: Reaction Systems modeling is a compact, discrete, and qualitative modeling 

method for dynamic systems, including biochemical systems. In this paper, the G1/S 

checkpoint of the human cell cycle is modeled by Reaction Systems. This specific 

checkpoint is important since it plays role in tumor formation. Modeling discrete dynamic 

systems with Reaction Systems has many advantages over other modeling tools, i.e., the 

model is very small, deterministic and it is easy to use in simulations without any specific 

software package. 
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1 Introduction 
The cell cycle is a sequence of events, which occurs in a cell leading to its 
proliferation and division in order to give rise to two identical daughter cells. For a 
healthy being, correct regulation is required to avoid any cell aberrancy. Should 
there be any aberrations along this sequence of events, there will be disruptions in 
the orchestration of the downstream events, which may lead to genetic disorders, 
such as cancer. Interdisciplinary scientific research has gained impetus for the past 
two decades. The application of a variety of mathematical tools and techniques to 
model biological and biomedical systems have facilitated qualitative and 
quantitative description, simulation, and prediction of events that may not be 
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otherwise evident to the researcher. The marrying of the two disciplines, 
mathematics and biology, has been greatly facilitated by the accumulated data-rich 
genomic information sets, which are difficult to comprehend without the 
utilization of analytical tools; up-to-date mathematical tools which make 
understand complex, nonlinear biological systems easy; increasing computing 
power that can ease calculations and simulations that were not previously feasible, 
and growing interest in in silico experiments about human and animal research. 
Consequently, the interaction between two disciplines facilitates the interpretation 
of complex biological data. 

In studies for modeling and simulating biological systems; different modeling 
approaches have been applied so far, including Process Algebra, Rule-based 
Systems, Petri Nets, Boolean Networks, State Charts and Hybrid Systems [1]. 

The eukaryotic cell cycle is a well-studied, extremely complex phenomenon, 
which leads to cancer upon its misregulation. This system exhibits a good example 
of a mathematical model presenting interpretable results. By utilizing the values 
and mode of interaction of different parameters, we can be able to demonstrate the 
changes in the modules of cell cycle events. Within the last decades, many 
mathematical models of the cell cycle or its specific checkpoints have been 
constructed. Although majority of these models were constructed by the use of 
Ordinary Differential Equations [2, 3, 4, 5]; Petri Net models were also 
constructed with hybrid [6, 7, 8, 9] and stochastic approaches [10]. 

Reaction Systems (RSs) were invented [11, 12] to simulate biochemical reactions. 
In order to reflect the behavior of biochemical systems, RSs contain a set of 
objects, e.g., chemicals, and a collection of reactions. Each reaction has its own set 
of reactants, inhibitors, and products. Reactions are enabled according to 
conditions given by their sets of reactants and inhibitors, and enabled reactions 
produce their products. An RS is deterministic, thus simulations started from the 
same initial sets result in the same products. 

Many theoretical studies have been published so far, including extensions of RSs, 
functions or sequences generated by RSs, and programming frameworks.             
In addition, the studies on applications of RSs to model biological networks are 
being accumulated; such as RSs model for the heat shock response [13], 
simulating gene regulatory networks using RSs [14], and simulating potential 
therapeutic modalities to reawaken fetal hemoglobin [15]. 

The basic RS that we have adapted for our case, the G1/S checkpoint of the cell 
cycle, is finite. Hence, all computational problems regarding this case can be 
easily solved via simulations. 
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2 Biological Context 

2.1 The Cell Cycle 

The cell cycle [16] consists of four ordered and irreversible phases: G1, S, G2, and 
M. G1 phase is the first gap period in which cells decide whether to proliferate or 
not based on the information received from the extracellular environment.            
If proliferation is achieved, the cells grow to reach twice their size in the G1 
phase. In the S phase, DNA is duplicated to produce two identical daughter cells. 
During the G2 phase, cell growth and protein synthesis continue to occur until the 
preparation for mitosis is completed. Mitosis (M) is the phase in which a cell is 
divided into two identical daughter cells by following the stages prophase, 
metaphase, anaphase, and telophase [17, 18]. Errors during the cell cycle induce 
either apoptosis (known as programmed cell death) [19, 20, 21] or cause 
mutations. If cell division is completed with such mutations, or the mechanism of 
apoptosis is damaged, then there is a high possibility of cancer to emerge. In order 
to control and fix such damages before the cell cycle is completed; cyclins, cyclin-
dependent kinases (CDKs), and cyclin-dependent kinase inhibitors (CKIs) play 
key roles [22, 23]. 

2.2 Cyclins, CDKs and CKIs 

Cyclins are proteins that have roles to control various phases of the cell cycle. 
They are substrates for CDKs that regulate the cell cycle by phosphorylating 
(adding phosphate molecules to) other proteins. CDKs are not activated unless 
they bind to associated cyclins. 

CKIs are another class of proteins that regulate the kinase activity of Cyclin-CDK 
complexes. Under unfavorable conditions such as DNA damage, abnormalities 
during the cell cycle, or environmental stresses, CKIs bind to Cyclin-CDK 
complexes to inhibit the cell cycle progression until the damage is under control. 

2.3 Cell Cycle Checkpoints 

DNA damage is prone to happen especially on proliferating cells. Cell cycle 
checkpoints are an array of mechanisms to control DNA damage occurring during 
the cell cycle and sustain the division process until the damage is repaired. Each 
checkpoint can be represented by complex signaling pathways in which a various 
number of genes and proteins play significant roles. There are three checkpoints 
throughout the cell cycle [24]: G1/S checkpoint [25, 26], G2/M checkpoint [27, 
28], and M phase spindle checkpoint [24, 29, 30]. 
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2.3.1 G1/S Checkpoint 

In this study, our focus is on the G1/S checkpoint [25, 26], which is also known as 
the restriction point. At this checkpoint, cells decide whether to divide, delay the 
division, or enter a resting phase to repair the damaged DNA. The major 
components of this checkpoint are p16 and p21 as CKIs; CyclinD and CyclinE as 
cyclins; CDK4, CDK6, and CDK2 as CDKs. In addition, the proteins Rb and E2F 
are key components providing the transition from G1 to S phase by being 
phosphorylated by CDK4/6 and CDK2 in sequential order. Figure 1 is an 
illustration for this checkpoint, which was adapted from [31]. 

 

Figure 1 

Schematic illustration of major events at G1/S checkpoint 

In normal cells without DNA damage, the binding of CyclinD and CDK4/6 is 
established, which causes the initial phosphorylation of the Rb-E2F complex by 
CDK4/6. Phosphorylation of Rb-E2F complex results in the expression of 
CyclinE, which binds to CDK2 for second phosphorylation of Rb-E2F complex 
by which E2F is released from this complex. Release of E2F leads to the 
expression of genes necessary for the S phase implying G1/S checkpoint transition 
is fulfilled. 

When DNA damage occurs, it is detected by CKIs p16 and p21. In the case where 
either of the p16 or p21 is mutated then the other member will be able to 
compensate for the loss of the dysfunctional CKI. When both p16 and p21 are 
mutated, they will not be able to perform their inhibitory functions. In this case, 
CKIs will be unable to block the phosphorylating abilities of CDKs, and the G1/S 
checkpoint is going to be passed by carrying DNA damage to the next phases of 
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the cell cycle, which very likely will cause tumor formation after successive 
divisions. 

3 Reaction Systems 
In this section, we make use of RSs by considering its basic notions from [11, 12, 
32] to model biological signaling pathways. The theory of RSs is explained by the 
following definitions. 

Definition 1. Let a finite set 𝑆 of (biochemical or artificial) objects be given. A 
reaction is a triplet 𝑟 =  (𝑅, 𝐼, 𝑃) where 𝑅, 𝐼, and 𝑃 are finite nonempty sets with 
the condition 𝑅 ∩ 𝐼 =  ∅. If 𝑆 is a set such that 𝑅, 𝐼, 𝑃 ⊆  𝑆, then 𝑟 is a reaction 
in 𝑆. 

The sets 𝑅, 𝐼, and 𝑃 in Definition 1 can also be written as 𝑅𝑖, 𝐼𝑖 , and 𝑃𝑖 , and they 
stand for the reactant set, the inhibitor set, and the product set of a reaction 𝑟𝑖, 
respectively. In addition, the set of all reactions in 𝑆 is denoted by 𝑟𝑎𝑐(𝑆) where 𝑅𝑖 , 𝐼𝑖 , 𝑃𝑖  ⊆  𝑆 for each 𝑟𝑖  ∈  𝑟𝑎𝑐(𝑆). 

The definition above of an RS is originally designated by Ehrenfeucht and 
Rozenberg [12] to model biochemical reactions. According to the original 
definition given above, the set of inhibitors is required to be nonempty. However, 
our study concentrates on reactions in the cell where the objects are proteins. 
Different than biochemical reactions, the existence of inhibitors in protein-protein 
interactions is rare. For this reason, we do not consider the condition that the 
inhibitor set should be nonempty. This artificial condition could be fulfilled by 
introducing artificial inhibitor(s) to the system, but our consideration is more 
intuitive in the sense that readers who are not familiar with that type of models 
will not be confused if a reaction is never inhibited by any real inhibitors. 

Definition 2. Let 𝑇 ⊆  𝑆 be a finite set.   
(1) Let 𝑟 be a reaction. Then 𝑟 is enabled by 𝑇, denoted by 𝑒𝑛𝑟(𝑇), if 𝑅𝑟  ⊆  𝑇 and  𝐼𝑟  ∩  𝑇 =  ∅. The result of 𝑟 on 𝑇, denoted by 𝑟𝑒𝑠𝑟(𝑇)  =  𝑃𝑟 if 𝑒𝑛𝑟(𝑇), and 𝑟𝑒𝑠𝑟(𝑇)  =  ∅ otherwise.   
(2) Let 𝐴 be a finite set of reactions. The result of 𝐴 on 𝑇, denoted by 𝑟𝑒𝑠𝐴(𝑇), is 
defined by: 𝑟𝑒𝑠𝐴(𝑇)  = ∪𝑟∈𝐴 {𝑟𝑒𝑠𝑟(𝑇) | 𝑒𝑛𝑟(𝑇)}. 

The set 𝑇 in Definition 2 stands for a state of a biochemical system, which 
consists of biochemical entities present in the current system. Therefore, a reaction 𝑟 is enabled by 𝑇 if 𝑇 includes all reactants of 𝑟 (𝑅𝑟 ⊆ 𝑇) and it does not include 
any inhibitors of 𝑟 (𝐼𝑟 ∩ 𝑇 =  ∅). For a set of reactions 𝐴, the result of 𝑇 on 𝐴 
should be considered as cumulative, which means that the result of all reactions in 
the set 𝐴 is the union of results of all individual reactions in 𝐴. It means that, in 
fact, the execution of the reactions is applied in a parallel manner. 
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Also, by definition of RSs, there is no conflict of resources. For example, if  𝑟, 𝑠 ∈  𝐴 are both enabled by 𝑇 and 𝑅𝑟 ∩ 𝑅𝑠 ∅ we still have 𝑃𝑟  ⊆  𝑟𝑒𝑠𝐴(𝑇) and 𝑃𝑠 ⊆  𝑟𝑒𝑠𝐴(𝑇). Thus, the set of results includes the products from both of the 
enabled reactions. This rule exhibits the threshold assumption in RSs: Either a 
resource is present in the system in a sufficient amount, or it is not present at all 
[32]. Therefore, the amount of objects is not counted in RSs, they are either 
present with a sufficient amount or absent. Hence, when modeling via RSs, we 
deal with not a quantitative, but a qualitative (binary) approach. 

In our work, we slightly modify Definition 2 as follows: 

Definition 3. Let 𝑇 ⊆ 𝑆 be a finite set.   
(1) Let 𝑟 be a reaction. Then 𝑟 is enabled by 𝑇, denoted by 𝑒𝑛𝑟(𝑇), if 𝑅𝑟 ⊆ 𝑇 and 𝐼𝑟 ⊈ T. The result of 𝑟 on 𝑇, denoted by 𝑟𝑒𝑠𝑟(𝑇)  =  𝑃𝑟 if 𝑒𝑛𝑟(𝑇), and 𝑟𝑒𝑠𝑟(𝑇) = ∅ otherwise.   
(2) Let 𝐴 be a finite set of reactions. The result of 𝐴 on 𝑇, denoted by 𝑟𝑒𝑠𝐴(𝑇), is 
defined by: 𝑟𝑒𝑠𝐴(𝑇)  = ∪𝑟∈𝐴 {𝑟𝑒𝑠𝑟(𝑇) | 𝑒𝑛𝑟(𝑇)}. 

When modeling biological signaling pathways by defining the system via a set of 
reactions, it is noticed that all of the inhibitors in the set 𝐼𝑟  should be present to 
prevent the enabling of that reaction. Thus, we consider AND condition for 
inhibitors instead of the original OR condition. This modification is reflected to 
the definition by changing the condition 𝐼𝑟 ∩ 𝑇 ∅ in part (1) of the definition. 
Notice that by Definition 2 the presence of any object from the inhibitors set 𝐼𝑟  
inhibits 𝑟, while by Definition 3 the presence of the whole set 𝐼𝑟  is needed to 
inhibit the reaction 𝑟. This new definition allows us to make our system very 
compact. 

Definition 4. A Reaction System (RS) is an ordered pair 𝒜 = (𝑆, 𝐴) such that 𝑆 is 
a finite set and 𝐴 ⊆ 𝑟𝑎𝑐(𝑆). 

The set 𝑆 which is called the background set of 𝒜, includes elements called 
entities to represent molecular objects such as atoms, molecules, proteins, and/or 
artificial (technical) objects that may be present in the states of the system 
modeled by 𝒜. The set 𝐴 is called the set of reactions of 𝒜. 

The following interactive process is defined to formalize the dynamic behavior of 
an RS: 

Definition 5. Let 𝒜 = (𝑆, 𝐴) be an RS and let 𝑛 ≥ 0 be an integer. An n-step 
interactive process in 𝒜 is a pair 𝜋 = (𝛾, 𝛿) of finite sequences such that  γ = 𝐶0, 𝐶1, … , 𝐶𝑛 and δ = 𝐷0, 𝐷1, … , 𝐷𝑛 where 𝐶0, … , 𝐶𝑛, 𝐷0, … , 𝐷𝑛 ⊆ 𝑆, 𝐷0 = ∅, 
and 𝐷𝑖 = 𝑟𝑒𝑠𝒜(𝐷𝑖−1 ∪ 𝐶𝑖−1) for all 𝑖 ∈ {1, . . . , 𝑛}. 

In each step of a simulation, all enabled reactions are applied in parallel, and the 
whole system is deterministic. 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 13 – 

4 Modeling and Simulations 

4.1 Model Construction 

The RS for modeling the G1/S checkpoint of the cell cycle is created by 
considering the major components in this specific cell cycle checkpoint which is 
mentioned in Subsection 2.3.1. Reactions are written by using the theory of RSs 
explained in Section 3. The system is defined as follows. 𝑆 = 𝑆0 ∪ 𝑆1 with 𝑆0 = {𝑃,  𝑆𝑃ℎ,  𝐴,  𝑝16𝑚𝑢𝑡𝑎𝑡𝑜𝑟,  𝑝21𝑚𝑢𝑡𝑎𝑡𝑜𝑟} where 𝑃 is 
Phosphate, 𝑆𝑃ℎ is S Phase Transfer, 𝐴 is an aberrancy in the G1 phase such as 
DNA damage, mutations (except p16 or p21 mutations) or another dysfunction in 
the system, 𝑝16𝑚𝑢𝑡𝑎𝑡𝑜𝑟 and 𝑝21𝑚𝑢𝑡𝑎𝑡𝑜𝑟 are causes for mutations on p16 and 
p21 respectively. 𝑆1 contains proteins: 𝑆1 = {𝐴𝑖𝑗 ∣ 𝑖 ∈ {𝐶𝐷𝐾4/6,  𝐶𝑦𝑐𝐷,  𝐶𝐷𝐾2, 𝐶𝑦𝑐𝐸,  𝑅𝑏,  𝐸2𝐹,  𝑅𝑏/𝐸2𝐹,  𝐶1,  𝐶2,  𝑝16,  𝑝21} and 𝑗 ∈ {𝑛,  ℎ𝑝,  𝑓,  𝑚}} with 𝐶1 
being the CycD−CDK4/6 complex and 𝐶2 being the CycE −CDK2 complex; and 𝑛, ℎ𝑝, 𝑓, and 𝑚 representing non-expressed, hypo-phosphorylated, fully 
expressed and mutated proteins, respectively. 

The 23 reactions given below represent the G1/S checkpoint of the cell cycle. 𝑟1 = ({𝐴𝐶𝐷𝐾4/6,𝑓 ,  𝐴𝐶𝑦𝑐𝐷,𝑓},  {𝐴, 𝐴𝑝16,𝑓},  {𝐴𝐶𝐷𝐾4/6,𝑓 ,  𝐴𝐶𝑦𝑐𝐷,𝑓 ,  𝐴𝐶1,𝑓}) 𝑟2 = ({𝐴𝐶1,𝑓 ,  𝐴𝑅𝑏/𝐸2𝐹,𝑓 ,  𝑃},  ∅, {𝐴𝐶1,𝑓 ,  𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝}) 𝑟3 = ({𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝,  𝐴𝐶𝑦𝑐𝐸,𝑛},  ∅, {𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝,  𝐴𝐶𝑦𝑐𝐸,𝑓}) 𝑟4 = ({𝐴𝐶𝐷𝐾2,𝑓 ,  𝐴𝐶𝑦𝑐𝐸,𝑓},  {𝐴, 𝐴𝑝21,𝑓},  {𝐴𝐶𝐷𝐾2,𝑓 ,  𝐴𝐶𝑦𝑐𝐸,𝑓 ,  𝐴𝐶2,𝑓}) 𝑟5 = ({𝐴𝐶2,𝑓 ,  𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝 ,  𝑃},  ∅, {𝐴𝐶2,𝑓 ,  𝐴𝑅𝑏,𝑓 ,  𝐴𝐸2𝐹,𝑓}) 𝑟6 = ({𝐴𝐸2𝐹,𝑓},  ∅, {𝑆𝑃ℎ}) 𝑟7 = ({𝑃},  ∅, {𝑃}) 𝑟8 = ({𝐴},  ∅, {𝐴}) 𝑟9 = ({𝐴𝐶𝐷𝐾2,𝑓},  ∅, {𝐴𝐶𝐷𝐾2,𝑓}) 𝑟10 = ({𝐴𝐶𝐷𝐾4/6,𝑓},  ∅, {𝐴𝐶𝐷𝐾4/6,𝑓}) 𝑟11 = ({𝐴𝐶𝑦𝑐𝐷,𝑓},  ∅, {𝐴𝐶𝑦𝑐𝐷,𝑓}) 𝑟12 = ({𝐴𝐶𝑦𝑐𝐸,𝑓},  ∅, {𝐴𝐶𝑦𝑐𝐸,𝑓}) 𝑟13 = ({𝐴𝑅𝑏,𝑓},  ∅, {𝐴𝑅𝑏,𝑓}) 𝑟14 = ({𝐴𝐸2𝐹,𝑓},  ∅, {𝐴𝐸2𝐹,𝑓}) 𝑟15 = ({𝐴𝑝16,𝑚},  ∅, {𝐴𝑝16,𝑚}) 
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𝑟16 = ({𝐴𝑝21,𝑚},  ∅, {𝐴𝑝21,𝑚}) 𝑟17 = ({𝐴𝑝16,𝑓, 𝑝16𝑚𝑢𝑡𝑎𝑡𝑜𝑟},  ∅, {𝐴𝑝16,𝑚}) 𝑟18 = ({𝐴𝑝21,𝑓, 𝑝21𝑚𝑢𝑡𝑎𝑡𝑜𝑟},  ∅, {𝐴𝑝21,𝑚}) 𝑟19 = ({𝐴𝑝16,𝑓},  {𝑝16𝑚𝑢𝑡𝑎𝑡𝑜𝑟}, {𝐴𝑝16,𝑓}) 𝑟20 = ({𝐴𝑝21,𝑓},  {𝑝21𝑚𝑢𝑡𝑎𝑡𝑜𝑟}, {𝐴𝑝21,𝑓}) 𝑟21 = ({𝐴𝐶𝑦𝑐𝐸,𝑛},  {𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝},  {𝐴𝐶𝑦𝑐𝐸,𝑛}) 𝑟22 = ({𝐴𝑅𝑏/𝐸2𝐹,𝑓},  {𝐴𝐶1,𝑓 ,  𝑃},  {𝐴𝑅𝑏/𝐸2𝐹,𝑓}) 𝑟23 = ({𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝},  {𝐴𝐶2,𝑓 ,  𝑃},  {𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝}) 

The first six reactions illustrate the main biological phenomena happening during 
the G1 phase of the cell cycle, as explained in Subsection 2.3.1. Reaction 𝑟1 
represents the binding of CyclinD and CDK4/6 complex. This reaction goes in the 
presence of fully expressed CDK4/6 and fully expressed CyclinD, and in the 
absence of any dysfunction and fully expressed p16. As products of 𝑟1, we obtain 
fully expressed CDK4/6, fully expressed CyclinD, and fully expressed C1 
(CyclinD−CDK4/6 complex). 

Similarly, 𝑟2 represents the hypo-phosphorylation of Rb by the CyclinD − 
CDK4/6 complex, while 𝑟3 stands for the expression of CyclinE by the existence 
of hypophosphorylated Rb. In 𝑟4, the formation of the CyclinE−CDK2 complex 
with the conditions of having no dysfunction and having no fully expressed p21 is 
presented. Reaction 𝑟5 represents the hyper-phosphorylation of Rb to cause the 
release of E2F from the Rb−E2F complex by the existence of the CyclinE − 
CDK2 complex. Lastly in 𝑟6, the transition from G1 to S checkpoint is illustrated. 

Reactions through 𝑟7 to 𝑟16 are stated to keep the reactants of these reactions into 
the system. For example, phosphate is always available in the cell via the 
existence of ATP [33], and it won’t be vanished or disappear after some processes 
occur. Reaction 𝑟7 helps us to keep phosphate in the system. Reactions 𝑟17 and 𝑟18 
illustrate the mutations on CKIs p16 and p21, respectively, while reactions 𝑟19 and 𝑟20 are stated to keep fully expressed p16 and p21 in the system when there is 
nothing in the cell to cause their mutations. Non-expressed CyclinE remains non-
expressed in the system as long as the Rb−E2F complex is not hypo-
phosphorylated, which is presented in 𝑟21. Similarly, in 𝑟22 and 𝑟23, fully 
expressed and hypo-phosphorylated Rb−E2F complexes are preserved as there is 
no fully expressed C1 and phosphate, and no fully expressed C2 and phosphate 
are present respectively. 
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4.2 Simulations and Validation of the Model 

In order to conduct simulations for different scenarios, a C++ program is written 
in which we define Boolean variables for each component in 𝑆. We start with 
setting all components to false, and then we introduce the initial set for stating the 
existing components at the beginning of the simulation. We also check if there is a 
mutation on tumor suppressor genes p16 and p21 interactively. Also, the existence 
of an aberrancy in G1 is set to true or false, in a similar way. 

After the initialization is completed for each scenario, implementation of the 
reactions is realized within a loop structure in which several rounds are run to 
obtain the final result. Within each round, we first check which reactions can be 
implemented based on the currently existing components. After recording the 
enabled reactions, we set all components to false to have only those which are 
produced right after the enabled reactions run. Then this product set becomes the 
initial set of the next round, and the same procedure is repeated until our stopping 
criteria SPh = 1 is achieved, which means that the G1-S checkpoint is passed.      
If the stopping criterion is not attained, but we obtain an infinite loop, then we 
understand that G1 to S transition is not achieved. In each scenario, we consider 
the CDK4/6 complex, CyclinD, CDK2, and the Rb/E2F complex being fully 
expressed. The existence of aberrancy in G1 and mutations on p16 and p21 are 
interactively examined at the beginning of each simulation. Also, it is possible to 
introduce different states for the existing components in the system between each 
round of simulations, which is very important for deducing model predictions. 

In order to validate our model, scenarios considered in our simulations are as 
follows: 

4.2.1 Normal(wild-type) Cell - p16 and p21 Non-mutated, no Aberrancy in 
G1 is Present 

We first consider the scenario in which the tumor suppressors p16 and p21 are 
non-mutated, and there is no aberrancy in the G1 phase. The expected 
consequence of this scenario is the transition from G1 to S phase, which is 
confirmed by our simulation as follows. 

Components that are initially present are P, ACDK4/6,f, ACycD,f, ACDK2,f, ACycE,n, 
ARb/E2F,f, Ap16,f, Ap21,f. The first round of the simulation starts with checking the 
definition of the first reaction 𝑟1. It can be seen that 𝑟1 is enabled due to the 
existence of ACDK4/6,f, ACycD,f as reactants, and non-existence of 𝐴 among the 
inhibitors. Similarly, based on the definition of 𝑟2, nonexistence of 𝐴𝐶1,𝑓 among 
the reactants causes 𝑟2 not to be enabled. The first round of the simulation for this 
scenario is fully explained in Table 1, where the enabled reactions are run in 
parallel, and the products set of the first round is obtained as  {𝑨𝑪𝑫𝑲𝟒/𝟔,𝒇, 𝑨𝑪𝒚𝒄𝑫,𝒇, 𝑨𝑪𝟏,𝒇, 𝑷, 𝑨𝑪𝑫𝑲𝟐,𝒇, 𝑨𝒑𝟏𝟔,𝒇, 𝑨𝒑𝟐𝟏,𝒇, 𝑨𝑪𝒚𝒄𝑬,𝒏, 𝑨𝑹𝒃/𝑬𝟐𝑭,𝒇} which is at the same 
time the initial components set of the second round of the simulation.  
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Table 1 

Details of the first round of the simulation for a normal (wild-type) cell., where the initial components 

are: P, ACDK4/6,f, ACycD,f, ACDK2,f, ACycE,n, ARb/E2F,f, Ap16,f, Ap21,f and available components are marked in 

bold. 

Reactio
n 

Reactants Inhibitors status Products 𝑟1 {𝑨𝑪𝑫𝑲𝟒/𝟔,𝒇,  𝑨𝑪𝒚𝒄𝑫,𝒇} {𝐴, 𝑨𝒑𝟏𝟔,𝒇} enable
d 

{𝑨𝑪𝑫𝑲𝟒/𝟔,𝒇,  𝑨𝑪𝒚𝒄𝑫,𝒇,  𝑨𝑪𝟏,𝒇}𝑟2 {𝐴𝐶1,𝑓 ,  𝑨𝑹𝒃/𝑬𝟐𝑭,𝒇,  𝑷} ∅ disable
d 

- 𝑟3 {𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝,  𝑨𝑪𝒚𝒄𝑬,𝒏} ∅ disable
d 

- 𝑟4 {𝑨𝑪𝑫𝑲𝟐,𝒇,  𝐴𝐶𝑦𝑐𝐸,𝑓} {𝐴, 𝑨𝒑𝟐𝟏,𝒇} disable
d 

- 𝑟5 {𝐴𝐶2,𝑓 ,  𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝,  𝑷} ∅ disable
d 

- 𝑟6 {𝐴𝐸2𝐹,𝑓} ∅ disable
d 

- 𝑟7 {𝑷} ∅ enable
d 

{𝑷} 𝑟8 {𝐴} ∅ disable
d 

- 𝑟9 {𝑨𝑪𝑫𝑲𝟐,𝒇} ∅ enable
d 

{𝑨𝑪𝑫𝑲𝟐,𝒇} 𝑟10 {𝑨𝑪𝑫𝑲𝟒/𝟔,𝒇} ∅ enable
d 

{𝑨𝑪𝑫𝑲𝟒/𝟔,𝒇} 𝑟11 {𝑨𝑪𝒚𝒄𝑫,𝒇} ∅ enable
d 

{𝑨𝑪𝒚𝒄𝑫,𝒇} 𝑟12 {𝐴𝐶𝑦𝑐𝐸,𝑓} ∅ disable
d 

- 𝑟13 {𝐴𝑅𝑏,𝑓} ∅ disable
d 

- 𝑟14 {𝐴𝐸2𝐹,𝑓} ∅ disable
d 

- 𝑟15 {𝐴𝑝16,𝑚} ∅ disable
d 

- 𝑟16 {𝐴𝑝21,𝑚} ∅ disable
d 

- 𝑟17 {𝑨𝒑𝟏𝟔,𝒇, 𝑝16𝑚𝑢𝑡𝑎𝑡𝑜𝑟} ∅ disable
d 

- 𝑟18 {𝑨𝒑𝟐𝟏,𝒇, 𝑝21𝑚𝑢𝑡𝑎𝑡𝑜𝑟} ∅ disable
d 

- 𝑟19 {𝑨𝒑𝟏𝟔,𝒇} {𝑝16𝑚𝑢𝑡𝑎𝑡𝑜𝑟} enable
d 

{𝑨𝒑𝟏𝟔,𝒇} 𝑟20 {𝑨𝒑𝟐𝟏,𝒇} {𝑝21𝑚𝑢𝑡𝑎𝑡𝑜𝑟} enable
d 

{𝑨𝒑𝟐𝟏,𝒇} 𝑟21 {𝑨𝑪𝒚𝒄𝑬,𝒏} {𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝} enable
d 

{𝑨𝑪𝒚𝒄𝑬,𝒏} 𝑟22 {𝑨𝑹𝒃/𝑬𝟐𝑭,𝒇} {𝐴𝐶1,𝑓,  𝑷} enable
d 

{𝑨𝑹𝒃/𝑬𝟐𝑭,𝒇} 𝑟23 {𝐴𝑅𝑏/𝐸2𝐹,ℎ𝑝} {𝐴𝐶2,𝑓,  𝑷} disable
d 

- 

With the same understanding, rounds are run until there is no difference between 
the initial components set and the product set of a round. For this specific 
scenario, it occurred at the end of the sixth round, and the following components 
are obtained as the products of the simulation: SPh, P, ACDK4/6,f, ACycD,f, ACDK2,f, 
ACycE,f, ARb,f, AE2F,f, AC1,f, AC2,f, Ap16,f, Ap21,f, where G1 to S transition is realized 
by the existence of ARb,f in the products set. The detailed illustration of the 
simulation for this specific scenario is given in Figure 2. 
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Figure 2 

Details of the simulation for a wild type cell 

4.2.2 Aberrancy in G1 in the Absence of p16 and p21 Mutations 

In the second scenario, it is considered that there is an aberrancy in the G1 phase, 
but both p16 and p21 are functional. As expected, our simulation shows that G1/S 
transition is not realized since p16 blocks the formation of the CyclinD−CDK4/6 
complex to prevent the checkpoint to be passed. 

In our RS, the initial components are: P, A, ACDK4/6,f, ACycD,f, ACDK2,f, ACycE,n, 
ARb/E2F,f, Ap16,f, Ap21,f. A loop structure is obtained by the conducted simulation, 
which reflected no change on these components even in the first round. 

4.2.3 Aberrancy in G1 when p16 is Mutated, but p21 is Functional 

The third scenario assumes that there is an aberrancy in the G1 phase, p16 is 
mutated, and p21 is functional. In this case, p16 will not be able to block the 
formation of the CyclinD−CDK4/6 complex, and Rb/E2F will be hypo-
phosphorylated to cause the transcription of CyclinE. However, since p21 is 
functional, it will block the formation of the CyclinE−CDK2 complex, and thus, 
G1/S transition will be blocked as our simulation results reflected. 

For this scenario, initial components in the RS are P, A, ACDK4/6,f, ACycD,f, ACDK2,f, 
ACycE,n, ARb/E2F,f, Ap16,m, Ap21,f. After four rounds, we obtain a loop structure with 
the components P, A, p16mutator, ACDK4/6,f, ACycD,f, ACDK2,f, ACycE,f, ARb/E2F,hp, 
AC1,f, Ap16,m, Ap21,f meaning that G1/S transition is not achieved (Figure 3). 
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Figure 3 

Simulation details for the scenario where there is an aberrancy in G1 when p16 is mutated, but p21 is 

functional 

4.2.4 Aberrancy in G1 when p21 is Mutated, but p16 is Functional 

In the fourth scenario, we consider that there is an aberrancy in the G1 phase, p21 
is mutated, and p16 is functional. Even though the CKI p21 is mutated, in the first 
part of the pathway, functional p16 will prevent the hypo-phosphorylation of 
Rb/E2F complex, and thus the G1/S transition will be blocked, as we have 
obtained by our simulation results on this scenario: 

The initial components of this scenario are P, A, ACDK4/6,f, ACycD,f, ACDK2,f, ACycE,n, 
ARb/E2F,f, Ap16,f, Ap21,m. As a result, 𝑟7, 𝑟8, 𝑟9, 𝑟10, 𝑟11, 𝑟16, 𝑟19, 𝑟21, 𝑟22 are executed in 
the first round of the simulation; however, the components in the simulation did 
not change, and the checkpoint is not passed. 

4.2.5 Aberrancy in G1 in the Presence of p16 and p21 Mutations 

Our last scenario considers the worst case, in which there is an aberrancy in the 
G1 phase, and both p16 and p21 are mutated. In such a case, there will be no 
functional CKI that can block neither the hypo-phosphorylation nor the full 
phosphorylation of the Rb/E2F complex. Our simulation shows that the G1/S 
transition cannot be blocked in this case. 

The initial components for the simulation of this scenario are: P, A, ACDK4/6,f, 
ACycD,f, ACDK2,f, ACycE,n, ARb/E2F,f, Ap16,m, Ap21,m. The obtained simulation results 
reflected that the stopping criteria SPh is attained within six rounds. The resulting 
components are as follows: SPh, P, A, ACDK4/6,f, ACycD,f, ACDK2,f, ACycE,f, ARb,f, 
AE2F,f, AC1,f, AC2,f, Ap16,m, Ap21,m which can be seen in Figure 4. 
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Figure 4 

Simulation details for the scenario where there is an aberrancy in G1 and both p16 and p21 are mutated 

As can be seen in the above scenarios, the conducted simulations have worked 
well and provided the desired outcomes. Other than these five scenarios, it is 
possible to conduct simulations for various possible scenarios with additional 
biological conditions to find potential results prior to wet lab experiments. 

5 Comparison with Other Modeling Techniques 
As different approaches to mathematically model biological systems have their 
own advantages and disadvantages; modeling with RSs also has its own strengths 
and weaknesses. Having a deterministic modeling approach; it provides a 
compact, simple, and fast modeling and simulation of such systems. One may not 
need any specific software package to run simulations, since it is relatively easy to 
program a reaction system. Also, much larger systems can be created by RSs with 
less computing effort than hybrid and stochastic modeling approaches. RSs also 
able to simulate interactive processes when after each round some objects may be 
added to the system. Actually, for large size reaction systems there exists also a 
software package helping to do simulations [34]. Meanwhile; not being able to 
represent non-deterministic or quantitative systems and the various strength or 
speed of the reactions might be considered weaknesses of modeling with RSs. 

 



N. İ. Akçay et al. Reaction Systems for Modeling and Validation of Biological Signalling Pathways:  
 G1/S Checkpoint of the Cell Cycle 

 – 20 – 

Conclusions and Further Work 

In this paper, we have implemented the notion of RSs for modeling the G1/S 
checkpoint of the human cell cycle, which has importance in tumor formation. 

The proposed model is proven to be efficacious and biologically relevant by 
obtaining expected results from simulations, for some specific scenarios. Thus, 
this qualitative RSs model is able to simulate various scenarios related to the G1/S 
checkpoint of the cell cycle in a simple, elegant, and correct manner. We show 
that modeling using RSs, helps us to observe biochemical reactions in a compact 
way. In addition, the constructed RS can simulate various scenarios, which could 
help to find biological results in-silico. In-silico studies can help describe potential 
candidates for drug signature identification. There are many possibilities of 
mathematical modeling of biological systems. We introduce here, a novel RSs 
methodology that can be used in the search for drug signature identification. 
Moreover, simulations can be helpful for drug design, by attaching biological 
components (e.g. inhibitors) to the reactions in the system. 

As future work, our plan is to extend the RS of the whole human cell cycle, by 
additionally considering the G2/M checkpoint and the spindle checkpoint in the M 
phase of mitosis. 

Acknowledgement 

We thank Prof. Dr. Rza Bashirov for his encouragement and support on this study. 
Also, we acknowledge Dr. Mani Mehraei for his help and useful comments on this 
research. Comments of the anonymous reviewers are gratefully acknowledged. 

References 

[1] Bartocci, E., & Lió, P. (2016) Computational modeling, formal analysis, 
and tools for systems biology. PLoS computational biology, 12(1), 
e1004591 

[2] Tyson, J. J. (1991) Modeling the cell division cycle: cdc2 and cyclin 
interactions. Proceedings of the National Academy of Sciences, 88(16), 
7328-7332 

[3] Aguda, B. D. (1999) A quantitative analysis of the kinetics of the G2 DNA 
damage checkpoint system. Proceedings of the National Academy of 
Sciences, 96(20), 11352-11357 

[4] Haberichter, T., Mädge, B., Christopher, R. A., Yoshioka, N., Dhiman, A., 
Miller, R., ... & Dowdy, S. F. (2007) A systems biology dynamical model 
of mammalian G1 cell cycle progression. Molecular systems biology, 3(1), 
84 

[5] Conradie, R., Bruggeman, F. J., Ciliberto, A., Csikász‐ Nagy, A., Novák, 
B., Westerhoff, H. V., & Snoep, J. L. (2010) Restriction point control of the 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 21 – 

mammalian cell cycle via the cyclin E/Cdk2: p27 complex. The FEBS 
journal, 277(2), 357-367 

[6] Herajy, M., Schwarick, M., & Heiner, M. (2013) Hybrid Petri nets for 
modelling the eukaryotic cell cycle. In Transactions on Petri Nets and Other 
Models of Concurrency VIII (pp. 123-141) Springer, Berlin, Heidelberg 

[7] Abroudi, A., Samarasinghe, S., & Kulasiri, D. (2020) Towards abstraction 
of computational modelling of mammalian cell cycle: Model reduction 
pipeline incorporating multi-level hybrid petri nets. Journal of theoretical 
biology, 496, 110212 

[8] Nagasaki, M., Matsuno, H., & Miyano, S. (2006) Simulation-based 
validation of the p53 transcriptional activity with hybrid functional Petri 
net. In silico biology, 6(1, 2), 1-13 

[9] Akçay, N. İ., Bashirov, R., & Tüzmen, Ş. (2015) Validation of signalling 
pathways: Case study of the p16-mediated pathway. Journal of 
bioinformatics and computational biology, 13(02), 1550007 

[10] Bashirov, R., & Akçay, N. I. (2018) Stochastic Simulation-based Prediction 
of the Behavior of the p16-mediated Signaling Pathway. Fundamenta 
Informaticae, 160(1-2), 167-179 

[11] Ehrenfeucht, A., & Rozenberg, G. (2007) Events and modules in reaction 
systems. Theoretical Computer Science, 376(1-2), 3-16 

[12] Ehrenfeucht, A., & Rozenberg, G. (2004, December) Basic notions of 
reaction systems. In International Conference on Developments in 
Language Theory (pp. 27-29) Springer, Berlin, Heidelberg 

[13] Azimi, S., Iancu, B., & Petre, I. (2014) Reaction system models for the heat 
shock response. Fundamenta Informaticae, 131(3-4), 299-312 

[14] Barbuti, R., Bove, P., Gori, R., Levi, F., & Milazzo, P. (2018, September) 
Simulating Gene Regulatory Networks using Reaction Systems. In CS&P 
(Vol. 2240) 

[15] Mehraei, M., Nagy, B., Akcay, N. I., & Tüzmen, Ş. (2019) Potential 
Therapeutic Modalities of Reawakening Fetal Hemoglobin Simulated by 
Reaction Systems. Acta Polytechnica Hungarica, 16(3) 

[16]  Vermeulen, K., Van Bockstaele, D. R., & Berneman, Z. N. (2003) The cell 
cycle: a review of regulation, deregulation and therapeutic targets in cancer. 
Cell proliferation, 36(3), 131-149 

[17]  Lodish, H., Berk, A., Kaiser, C. A., Kaiser, C., Krieger, M., Scott, M. P., ... 
& Matsudaira, P. (2008) Molecular cell biology. Macmillan 

[18]  De Souza, C. P., & Osmani, S. A. (2007) Mitosis, not just open or closed. 
Eukaryotic cell, 6(9), 1521-1527 



N. İ. Akçay et al. Reaction Systems for Modeling and Validation of Biological Signalling Pathways:  
 G1/S Checkpoint of the Cell Cycle 

 – 22 – 

[19]  Karam, J. A. (2009) Apoptosis in carcinogenesis and chemotherapy. 
Netherlands: Springer 

[20] Alberts, B., Johnson, A., Lewis, J., Raff, M., Roberts, K., & Walter, P. 
(2008) Chapter 18 Apoptosis: programmed cell death eliminates unwanted 
cells. Molecular Biology of the Cell (Textbook) 5th ed. New York: Garland 
Science, 1115 

[21] Kerr, J. F. (1965) A histochemical study of hypertrophy and ischaemic 
injury of rat liver with special reference to changes in lysosomes. The 
Journal of pathology and bacteriology, 90(2), 419-435 

[22]  Lim, S., & Kaldis, P. (2013) Cdks, cyclins and CKIs: roles beyond cell 
cycle regulation. Development, 140(15), 3079-3093 

[23]  Malumbres, M., & Barbacid, M. (2009) Cell cycle, CDKs and cancer: a 
changing paradigm. Nature reviews cancer, 9(3), 153-166 

[24] Kastan, M. B., & Bartek, J. (2004) Cell-cycle checkpoints and cancer. 
Nature, 432(7015), 316-323 

[25] Bertoli, C., Skotheim, J. M., & De Bruin, R. A. (2013) Control of cell cycle 
transcription during G1 and S phases. Nature reviews Molecular cell 
biology, 14(8), 518-528 

[26] Bartek, J., & Lukas, J. (2001) Mammalian G1-and S-phase checkpoints in 
response to DNA damage. Current opinion in cell biology, 13(6), 738-747 

[27] Wang, Y., Ji, P., Liu, J., Broaddus, R. R., Xue, F., & Zhang, W. (2009) 
Centrosome-associated regulators of the G 2/M checkpoint as targets for 
cancer therapy. Molecular cancer, 8(1), 1-13 

[28] Löbrich, M., & Jeggo, P. A. (2007) The impact of a negligent G2/M 
checkpoint on genomic instability and cancer induction. Nature Reviews 
Cancer, 7(11), 861-869 

[29] Peters, J. M. (1998) SCF and APC: the Yin and Yang of cell cycle 
regulated proteolysis. Current opinion in cell biology, 10(6), 759-768 

[30] Ciosk, R., Zachariae, W., Michaelis, C., Shevchenko, A., Mann, M., & 
Nasmyth, K. (1998) An ESP1/PDS1 complex regulates loss of sister 
chromatid cohesion at the metaphase to anaphase transition in yeast. Cell, 
93(6), 1067-1076 

[31] Coller, H. A. (2007) What's taking so long? S-phase entry from quiescence 
versus proliferation. Nature reviews Molecular cell biology, 8(8), 667-670 

[32] Brijder, R., Ehrenfeucht, A., Main, M., & Rozenberg, G. (2011) A tour of 
reaction systems. International Journal of Foundations of Computer 
Science, 22(07), 1499-1517 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 23 – 

[33] van Keulen, G., Siebring, J., & Dijkhuizen, L. (2011) Central carbon 
metabolic pathways in Streptomyces. Streptomyces: Molecular biology and 
biotechnology, 105-124 

[34] Ivanov, S., Rogojin, V., Azimi, S., & Petre, I. (2018) Webrsim: A web-
based reaction systems simulator. In Enjoying Natural Computing (pp. 170-
181) Springer, Cham 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 25 – 

Routing Performance and Continuous Session 
Reliability 

Stefano-Niko Orzen, Levente Kovács 

Óbuda University, Bécsi út 96/b, H-1034 Budapest, Hungary 
stefano-niko.orzen@phd.uni-obuda.hu, kovacs.levente@nik.uni-obuda.hu 

Abstract: This paper presents the research we have performed on networking technology as 

a review and summary of our doctoral study. Our work’s use is to define real-time 

communications that are transmitted across the Internet, and we have developed a high-

resolution work concerning the logic that underlies the routing phenomenon. Routing 

features were analyzed with respect to current trends and demands that imply the 

usefulness of resources. Much research exists and is constantly being developed for routing 

technology at fine grain or grosser scale. As the world needs more and more a means to 

make way and find paths through the millions of interconnected devices, we have proposed 

a fault-tolerance methodology that implies reasoning, as well as a concise requirement 

engineered approach for ensuring QoS. In quality of service, there is the discrepancy of 

knowing that resources are available and are constantly kept as reserved while different 

autonomous systems suffer from inadequate resource pooling as a whole. Measurement 

units such as bits/second, erlangs, and other quantifiable data units have been enabled for 

the measurement of given networking ability. These abilities are properties of 

infrastructures or network segments in being capable to send data and all of them fail in 

front of the dynamic nature of the Internet. As it will be presented, our approach shows that 

all these units can be more understandably put to use if Queueing Theory, Markov Chains, 

statistical evaluation, and inter-momentary discrete events are analyzed for the exact 

context or case that requires an optimal routing decision. 

Keywords: real-time; communications; infrastructure; session; measurement 

1 Introductory Notes 

The scientific world of computer networks has managed to enable and met a 
multitude of criteria for requirements that underlie various aspects of how real-
time processes work [1]. However, when it comes to reliable communications 
with continuous availability and fault tolerance, there is a significant shortage of 
methods that should ensure the correct functioning of related processes. 
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In this study, the possibility of tolerating intermediate failures that may occur in 
persistent route transmissions was developed while mainly focused on what can be 
achieved by adjusting equipment’s performance parameters that enable real-time 
processes. 

Routing equipment holds a central role in information transmissions, and it 
imposes the use of minimum and maximum limits that shape the communicated 
data volume through the information media. 

The simplest way to represent data communications is provided by the ratio 
between the transmitted bits per time-frame, and the given value stands as basis 
for the entire development in data communications. 

Real-time communication is a separate field that depends on much more 
sophisticated and demanding criteria than regular or average Internet and network 
transmissions [2]. All this is due to the fact that the mechanisms of the protocols 
considered common have no time limits for transmitting data, and all research in 
their direction has been aimed at providing performance that does not disturb 
users of network services. However, in real-time, things are much more complex 
because the data transmitted between two entities in real-time must reach their 
destination within a time limit set priorly by the protocol that connects the 
requesters of such a process. 

Persistent routing is defined as a problem because it is a network phenomenon that 
implies a directly generated process that can be affected by overloaded networks 
that have the timely delivery possibilities reduced [3]. 

Bandwidth does not impose difficult problems in the world of data transmission. 
Factors that lead network segments’s overload are critical issues where network 
availability, robustness and reliability are assigned as properties [4]. 

Due to the vast number of elements that form real-time communications, the 
functional chaining of various stages and thresholds (from one level of OSI 
communication to another) requires the association of indices and parameters to 
help formalize the analysis of communication performance. In [5] these metrics 
are defined by their importance in streamlining data packet transmissions, having 
a pivotal role in optimizing communication processes. In the following table, we 
present the in-cause metrics together with their brief description, these being a 
basis for the developed solutions that are claimed in this article. 

Table 1 

Performance metrics 

Metric Definition 

C Servers capacity to take over tasks 

λ Arrival rate of workloads to servers for processing 

r Waiting time for tasks are in processing centers 

R Response time for tasks that are being processed 
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T Time to complete the processing of tasks that reside in processing centers 

U 
Utilization degree of processing centers in relation to the arrival rate of 
workloads 

S Processing time of the computing station 

X 
The volume of tasks processed in the entire point-to-point communication 
process 

D Volume of tasks/loads that are dropped due to network anomalies 

Optimizing real-time communication requires a concise knowledge of the various 
causes and problems that can occur in the interconnection of large data networks, 
and for the processes of real-time sessions, numerous research and studies have 
been undertaken such as [6], [7], [8] and [9]. 

Generally, researchers have presented real-time transmissions as functional, but 
current studies have shown a viable way to assign routing possibilities and choices 
for trust and fault tolerance. Most proposed solutions are slight improvements of 
existing technologies, these being presented in the state-of-the-art research stage 
of this thesis. 

Since the contributions that are claimed in this study have the role of completing 
the field of computer networks, we will present in the following paragraphs the 
level at which the original contribution is suitable to the real-time transmissions 
organized by the OSI model (Table 2) ruleset. 

The OSI model is the basic theoretical formulation of any communication 
network, which is defined correctly and is also conformant to ISO standards.     
For defined networks that use the OSI model rules, there are some specified 
criteria that need to be met, all this being imposed to achieve the goal set by the 
creators of the infrastructure in question. 

The most intense researched criteria are fault tolerance and reliability, properties 
derived from the availability of resources, the robustness of programs that form 
communication protocols, and the integrity of the information communicated 
through hybrid environments [10]. 

In Table 2, a comparison between the classic model of open systems 
interconnection and the OSI model that is complemented with a proposed 
Interaction layer is presented. The Interaction Layer is considered an improvement 
because the logic of the original OSI model needs a more thorough grasp of the 
newly developed technologies’ requirements. 

In essence, this additional layer is a methodology through which we propose the 
analysis of the interactions between equipment and network protocols that act as 
an autonomous assembly with the role of achieving certain performances.         
The signals and the network equipment forwarded traffic lead to a global network 
and system functionalities. The numerous actions and reactions of the existing 
assemblies from interconnected global structures are dependent on the 
performances of existing devices and environments. 
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Table 2 

Interaction layer integration in the OSI model 

The Classic Open Systems 
Interconnection Model 

Complete Open Systems Interconnection 
Model 

Notes on the operation of each level in the 
model 

Mentions about the benefits of completing 
the model 

Application Application 

It provides high-level access mechanisms 
and protocols for users, ensuring 
applications’ operation through networks 
based on Internet Protocol addresses. 

It allows the abstraction of resource 
requests, which are transparent for 
computing technology users. 

Presentation Presentation 

Implemented to facilitate the process of data 
transmission between computing systems 
that use different data representation 
methods. 

It is possible to communicate using various 
data representations in a computational 
platform that understands the 
communication protocol’s application. 

Session Session 

Create administration possibilities and a 
semi-dialogue between remote points in the 
network, ensuring a functional software 
system design. 

The protocol’s analysis through the 
commands that facilitate its diagnosis is 
supported. 

------------------------- INTERACTION 

------------------------------------------ 

It requires an analysis and diagnosis of the 
technical state of operation of a network and 
completes the other logical levels through 
methods and mechanisms of control over 
dependencies, these being critical aspects in 
ensuring optimal operation on the correct 
use of network resources. 

Transport Transport 

Fragments the data and ensures its 
transmission. At this level there are also 
protocols for directing and organizing 
traffic from very wide environments, with a 
very high data flow and degree of 
connectivity. 

Implements the rules of the proposed 
communication protocol for data 
transmission over extended networks. 

Network Network 

Assigns network addresses and also ensures 
higher levels of the correct configuration of 
Levelsor 1 and 2. 

Ensures the allocation of arguments 
depending on the active network identifiers 
and how to manage those identifiers in the 
software platform created by the proposed 
protocol. 

Data Link Data Link 

Ensures the correctness of the physical 
implementation through an electronic 
connection between the equipment. At this 
level, hardware-coded addresses (e.g. MAC, 

Supports communication protocol and 
software interface with efficient and correct 
logical implementation. 
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IMEI) are registered in the records of the 
equipment that will support the other levels 
of communication. 

Physical Physical 

Ensures proper implementation of hardware 
and physical connections (e.g. ethernet and / 
or fiber optic, wireless, satellite cablinge). 

Allocates physical resources for data 
transmission and computation with related 
technical limitations. 

As an example of the multitude of interactions that can exist in real-time 
communication processes, we mention the waiting times of data packets in 
session-level transmissions that terminate a faulty connection. In connection-
oriented communications, data packets must be acknowledged by routers that 
transmit them and by the computers that are the transmitters and receivers of the 
in-cause packet. 

Data packet verification and control algorithms require routers to store data in 
their memory until they receive acknowledgments of their receival from the points 
to which they were transmitted. If a router is overloaded and cannot send session 
packet confirmation messages in a timely manner, the equipment that waits for an 
acknowledgement can retransmit the in-cause packet/s and wait again for 
acknowledgements, or it can actually give up on all unconfirmed packets. 

2 State of The Art Technology Correlation and 
Current Trends 

There are many dysfunctionalities that can disrupt the operation of persistent 
routes through which session data is transmitted in real-time, these having various 
methods for acting on real-time processes. In the performed documentation 
process, we have distinguished a multitude of negative effects that can disrupt 
these demanding transmissions from a qualitative point of view [11]. In general, 
the adverse effects result from parameters based on time quantification, especially 
for equipment that does not fall within the upper and lower limits of 
synchronization of end-to-end communications [12]. 

When data packets are not transmitted in optimal intervals, a multitude of 
blocking actions that affect persistent routes occur [13]. These blocking actions 
have as a theoretical explanation the incoherent access to the memories of the 
communication equipment [14], the latter not being able to execute the 
instructions of the real-time protocols in the necessary time intervals that are set as 
criteria by the performance metrics. Communication times facilitate the creation 
of time windows to streamline the flow of information through networks [15] and 
in real-time sessions, these space propagation windows are the continuous 
chaining of data packets. 
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In the studies undertaken by various authors such as [16], [8], and [17], various 
notations are used to express the usage of time as a finite interval in the 
transmission of amounts of information through routing media. Throughout this 
document, a multitude of notions are presented and each variation or resemblance 
will be pointed out to emphasize the context in which they were introduced. 

The synchronization algorithm we propose as a contribution alongside the OSI 
interaction layer is applying a temporal evaluation by which the chosen 
transmission paths are considered the best decisions to continue a real-time 
process in an active state. 

Network equipment synchronization is applied worldwide and generally, UTC 
standardizations allow a realistic approach to handling time interval indices from 
data packets. What has not been considered so far in the case of real-time sessions 
traversed routes is that the fault tolerance of a disturbance from a segment that’s 
performing the transmission can be achieved by transmitting data on a segment 
capable to take over the initial transmission and which at the same time respects 
the criteria to transmit the information of the decommissioned segment.              
To highlight this fact, in the following paragraphs the composition of the designed 
algorithm is presented in order to establish the continuous transmission 
performance of persistent routes, a component that operates from the perspective 
of three main indices that we have defined, namely T, t and t’. 

An allocated time T is considered the starting point for data packets from source 
to destination. In communications between two entities this time T is unique for 
both entity 1 and entity 2 because real-time telephony, video, and data 
transmissions can be from both participants of the communication process at the 
same time. A time limit allocation t follows, limit in which the actual time to 
transmit the data from one point to another is framed while the time unit t' 
includes the time required to communicate on alternative routes data that can only 
be transmitted during a normal operating time limit t. These notions are presented 
in the following listing because they are used in this document to describe various 
stages of communication performance processes in the application of the 
contributions and solutions that are proposed: 

1) T = global time for entities participating in the real-time communication 
process; 

2) t = time required to transmit data between the entities participating in the 
communication process; 

3) t' = time required to transmit data from the transmission process on an 
alternate route. 

Performances based on time are a part of the characteristics of the developed 
synchronization algorithm, along with the condition that these need to be satisfied 
by the devices that will act when failures appear in real-time communications. 
Routers and switches perform in accordance with the rules of the communication 
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protocol by which the data is guided on different routes and together with the 
technology types, they represent a whole of information that is part of the 
communication process. The proposed algorithm acts at the logical level of the 
OSI model and for fault tolerance to happen, we will mention gradually the 
protocol operation mode in the following listing. 

• step 1: the network faulty router or region is identified by the remaining 
active devices (those found in the vicinity of the defective equipment) of 
the real-time communication process; 

• step 2: the remaining active routers consult the parametric data of the real-
time communication process; 

• step 3: the parameters necessary for real-time communication for an 
alternative route are set (time t' defined between two approximate limits); 

• step 4: the router lists the neighboring active routers found still in 
operation, the prior hop to the faulty equipment; 

• step 5: the pre-fail node router communicates to the neighboring routers the 
request to find a path to the subnet or the destination endpoint of the 
communication process, provided that the route to be selected respects the 
required performance criteria namely time t'; 

• step 6: if multiple positive responses from routers are received, the next 
step proceeds with choosing the router that corresponds most optimally 
with the criteria of correct communication time usage and most correct 
operational usage history; 

• step 7: the data is communicated to the router, which can provide the 
necessary time t' to be contained in the T global time necessary for real-
time communication between the endpoints of the persistent route; 

• step 8: endpoints confirm the receival of data packets and continue 
transmitting without interrupting the communication process; 

Real-time communication protocols of the OSI session layer are considered from 
the design stages [18] as having a minimum requirement of resources to transmit 
data. In this manner, T global time and interval t can be obtained from the 
technical specifications of protocols. The problem given by persistent routing 
(Fig. 1) has time t' as a resolution for communication conflicts in routing. This is 
because that although a segment can be out of order, or even entire networking 
regions that include classes of IP addresses and subnets that can be 
decommissioned, there are alternative routes that fall within the limits of t’. 

Having time frames measured and incorporated by the transmission process, the 
averages of transmission units allow the observation of the logical coordination 
from transmission equipment [19] which is more difficult to achieve due to the 
complex functional dynamics from computer networks capable of real-time 
communications. 



S.-N. Orzen et al. Routing Performance and Continuous Session Reliability 

 – 32 – 

The synchronization algorithm and the interaction concept are two solutions that 
protocol communication rules can implement. Any communication protocol 
requires optimal algorithmic coordinated agreements that are beneficial to good 
data flows through interconnected media [20] and for real-time transmissions, the 
procedure for tolerating faults that we have created is embedded in the protocol 
logic from Fig. 2. 

 

Figure 1 

Mapping time requirements 

The notions from Fig. 2 are defined to present the essential points for the selection 
process of an alternative route through which fault tolerance of real-time sessions 
may occur. These are very closely linked in terms of data packet parameters, and 
because networks function on a general basis, the problem is given by the 
possibility of the networking environment to sustain multiple transmissions with a 
high degree of qualitative criteria. 

The TTLs, TCP sequences, time windows, and checksums are represented in the 
diagram from Fig. 2 in the form of a relation X = N / R, where the indices are 
logical correspondents to the operation of the computational assembly.              
The assembly functions as analysis through which performance is parametrically 
adjusted at the equipment level, the latter being a component, part of a multi-
device cooperation that’s guided by the real-time communication protocol of the 
session layer. This was mentioned because not all sessions have a real-time 
runtime. Depending on the type of application (eg. broadcasts, multicast and 
control terminals), various mechanisms such as character type devices [3] and 
those of type intermediate memory block are allocated for protocols that can 
trigger the data packets of communication sessions with a high waiting time. 

Alternative routes are selected to continue an affected transmission on certain 
network segments. This is the main validation method of the proposed solution. 
As communication routes exist as being available in various intermediate 
networks, through these routes data packets can be transmitted by the persistent 
routing protocol. To be taken into account is that the alternative route to be chosen 
(the one that complies with the allocation criteria t’) is to promote the immediate, 
continuous operation of the transmission process. 
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Figure 2 

Protocol logic with functional dependencies 

Routers have a multitude of ways to allocate alternative segments, but in the 
process of allocating a communication that will include t', this allocation is made 
following an autonomous decision taken by the network based on the parameters 
of the communication protocol. Thus, the entire process of allocating alternate 
segments will include the number of existing segments of the router that’s 
adjacent to the affected one, plus the first neighbors of that router. 

The definition of the selection range is given by the fact that the topologies, 
functions, and protocols for renewing routing tables are implemented to make the 
choice of shortest paths from extended networks, a mode of operation without 
which Internet traffic could not run [14]. 

Continuing is the presentation of the selection process for route ranges that can be 
considered alternative segments. When renewing routing tables, data traffic 
management equipment provides a new index with all the existing segments that 
are active. This index contains the number of routes that can be selected to 
forward packets to other devices, routes that can include service types, and 
continuous streams. The results presented in this section represent the 
synchronization algorithm applied on the simulated routing contexts, contexts in 
which the obtained performances indicate a degree of reliability that can be 
assigned to the algorithm. 
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The measurement metrics for the waiting times in networks stand as a base for the 
developed synchronization algorithm. The algorithm is demonstrated with its 
usefulness based on the defining components of any persistent routing process, 
namely the network search space and the criteria for allocating a route for 
transmission. 

In the following notations, we present the identification of the two components 
necessary for the operation of the process. They are listed because it is necessary 
to understand the choice of the alternate forwarding route from a multitude of 
available alternative routes. 

 Q = available route; 

 (Q1 .... Qn) = the selection space composed of the available routes that can 
offer the choice of an alternative route that has the corresponding 
requirements; 

 (Q'1 .... Q'n) = limited space to allocate a resource after performing the 
appropriate requirements analysis; 

 Q' = restricted space for the allocation of a communication route; 

 q = chosen route; 

 f (q) = Q → Q' => q = route chosen for routing reorientation; 

Because the analysis of alternate segments depends on the availability of 
resources, the definition of routing criteria in the protocol that establishes the 
agreed-upon communication rules is mandatory [21]. From this step, taking into 
account a search space that includes equipment adjacent to disrupted routers is the 
deductible possibility of continuing the transmission. In defining the search space 
of links to be chosen are also the fundamentals of dynamic communication from 
computer networks present due to the logical structure of routers. 

It is necessary to understand from the measures defined for the identification of 
methods that will serve as a solution in reorienting transmissions is that the 
measurement indicts have dependencies between them. These dependencies are 
formulated to allow the choice of a route q. By using the relations (1) and (2) from 
[5] we have defined the choice process of route q from the value pool Q'1 .... Q'n, a 
pool that results from the evaluation of the selection space Q1 ... Qn. These 
relations impose the general performance conditions that the new communication 
route must meet once the functional process provides numerical runtime indicts 
that will later be used as a comparison template. 

N =  X/R     (1) 

U = X*S     (2) 

The conditions mentioned by the degree of throughput X, together with the use of 
transmission points U, allow the deduction of the selection space Q'. Given that 
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the component transmission time must be met as an operating requirement, q is 
selected after defining the criteria from formula (3). 

q=  (X*S)/T     (3) 

S represents the service time of the work tasks being multiplied by the throughput 
degree X, a divisible product with extra workload time T that results in the 
identification of the point that can continue the transmission. The point of 
rerouting is primarily setup with the previous throughput parameters, having a 
node service time within the service limit and an optimal choice for transmitting 
data at T time intervals. 

3 Contributions and Related Work 

From the domain literature, where we can also give an example [22], two main 
branches can be distinguished as fundamental research, namely, the one focused 
on the probabilistic mathematics of Markov Chains and that of linear algorithms 
in Queueing Theory. In this study, we present the contributions through the prism 
of both theoretical formulations for analyzing information flows and we have 
developed the research stages according to the results found in the bibliography. 

For a concise understanding of real-time communications, formula (4) 
simplistically describes real-time transmissions in terms of measured time, which 
is relevant in determining the communication time of a transmission protocol 
defined as having real-time actions. The notion of time in data communications is 
defined as global or individual per equipment and communication segment.     
This is how we write down the time T as the global time and t as the individual 
communication time per segment. 

 

In relation (4) T represents the overall communication time between the endpoints 
(data transmitters and receivers) of the real-time communication process and t 
represents the communication time of each segment s. The summation of 
communication times forms the process in question, where T is presented as a 
result because the summed times of each segment with a communication 
performance t must be limited and by reducing the amount of time with a quanta 
“1”, a real value is obtained that does not tend towards infinity in transmission. 
Noted with Xs is the ability to pass a threshold directly related to global time T 
because only the generated packets that successfully meet the performance criteria 
are taken into account to calculate protocol-guided transmissions. 

Real-time transmissions require an increased priority when communication media 
create them, these having as a requirement the fulfillment of two features with 
high significance. Firstly, real-time communications differ from typical Internet 
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transmissions in that they require optimal correlation of transmission frames from 
segments with the general process of connecting the transmitter and receiver 
directly. This comes naturally as a deduction that synchronous algorithmic 
chaining is necessary for the fluidization of communications between endpoints 
[23]. Secondly, communications between endpoint entities require that protocol 
rules be considered concisely for session-level transmissions [24]. As a conclusion 
for the two mentioned functionalities, we mention that the communication rules 
guide all aspects of the operation of OSI session layer communications in real-
time. 

The created algorithm is designed to find an adjacent route that can meet the 
faulty/overloaded router's initial performance requirements on the network.       
For this action to happen, it implies an operation given by using the initial 
transmission times and the measurement of the adjacent segments’ response time 
to define the route selection pool. Then, the transmission trip times to the 
destination are compared with the functional prior time values, and the next step 
in the algorithmic analysis is performed, namely the comparison of the optimal 
historical operation between the routers that are adjacent to the defect route.     
The granular metrics perform the comparison between routers operations and the 
adjacent segments pointed below. These are weighted to obtain uniform routing 
(without variations) for the persistent route that is to be further operated. 

• Na(t) = random process corresponding to the number of clients generated 
by the source (which arrive at the entrance to the service system); 

• Nd(t) = random process corresponding to the number of customers leaving 
the service system; 

• NL(t) = random process corresponding to the number of customers rejected 
by the service system; 

• λef = the effective rate of customers entering the system; 

• Nq(t) = random process corresponding to the number of queued requests 
(en. queue), which are of a maximum length q; 

• Ns(t) = random process corresponding to the number of in-service requests, 
in the “s” system servers; 

The metrics that have the largest weight in the comparison process are Nq(T) and 
Ns(T), which show the size of the queues and the processing speed of data packets. 
The calculation in question significantly influences the selection probability of an 
adjacent network node because it considers the operations that are immediately 
necessary for continuing the persistent route. All this also implies the possibility 
that adjacent links can enter blocking states. 

The routing reorientation process contains handshakes with neighboring routers 
[25], which before establishing an agreement they confirm if they can meet the 
requirements of real-time data transmission [17]. This requirement’s 
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accomplishment implies that routing is performed persistently on a new path 
chosen by equipment from the chosen equipment set to transmit the priority data. 

In transmission media, time synchronization has a very basic role in highlighting 
the real-time process, which requires proper operation due to the proper 
management of networks. With time frames measured and embedded in the 
transmission process, the transmission media allows the observation of the 
transmission equipment's logical coordination, which in computer networks is 
more difficult to achieve due to complex functional dynamics. Through this 
possibility, the synchronization algorithm also allows dynamic management of 
network resources, which is a possibility that does not exist in alternative solutions 
that tolerate network faults. 

An analysis of network devices' operation and the behavior of data flows was 
performed so that the relation between components that create real-time processes 
can be clear and obvious. We have defined relation (5) in order to achieve a 
uniform time-based classification for packets that are transmitted between 
adjacent routers and are partially reoriented in a session-level process. 

 

Expression (5) is the mathematical representation of the synchronization algorithm 
we propose. It is a cooperation of algorithmic embedded rules found in a protocol 
to reorient packets in routing pools by adjusting parameters related to the 
uniformity and beneficial correlation of the interactions which happen between 
network components. 

In Fig. 3 we have illustrated the usefulness of relation (5) that has as a 
fundamental idea the functionality unification of the standard parameters that can 
meet real-time communication criteria for tolerating errors and malfunctions in 
transmitted sessions. We have used an ordering of functions in the light of Venn 
diagrams because each network and communication system that is transited 
requires its own operation and standardization through protocol rules. From this, 
we deduced that once a transmission medium is able to route data in real time it 
can contain sufficient communication resources through adjacent devices to 
satisfy the criteria of routing paths and distance vectors. These, in turn, can be 
completely differently when infrastructure subnets routers, and switches are 
disturbed. Data units make use of various parameters for rerouting packets in case 
intermediate defects occur [26] and for the formulas illustrated in Fig. 3 to be 
clearly transposed in the real world of computer networks, we mention that time t’ 
from relation (5) must be understood as a component of the set given by the value 
range Q and service rate S. 

In the following paragraphs, we will detail the intersection formed in relation (5) 
for running a communication protocol that we have logically defined to perform 
the synchronization algorithm proposed as a solution. 
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Relation (5) contains the following performance metrics: 

• λef = the effective rate of requests entering the system; 

• τ = random variable that represents the actual service time; 

• Nq(t) = random process corresponding to the number of range queue 
requests of maximum length q; 

• Ns(t) = random process corresponding to the number of requests that are in 
service, in the s system servers; 

• t = the communication time between two network hosts and/or the 
endpoints that form the real-time communication process; 

• Q' = segments adjacent to the affected one, which met the necessary 
parameters to be able to take over real-time data communications; 

The solution is described mathematically in relation (5) and it represents the 
details of the brief presentation from the introduction. The approach is complex.  
It contains a multitude of network mechanisms, functions, parameters, and metrics 
that operate interconnected computer networks only up to the OSI model's 
network level [28]. In order for the proposed protocol, the synchronization 
algorithm, and the interaction mechanism to be usable in networking 
environments, the following mentions are deduced: 

• The performance metrics that we have studied as methods to impose the self-
adaptation of communication parameters need to be included in the protocol 
so that it can gradually analyze parameters and performance limits of routing 
devices; 

• The self-adaptation of the communication process to the actual necessary 
rerouting feature must be carried out within the negotiated time limits, 
primarily to comply with end-to-end agreements and secondly to be 
applicable in terms of times τ and Nq(T); 

• The functions defined by the basic protocols of computer networks must be 
used in the decision making process for mitigating the in-cause disturbances, 
these being based on the specifications of mechanisms that use performance 
indices which are implied in reorienting tcp datagrams; 

The three points mentioned above are a highlight of computational interactions.  
In essence, they aim to formalize for the real-time transmission process what the 
communication protocol needs to do to mitigate possible disruptions of damaged 
transmission [29]. 
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Figure 3 

Visualization of the performance analysis of the algorithm [27] 

 



S.-N. Orzen et al. Routing Performance and Continuous Session Reliability 

 – 40 – 

Because interaction has a well-defined role (as a concept) in categorizing actions 
from networks, we considered that each event (action and reaction) could be 
integrated with a beneficial purpose in analyzing of traffic problems and in 
particular in the analysis of stability and trust. 

The lead author of the OSI model specified for ISO a layered organization of 
functional dependencies that aims to determine the technical requirements of 
transmissions performed between various network points and with different 
services. These requirements mainly need a correct operation of each previous 
layer to meet the performance requirements of the level at which the analyzed 
service is. If layer 6 presentation requires real-time data, all infrastructure 
(physical data link and networks) and logical (session and transport levels) criteria 
must be met according to the presentation layer service specifications. These can 
be generic (e.g. the bit length of an IP packet), but routing in itself is created as a 
process by the need to provide the solicited resources of the application/program 
in question. 

For the session layer of the OSI model, there are many mechanisms that make use 
of several protocols at once [30]. These make general use of tcp level variance 
agreements to provide for session routing processes the performances that routing 
devices have available. For example, the 3-way handshake also requests an 
acknowledgement for a transmitted data packet in order to assure the sender of the 
data packets that they have been received. Another example is the agreement of 
the SIP protocol with 8 directions, in which every step of the initiation in question 
requires a confirmation, an acknowledgment used also for maintaining the 
established data flow. This maintenance is necessary for the dimensioning and 
structuring of fragmented and transmitted data packets [31]. Examples of 
technologies and mechanisms that require multiple correct operations in real-time 
are VPN, IPsec, RTP, and in general any connection-oriented transmission to 
which quality requirements apply. 

Since overlapping OSI requirements have a way to gradually edify each 
technology that will be part of a transmission with specific attributes, the 
anomalies that may occur through disfunctions of protocol agreements are those 
that indicate the significance of parameters in certain contexts. There are cases 
where the parameters are generic, but these parameters are the most important for 
guaranteed quality of service. For example, the arrival and processing times of 
data packets indicate the speed of execution for processing centers [32], which is a 
current research topic [33]. To emphasize these things, we wanted to describe as 
accurately as possible from a logical and mathematical point of view the operation 
of sessions in real-time. This description was presented throughout this article by 
explaining and representing the functionality of real-time session generation 
processes and their maintenance in an active state with an optimal runtime. 
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Conclusions 

The ideas outlined in this paper involve a theoretical comprehensive consideration 
on the technological ensemble through which persistent routing is performed, 
allowing the attribution of the reliable communication characteristic. Ensuring a 
real-time communication process to be as part of reliability and dependability 
values is given by the analysis on routing resources through which disruptive 
effects are mitigated, and routing is maintained as functional after the usage of 
routes that were selected in performance terms. 

Being a solution that must be adapted to the field of communication networks and 
in particular to the international norms applied at a global level, the presentation 
of the concept of interaction requires the analysis and troubleshooting of OSI 
session-level malfunctions through the synchronization algorithm. It is operated 
by performance metrics that are in accordance with the protocol rules for the 
formation of transmissions. The protocol ruleset was created and analyzed both by 
technical comparisons and by concrete analyzes of unitary equipment and 
networking environments. They are described in the study as a necessary criterion 
in fulfilling fault tolerance of real-time failures. 

Any communication protocol makes use of functional criteria for both guaranteed 
transmissions in terms of quality, as well as for communications based on 
retransmission algorithmic efforts. In this way, the operating criteria were 
established by using routing indicatives that can be optimized with the desired 
parametric specification. 
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Abstract: Reliability, maintainability, and availability analysis of Computerized Numerical 

Control Machine Tools (CNCMT) is vital as they are widely used in manufacturing 

industries for mass production. This paper proposes a generalized framework for Time-

Between-Failure (TBF) and Time-To-Repair (TTR) data analysis, integrated with Markov 

chains for estimating the system’s Steady State Availability (SSA). A case study of a typical 
CNCMT illustrates the applicability and the effectiveness of the proposed framework.     

The effect of variation of sub-systems' failure and repair rates on the availability of the 

CNCMT is studied. The critical sub-systems from reliability, maintainability, and 

availability point of view are identified. The analysis reveals that the CNCMT’s failure and 
repair rates are nearly constant and the CNCMT fails four times per year. The Lubrication 

Sub-system (LS) is the utmost severe sub-system as far as maintainability aspect is 

concerned and Turret Sub-system (TS) is the utmost severe sub-system from a reliability 

perspective. 
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1 Introduction 
Computerized Numerical Control Machine Tools (CNCMT) are the sinews of the 
modern manufacturing industry and are used for manufacturing various 
components with high precisions [1, 2, 3, 4]. They have become the heart of the 
machining industry due to their accuracy, flexibility, and productivity. Moreover, 
machining processes are highly optimized [5, 6]. A typical CNCMT consists of 
many components, and the failure of a single component can hamper the 
production of an entire workshop or manufacturing system [7, 8]. The cost of 
maintenance is high when an unexpected failure takes place [9]. Considering these 
aspects, the manufacturers of the CNCMT should give topmost priority for 
reliable and maintainable CNCMTs with a desired level of availability. 

 

Figure 1 

Configuration of a typical CNCMT [2, 9] 

The configuration of the typical CNCMT lathes that have Z and X axes driven by 
AC or DC motors through ball lead screws simultaneously is shown in Figure 1. 
The turrent may exchange tools automatically. The CNCMT is made up of several 
sub-systems such as mechanical, hydraulic, pneumatic, electronic, electric, and 
software. Chuck mounted on the spindle is a mechanical sub-system on which the 
workpiece to be machined is mounted. The servomotor through the main 
transmission sub-system rotates the chuck-spindle assembly at the required 
machining speed. The hydraulic sub-system regulates the clamping and de-
clamping of the workpiece. The cutting tool mounted on the turret moves along  
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X- and Z- axes and carry out machining operations. The cutting tool's 
simultaneous movement along the X- and Z-axes is precisely done by the 
servomotors through lead screws. The turret has an indexing mechanism and is 
capable of changing the tool automatically as per the machining operations [31]. 
Cooling, lightening, tail-stock, and pneumatic sub-systems are also incorporated 
for the ease of machining operations. The motion and operations of different sub-
systems are controlled with the help of a centralized Computerized Numerical 
Control (CNC) sub-system that is also called the heart of the CNCMT. The CNC 
sub-system consists of thousands of electronic components such as Printed Circuit 
Board (PCB), Programmable Logic Control (PLC), Cathode Ray Tube (CRT) or 
Medium Dependent Interface (MDI) encoders (for manual date input), limit 
switches, relays, Manual Pulse Generator (MPG), RS-232 serial communication 
device, and contactor switches. 

Table 1 

Sub-systems of CNCMT 

Sub-system Code Sub-system Code 

Main Transmission MT Spindle Sub-system SS 

Chuck Sub-system ChS X and Z Axis Sub-system XZAS 

Turret Sub-system TS Cooling Sub-system CS 

Lubrication Sub-system LS Hydraulic Sub-system HS 

CNC Sub-system 
CNCS 

Electrical and Electronic Sub-
system 

EES 

Swarf Conveyor SC Pneumatic Sub-system PS 

Tail-Stock Sub-system TSS Other Sub-system OS 

The CNCMT consists of several sub-systems, assemblies, and components.      
The sub-systems of the CNCMT are categorized into 14 sub-systems according to 
their functionality and dependency and reported in Table 1. The failure and repair 
data collected from the service engineers, maintenance registers and experts in the 
field are considered for the analysis. 

This paper presents a generalized framework for the reliability, maintainability, 
and availability analysis of the CNCMT. In particular, the Time-Between-Failure 
(TBF) and Time-To-Repair (TTR) data are analyzed and the proposed framework 
is integrated with Markov chains to investigate the Steady-State Availability 
(SSA). The rest of the paper is divided into four sections. Section 2 reviews the 
main published TBF and TTR data analysis frameworks and reliability analysis of 
CNCMT over the years. Section 3 presents the proposed new generalized 
framework developed for the analysis of TBF and TTR data. The selection of 
sample size for reliability, maintainability, and availability analysis of the 
CNCMT is presented in Section 4, and the analysis of the results is presented in 
Section 5. Finally, Section 6 concludes the paper. 
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2 Literature Review 
In 1976, Ferris-Prabhu and Lubart [10] proposed an analytical method for the 
reliability assessment of a system. The method extended and developed a detailed 
reliability analysis framework in 1984 conducted by Ascher and Feingold [11]. 
These modified and extended frameworks were then developed for different 
applications as per the availability of the data. Abdel-Ghaly et al. [12] presented 
various statistical tools for predicting software reliability. Kumar et al. [13] 
investigate Load Hauual Dump (LHD) machines' operational reliability using 
trend test and goodness-of-fit test. Weibull-Poisson process was developed by 
Crow [14] and applied to a complex repairable system to predict its reliability. 
Further, several simplified frameworks were developed and evaluated for the 
reliability analysis of various systems. Few to mention are: A comprehensive 
model based on the Bayesian approach was proposed by Pulido et al. [15] and 
required time-to-failure data. Kim and Yum [16] performed a simulative study to 
select appropriate distribution between Weibull and lognormal distributions for 
censored and complete data. Barabady and Kumar [17] applied a reliability data 
analysis framework to analyze the failure and repair data of a mining plant, 
present, and predict the reliability and maintainability using best-fit distribution. 
Louit et al. [18] studied numerous methods used to assess data trends and 
developed a simplified framework for TBF and TTR data analysis. Several other 
reliability data analysis and modeling frameworks considering different 
parameters are also published in the literature [19-24, 36-48]. Table 2 summarizes 
the review of TBF and TTR data analysis frameworks and models. 

Table 2 

Review of frameworks and models developed for TBF and TTR data analysis 
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Ansell and Phillips, 
1990, [36] 

             

Kumar and Klefsjo, 
1992, [37] 

             

Kumar and Huang, 
1993, [38] 

             

Kamps, 1995 [39]              

Lawless, and 
Thiagarajah, 1996, [40] 

             

Coetzee, 1997, [41]              

Kvaloy, and Lindqvist, 
1998, [42] 

             

Ziegel, 2001, [43]              

Yanez et al., 2002, [44]              

Lindqvist et al., 2003, 
[45] 

             

Samanta et al., 2004, 
[46] 

             

Wang, 2005, [47]              

Lindqvist, 2006, [48]              

Kim and Yum, 2008, 
[16] 

             

Barabady and Kumar, 
2008, [17] 

             

Louit et al., 2009, [18]              

Regattieri et al., 2010, 
[19] 

             

Lad and Kulkarni, 2010, 
[20] 

             

Castet and Saleh, 2010, 
[21] 

             

Barabadi, 2013, [22]              

Barabadi et al., 2014, 
[23] 
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Bobrowski et al., 2015, 
[24] 

             

Reliability analysis CNCMTs are being conducted since 1982. The first study on 
reliability, maintainability, and availability analysis of CNCMTs was presented by 
Keller et al. [9]. Table 3 summarizes the reliability studies on the CNCMTs, such 
as the machining center, lathe, and milling center. It can be observed that most of 
these studies have been conducted based on some particular distributions for data 
analysis, and few of them used goodness of fit tests. Therefore, there is a need to 
apply statistical tests to assess the data trends and estimate appropriate distribution 
to accurately estimate the reliability metric. Statistical tests help to identify 
anomalies present in the data, trends in the data, and the amount of samples 
required for the analysis. The field failure data often consists of outliers entered 
due to human errors and needs to be removed from the sample. Furthermore, over 
the period of time maintenance policies may be changing that if any needs to 
tranced to minimize variations in the data. Statistical tests and trend analysis 
methods are, therefore, useful for refining the field failure data. 
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The literature survey shows that the existing data analysis frameworks need 
several tests to assess the trend in the data and obtain the best fit reliability 
distribution. It can also be seen that several studies and frameworks analyze the 
data using a specific reliability distribution such as exponential, Weibull, normal, 
and lognormal. There is a need to develop a generalized framework for modeling 
the failure and repair data. Most of the frameworks are applicable for the system's 
binary state and not Multi-State System (MSS). Several reliability analyses 
assume that the system has binary states (either working or failed). It is also 
essential to consider the system degraded states whenever necessary to get 
detailed failure characteristics and their associated impact on the system.          
The accuracy of the predicted reliability depends on the sample size, i.e., the 
amount of data available. There are very few papers describing the sample size 
selection for a known or unknown population. Therefore, it is necessary to include 
a sample size selection approach in the framework. The reliability of any system 
influenced by its four key elements: hardware, software, organizational, and 
human. Reliability and maintainability studies are often carried out using one or 
two elements, particularly hardware and software. Studies have shown that several 
incidents occur due to the mistake made by the human or policies implemented by 
the organization. Human and Organizational Factors (HOFs) significantly affect 
system reliability. Therefore, it is critical to identify and eliminate the failure and 
repair data affected by HOFs, often called anomalies. 

This paper proposes a generalized framework for failure and repair data analysis 
addressing the key concerns of the existing frameworks. It is then integrated with 
the Markov chains, and an availability model is developed for the analysis of 
CNCMT. The reliability, maintainability, and availability characteristics of the 
CNCMT are estimated. The Steady-State Availability (SSA) of the CNCMT is 
estimated, and the sub-systems that are critical from a reliability and 
maintainability point of view are identified. 

3 Framework for TBF and TTR Data Analysis of 
CNCMTs 

Several TBF and TTR data analysis frameworks were developed for modeling and 
analysis of failure and repair data [11, 17, 18]. However, these data analysis 
frameworks are complex in nature and it is suggested to conduct a large number of 
tests for trend assessment and verifying goodness-of-fit. In this context, a 
simplified data analysis framework is developed by modifying the existing one to 
make it flexible, so that it can be applied for the analysis of the selected CNCMT 
with sufficient accuracy and with reduction of analysis duration. 

The first step in reliability, maintainability, and availability modeling is system 
selection. Reliability modeling is a time-consuming and critical process and 
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therefore, it is essential to understand and define the necessity. After defining the 
system, increase the understanding level of the system and divide the system into 
different sub-systems and components based on their functionality and 
dependency. Several systems have multi-state components or sub-systems. In this 
case, the Multi-State System (MSS) approach can be used for modeling otherwise 
binary state system analysis is preferred. In the MSS approach, a clear distinction 
between various degraded states is essential. In this view, the critical information 
can be collected from the available failure and repair data, and judgments of the 
experts. 

The next step is to decide the appropriate methodology or technique for analyzing 
the data. Baye’s technique can be used for reliability modeling if the available 
data is insufficient or incomplete, or there is no data. Data of other systems, sub-
systems, or components can be used for modeling the same. Furthermore, if 
sufficient data is not available, non-parametric methods can be applied for early 
reliability prediction of the system. However, reliability prediction with non-
parametric methods is not accurate. It is used only at the preliminary stage of 
analysis. However, in critical systems, the required accuracy of the modeling and 
analysis is to be very high. In this situation, parametric methods are widely used. 
The present framework considers two stochastic processes ‘as good as new 
(perfect repair)’ and ‘as bad as old (minimal repair)’. The framework uses only 
specific and required tests for trend analysis and estimation of goodness-of-fit. 

 

Figure 2 

Generalized framework for the selection of TBF and TTR model [2, 11, 34] 

Figure 2 shows a generalized framework used for the TBF and TTR data analysis 
of the CNCMT. The proposed framework is a simple way for reliability, 
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maintainability, and availability predictors to appropriately evaluate the failure 
mechanisms and distinguish whether a renewable process or minimal repair 
process needs to be used. Graphical tests such as cumulative failure versus time, 
scatter plots of successive service lives, and analytical methods such as the Mann 
test are used for tests against RP. Methods such as Laplace, Lewis-Robinson, and 
military handbook are the most suitable for test against NHPP. 

4 Sample Size Selection for Reliability, 
Maintainability and Availability Analysis of 
CNCMTs 

This section attempts to select an appropriate sample (TBF and TTR data) of the 
CNCMT under consideration to predict the reliability and maintainability 
characteristics precisely. In this context, various terms such as the universe, 
population, and sample are defined. 

The manufacturer, SPM Toold, Ichalkaranji, India, produces three models of 
CNCMT: CNCMT1, CNCMT2, and CNCMT3 with different production 
capacities. The group of all the CNCMTs (CNCMT1, CNCMT2, and CNCMT3) is 
considered as the universe. The manufacturer told us that the CNCMT2 is the most 
popular and salable model, and they recommended we analyze the reliability of 
that model. Therefore, this paper uses the TBF and TTR data of CNCMT2. In this 
view, the group of all the CNCMT2 models produced is considered as population. 
Furthermore, the appropriate sample size can be defined as the number of 
CNCMT2 models and the amount of TBF and TTR data required for predicting the 
reliability, maintainability, and availability characteristics accurately. As the most 
significant step is to estimate the appropriate sample size (number of machines 
and the amount of TBF and TTR data) from the population. An attempt is made to 
select an appropriate sample size from the population and is as given below. 

Table 4 

Summary of sample size and data collection period for CNC assisted machine tools 

Authors Number of machine tools 
Data collection 

period 

Keller et al., (1982), [1] 35 3 years 

McGoldrick and Kullukt, (1986), [2] Lathe 69 + NC 14 1 year 

Gupta and Somers, (1989), [3] 05 types of CNC machines 3 years 

Karyagina et al., (1995), [4] 09 --- 

Yazhou et al., (1995), [5] 24 1 year 

Wang et al., (1999), [6] 80 2 years 

Wang et al., (2001), [7] 09 --- 

Dai and Jia, (2001), [8] 14 2 years 
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Authors Number of machine tools 
Data collection 

period 

Jolly and Wadhwa, (2004), [9] 04 3 years 

Wang et al., (2013), [10] 12 5 years 

Yang et al., (2015), [10] --- 3000 hours 

Waghmode and Patil, (2016), [65] 10 2 years 

Present work 50 5 years 

The central limit theorem is widely used in statistical inference. It explains the 
relationship between the shape of the population distribution and the sampling 
distribution. It reveals that if the sample size (n) is greater than 30, the shape of 
the sampling distribution takes a shape like a normal distribution [35]. Therefore, 
the central limit theorem reveals that a sample size greater than 30 could be used. 
However, the validity of the central limit theorem is verified by using the sample 
size used in the literature for CNCMT’s reliability analysis. The summary of 
sample size (number of CNCMTs) and the data collection period taken for the 
reliability analysis of CNC assisted machine tools by various researchers is shown 
in Table 4. It shows that the required TBF and TTR data of nearly 25 CNC-
assisted machine tools over almost 2 years has to be collected. The last row of 
Table 4 gives the number of CNCMT2 models and the TBF and TTR data 
collection period for the present work carried out. Furthermore, the reliability 
characteristics of the CNCMT2 are estimated using the methodology presented in 
Figure 2 for different sample sizes and given in Table 5. It is observed that 
Weibull 3P is the best-fit distribution for the CNCMT2. The distribution 
parameters such as shape parameter (𝛽), scale parameter (𝜃), and location 
parameter (𝛾) are converging as the sample size increases. 

Table 5 

Variation in reliability characteristics for Weibull 3P distribution 

Sample 
size 

No of 
Machines 

β θ 𝜸 MTBF 
Change 

in 
MTBF 

% 
Deviation 

112 5 1.0388 2177 10.41 2155   

235 10 1.0087 2067 0.42 2060 -95 -4.61 

338 15 0.9046 2062 11.54 2175 115 5.29 

466 20 0.8717 1937 12.93 2089 -86 -4.12 

601 25 0.9082 1902 11.05 2003 -86 -4.29 

693 30 0.8993 1908 12.18 2021 18 0.89 

771 35 0.8993 1880 13.08 1992 -29 -1.46 

846 40 0.8966 1903 14.16 2020 28 1.39 

928 45 0.906 1898 13.75 2004 -16 -0.80 

959 50 0.909 1895 13.23 1996 -8 -0.40 
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Table 5 (continued) 

Variation in reliability characteristics for Weibull 3P distribution 𝝈 Change in 𝝈 % Deviation 

2172   

2067 -105 -5.07 

2062 -5 -0.25 

1933 -129 -6.65 

1908 -25 -1.33 

1914 6 0.32 

1886 -28 -1.49 

1902 16 0.83 

1906 5 0.24 

1900 -6 -0.34 

Similarly, reliability characteristics such as Mean-Time-Between-Failure (MTBF) 
and standard deviation (𝜎) are also converging with an increase in sample size. 
The percentage deviation in MTBF and standard deviation (σ) is less than 1% for 
959 TBF data. It clearly shows that a sample size (959 TBF data) collected from 
50 CNCMT2 models is sufficient for reliability analysis. The shape parameter of 
the CNCMT2 is nearly equal to 1 and reveals that the failure rate of the CNCMT2 
is almost constant. Therefore, exponential distribution can be used to estimate and 
predict reliability characteristics precisely. The value of the location parameter 
(assured life) is very small, i.e., 13.23 hours, which is very small, and therefore, 
the Weibull 2P distribution can also be used for predicting reliability 
characteristics instead of the Weibull 3P distribution. The MTBF of the CNCMT2 
is nearly 2000 hrs. It shows that almost four to five failures of the CNCMT2 will 
occur per year. 

Furthermore, one more attempt is made to estimate the required sample size when 
the population's size is unknown. Equation (1) is used for calculating the sample 
size when the population is unknown [35]. The analysis is required to be carried 
out very accurately. Therefore, the standard variate (z) is taken as 1.96 for a 95% 
confidence level. The standard deviation (𝜎) of the population and sample is 
assumed to be the same and is taken as 1900 hrs (see Table 5). The acceptable 
error (e), i.e., precision is taken as ±190 hrs (10% of the population standard 
deviation). Therefore, the required sample size (TBF data) for the unknown 
population is given as follows: 

𝑛 = 𝑧2 × 𝜎2𝑒2 = 1.962 × 190021902 = 384.16 ≅ 385                                                     (1) 

The required sample size is 385. The present study uses 959 TBF and TTR data of 
50 CNCMTs operated in similar environmental conditions that are appropriate, 
and the sampling distribution of the CNCMT represents the distribution of the 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 57 – 

population of CNCMT2. In this view, the reliability, maintainability, and 
availability analysis is carried out based on the following assumptions: 

• Working temperature varies from 0° to 50° C. 

• Relative humidity is less than 75%. 

• Vibration level during the transportation is 3.5G or less. 

• Vibration level during operation is 0.5G or less. 

• Foundation precision level graduated to 0.02/0.05 mm/m. 

• Capacity of the foundation capacity is more than 4000 kg. 

• Spindle working temperature varies between -60°C to + 130°C. 
• Maximum spindle speed is 5,500 rpm. 

• Recommended lubricant, coolant, and hydraulic oil are used. 

• Lubrication of various parts is done at suggested intervals with the 
suggested quantity. 

• Hydraulic oil and coolant is replaced at regular intervals. 

• Failed component/sub-system is replaced with the same and new 
component. 

• Maintenance activities are carried out by using prescribed procedures. 

5 Steady-state Availability Analysis of CNCMT 
Availability analysis can be used to identify critical, sub-critical components/ 
equipment/sub-system of the CNCMT from the reliability and maintainability 
point of view. The CNCMT’s availability is significantly influenced by the sub-
system’s failure and repair rates. The developed data analysis framework is used 
to estimate Steady-State Availability (SSA), and the effects of sub-system’s 
failure and repair rates on the SSA of the CNCMT are investigated. For this 
purpose, the availability analysis of the CNCMT under consideration is presented 
using the Markov chain. 

5.1 System Description for Markov Modeling 

The fourteen sub-systems of the CNCMT, and notations for the operational and 
failed states, failure, and repair rates are defined and given in Table 6. These codes 
and notations are used for modeling the CNCMT using Markov chains.             
The availability modeling and analysis are carried out under the following 
assumptions: 

• Sub-system’s failure rates and repair rates are constant 
• The failures and repairs are statistically independent and identically 

distributed (iid). 
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• Only one failure occurs at a time. 

• After repair action, the state of the sub-system is assumed to be as good 
as new (renewal approach). 

Table 6 
Description for modeling of the CNCMT using Markov chains 

Sr. 
No. Sub-system 

Code Failure 
rate 
(λi) 

Repair 
rate 
(μi) 

Operational 
state 

Failed 
state 

1 Main Transmission (MT) A a λ1 μ1 

2 Spindle Sub-system (SS) B b λ2 μ2 

3 Chuck Sub-system (ChS) C c λ3 μ3 

4 X and Z Axis Sub-system 

(XZAS) 

D d λ4 
μ4 

5 Turret Sub-system (TS) E e λ5 μ5 

6 Cooling Sub-system (CS) F f λ6 μ6 

7 Lubrication Sub-system 

(LS) 

G g λ7 
μ7 

8 Hydraulic Sub-system (HS) H h λ8 μ8 

9 CNC Sub-system (CNCS) I i λ9 μ9 

10 Electrical and Electronic         

Sub-system (EES) 

J j λ10 
μ10 

11 Swarf Conveyor (SC) K k λ11 μ11 

12 Pneumatic Sub-system (PS) L l λ12 μ12 

13 Tail-stock Sub-system 

(TSS) 

M m λ13 
μ13 

14 Other Sub-system (OS) N n λ14 μ14 

5.2 Development of Transition Diagram and Mathematical 
Modeling 

Figure 3 gives the notations and symbols used for representing the states of the 
subsystems. Figure 4 shows the transition diagram or state-space model and the 
logical representation of CNCMT’s failures. The transition diagram defines the 
transitions of sub-system’s one state to another (operational to failed and failed to 
operational). Here, 𝑃𝑖(𝑡) is the probability that at any time t the system is in the ith 
state and ( )  is the derivative with respect to time t. 
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Figure 3 

Used symbols 

 

Figure 4 

Transition diagram of CNCMT using Markov chains 

The laws of probability and transition diagram are used, and equations (2)-(16) are 
developed. The steady state availability equation for the CNCMT is then 
developed as follows: 𝑃0′(𝑡)+ (𝜆1 + 𝜆2 + 𝜆3 + 𝜆4 + 𝜆5 + 𝜆6 + 𝜆7 + 𝜆8 + 𝜆9 + 𝜆10 + 𝜆11 + 𝜆12 + 𝜆13+ 𝜆14)𝑃0(𝑡)= 𝜇1𝑃1(𝑡) + 𝜇2𝑃2(𝑡) + 𝜇3𝑃3(𝑡) + 𝜇4𝑃4(𝑡) + 𝜇5𝑃5(𝑡) + 𝜇6𝑃6(𝑡) + 𝜇7𝑃7(𝑡)+ 𝜇8𝑃8(𝑡) + 𝜇9𝑃9(𝑡) + 𝜇10𝑃10(𝑡) + 𝜇11𝑃11(𝑡) + 𝜇12𝑃12(𝑡) + 𝜇13𝑃13(𝑡)+ 𝜇14𝑃14(𝑡)                                                                                                                          (2) 

𝑃1′(𝑡) + 𝜇1𝑃1(𝑡) = 𝜆1𝑃0(𝑡)                                                                                        (3) 𝑃2′(𝑡) + 𝜇2𝑃2(𝑡) = 𝜆2𝑃0(𝑡)                                                                                        (4) 𝑃3′(𝑡) + 𝜇3𝑃3(𝑡) = 𝜆3𝑃0(𝑡)                                                                                       (5) 𝑃4′(𝑡) + 𝜇4𝑃4(𝑡) = 𝜆4𝑃0(𝑡)                                                                                        (6) 
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𝑃5′(𝑡) + 𝜇5𝑃5(𝑡) = 𝜆5𝑃0(𝑡)                                                                                        (7) 𝑃6′(𝑡) + 𝜇6𝑃6(𝑡) = 𝜆6𝑃0(𝑡)                                                                                        (8) 𝑃7′(𝑡) + 𝜇7𝑃7(𝑡) = 𝜆7𝑃0(𝑡)                                                                                        (9) 𝑃8′(𝑡) + 𝜇8𝑃8(𝑡) = 𝜆8𝑃0(𝑡)                                                                                     (10) 𝑃9′(𝑡) + 𝜇9𝑃9(𝑡) = 𝜆9𝑃0(𝑡)                                                                                      (11) 𝑃10′ (𝑡) + 𝜇10𝑃10(𝑡) = 𝜆10𝑃0(𝑡)                                                                               (12) 𝑃11′ (𝑡) + 𝜇11𝑃11(𝑡) = 𝜆11𝑃0(𝑡)                                                                               (13) 𝑃12′ (𝑡) + 𝜇12𝑃12(𝑡) = 𝜆12𝑃0(𝑡)                                                                               (14) 𝑃13′ (𝑡) + 𝜇13𝑃13(𝑡) = 𝜆13𝑃0(𝑡)                                                                               (15) 𝑃14′ (𝑡) + 𝜇14𝑃14(𝑡) = 𝜆14𝑃0(𝑡)                                                                               (16) 

The initial conditions are: t = 0, 𝑃𝑖(𝑡) = 1 𝑓𝑜𝑟 𝑖 = 0,  otherwise 𝑃𝑖(𝑡) = 0.          
The life of the CNCMT is approximately taken as 12 years. Therefore, for such a 

long duration of time, the SSA of the CNCMT can be calculated by setting 
𝑑𝑑𝑡 → 0 

and 𝑡 → ∞, into all the differential (Equations (2)-(16)). Thus, Equations ((17)-
(31)) give the limiting state probabilities: (𝜆1 + 𝜆2 + 𝜆3 + 𝜆4 + 𝜆5 + 𝜆6 + 𝜆7 + 𝜆8 + 𝜆9 + 𝜆10 + 𝜆11 + 𝜆12 + 𝜆13 + 𝜆14)𝑃0= 𝜇1𝑃1 + 𝜇2𝑃2 + 𝜇3𝑃3 + 𝜇4𝑃4 + 𝜇5𝑃5 + 𝜇6𝑃6 + 𝜇7𝑃7 + 𝜇8𝑃8+ 𝜇9𝑃9 + 𝜇10𝑃10 + 𝜇11𝑃11 + 𝜇12𝑃12 + 𝜇13𝑃13+ 𝜇14𝑃14                                                                                            (17) 

𝜇1𝑃1 = 𝜆1𝑃0                                                                                                        (18) 𝜇2𝑃2 = 𝜆2𝑃0                                                                                                        (19) 𝜇3𝑃3 = 𝜆3𝑃0                                                                                                        (20) 𝜇4𝑃4 = 𝜆4𝑃0                                                                                                        (21) 𝜇5𝑃5 = 𝜆5𝑃0                                                                                                        (22) 𝜇6𝑃6 = 𝜆6𝑃0                                                                                                        (23) 𝜇7𝑃7 = 𝜆7𝑃0                                                                                                         (24) 𝜇8𝑃8 = 𝜆8𝑃0                                                                                                         (25) 𝜇9𝑃9 = 𝜆9𝑃0                                                                                                          (26) 𝜇10𝑃10 = 𝜆10𝑃0                                                                                                     (27) 𝜇11𝑃11 = 𝜆11𝑃0                                                                                                     (28) 
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𝜇12𝑃12 = 𝜆12𝑃0                                                                                                      (29) 𝜇13𝑃13 = 𝜆13𝑃0                                                                                                      (30) 𝜇14𝑃14 = 𝜆14𝑃0                                                                                                      (31) 

For analysis purpose and simplification, the values (𝑃1, 𝑃2, 𝑃3 … , 𝑃14) are 
respectively introduced in Equations (17)-(31): 𝑃1 = 𝐾1𝑃0;  𝑃2 = 𝐾2𝑃0;  𝑃3 = 𝐾3𝑃0;  𝑃4 = 𝐾4𝑃0;  𝑃5 = 𝐾5𝑃0;  𝑃6 = 𝐾6𝑃0;  𝑃7= 𝐾7𝑃0;  𝑃8 = 𝐾8𝑃0;  𝑃9 = 𝐾9𝑃0;  𝑃10 = 𝐾10𝑃0;  𝑃11= 𝐾11𝑃0;  𝑃12 = 𝐾12𝑃0;  𝑃13 = 𝐾13𝑃0;  𝑃14 = 𝐾14𝑃0;  𝑃7= 𝐾7𝑃0;  𝑃8 = 𝐾8𝑃0;  
For normalized conditions, the sum of all the probabilities is equal to one: 

∑ 𝑃𝑖 = 115
𝑖=0  

The sum of all the operating state probabilities gives the model for the SSA of the 
CNCMT as given as follows: 𝑆𝑆𝐴 = 𝑃0 = [1 + 𝐾1 + 𝐾2 + 𝐾3 + 𝐾4 + 𝐾5 + 𝐾6 + 𝐾7 + 𝐾8 + 𝐾9 + 𝐾10 + 𝐾11+ 𝐾12 + 𝐾13 + 𝐾14]−1 ∴ 𝑃0 = [1 + 𝐴]−1                                                                       (32) 

where, 𝐴 = 𝐾1 + 𝐾2 + 𝐾3 + 𝐾4 + 𝐾5 + 𝐾6 + 𝐾7 + 𝐾8 + 𝐾9 + 𝐾10 + 𝐾11 + 𝐾12 + 𝐾13 +𝐾14                                             (33) 

5.3 Results and Analysis 

This Section illustrates the results with an analysis of the developed SSA model of 
the CNCMT given by Equation (33). The influence of sub-system’s failure rate 
and repair rates on the SSA of the CNCMT is also analyzed. Table 7 reports the 
sub-system’s failure rate and repair rate per hour that is generally affected by 
various factors such as operating conditions, maintenance procedures, errors 
during maintenance, and entry of data in the maintenance register. Sub-system’s 
failure and repair rates are varied by ± 5% and ± 10% to study its effect on the 
SSA of the CNCMT. 

Figure 5 shows the effect of variation of the failure rates of the sub-systems on the 
availability of the CNCMT. In this case, the repair rates of the sub-systems are 
kept as it is to identify the severe sub-system of the CNCMT from a reliability 
point of view. It is seen that the SSA of the CNCMT gives a range of failure rates 
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of the sub-systems excluding TS that varies from 0.9053 to 0.9073 (change in 
SSA = 0.221%). 

Table 7 

Failure rate (λ) and repair rate (µ) of CNCMT’s sub-systems 

Sr. 
No. 

Equipment Name 
Failure Rate (λi) 

per hour 
Repair Rate (µi) 

per hour 

1 Main Transmission (MT) 0.000434028 0.263157895 

2 Spindle Sub-system (SS) 0.000262467 0.02173913 

3 Chuck Sub-system (ChS) 0.000442478 0.142857143 

4 X and Z Axis Sub-system 

(XZAS) 
0.000338409 0.029411765 

5 Turret Sub-system (TS) 0.000576037 0.0625 

6 Cooling Sub-system (CS) 0.000516529 0.27027027 

7 Lubrication Sub-system (LS) 0.00035727 0.011764706 

8 Hydraulic Sub-system (HS) 0.000428449 0.263157895 

9 CNC Sub-system (CNCS) 0.000485201 0.080645161 

10 Electrical and Electronic Sub-

system (EES) 
0.000483559 0.095238095 

11 Swarf Conveyor (SC) 0.000217817 0.333333333 

12 Pneumatic Sub-system (PS) 0.000341997 0.5 

13 Tail-stock Sub-system (TSS) 0.000119904 0.25 

14 Other Sub-system (OS) 0.000295858 0.434782609 

However, as the failure rate of the TS increases from 0.010588235 to 
0.012941177, the SSA of the CNCMT decreases from 0.9111 to 0.9016 (change 
in SSA = 1.042%). Therefore, it can be seen that the SSA of the CNCMT is 
mostly influenced by the failure rate TS. Furthermore, the failure rate of the 
XZAS also affects the SSA of the CNCMT to a certain extent. 

Figure 6 shows the effect of the variation of the repair rates of sub-systems on the 
SSA of the CNCMT. Here, the failure rates of all the sub-systems are kept as it is 
to identify the severe sub-system of the CNCMT from a maintainability point of 
view. It is observed that the SSA of the CNCMT for the given range of repair rates 
of the sub-systems excluding LS varies from 0.9052 to 0.9072 (change in SSA = 
0.22%). However, as the repair rate of LS improves from 0.010588235 to 
0.012941177, the SSA of the CNCMT increases from 0.9019 to 0.91 (change in 
SSA = 0.90%). Therefore, it can be concluded that the repair rate of LS has the 
highest effect on the SSA of the CNCMT. Furthermore, XZAS and TS also affect 
the SSA of the CNCMT to a certain extent. 
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Figure 5 

Effect of sub-system’s failure rate on the SSA of the CNCMT 

 

Figure 6 

Effect of sub-system’s repair rate on the SSA of the CNCMT 

The effect of variation of sub-systems failure and repair rates on the SSA of the 
CNCMT is also presented in Table 8 and Figure 7. It is observed that the SSA of 
the CNCMT is 0.9063 (90.63%). It varies from 0.922 for minimum failure rate 
and maximum repair rate to 0.8882 for maximum failure rate and minimum repair 
rate (change in SSA = 3.8055%). The SSA matrix of the CNCMT is given in 
Table 8. This availability variation is greatly influenced due to the considerable 
variation in the failure rate of TS and repair rate of LS. The SSA of CNCMT can 
be improved to a large extent by improving the failure rate of TS and repair rate of 
LS. The failure and repair rates of other sub-systems can also be improved to 
maximize the SSA of the CNCMT. 
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Figure 7 

Effect of sub-system’s failure and repair rates on the SSA of the CNCMT 

Table 8 

Availability matrix of CNCMT 

λi 

μi 
λi - 10% λi λi - 5% λi λi λi + 5% λi λi + 10% λi 

µi - 10% µi 0.9063 -- -- -- 0.8882 

µi - 5% µi -- 0.9063 -- 0.8975 -- 

µi -- -- 0.9063 -- -- 

µi + 5% µi -- 0.9145 -- 0.9063 -- 

µi + 10% µi 0.9220 -- -- -- 0.9063 

Conclusions 

Reliability, maintainability, and availability modeling and analysis are the integral 
parts of the design of any Computerized Numerical Control Machine Tool 
(CNCMT). This paper aimed to investigate the steady-state availability of a 
typical CNCMT using a developed TBF and TTR data analysis framework.      
The results obtained from reliability analysis show that the failure rate of the 
CNCMT is almost constant as the value of shape parameter (𝛽) is very close to 1. 
The system MTBF is almost 2000 hours, which means that nearly four failures of 
the CNCMT will occur per year. CNC Sub-system (CNCS), Chuck Sub-system 
(ChS), Electrical and Electronic Sub-system (EES), Hydraulic Sub-system (HS), 
Main Transmission (MT), Turret Sub-system (TS) and X and Z-axis Sub-system 
(XZAS) are the critical sub-systems of the CNCMT from a reliability perspective. 
Lubrication Sub-system (LS), Spindle Sub-system (SS), and XZAS are the sub-
systems that require considerable time from a maintenance perspective. The SSA 
of the CNCMT is estimated to be 0.9063 (90.63%). It varies from 0.922 to 0.8882 
(change in SSA = 3.8055%) for 90% confidence level. This variation in the 
availability value is due to the large variation in the failure rate of TS and repair 
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rate of LS. Therefore, it is concluded that the SSA of the CNCMT is significantly 
affected by the repair rate of the LS and the failure rate of the TS. This is useful in 
deciding the optimum values of failure and repair rates of these sub-systems for 
maximum availability. The results of reliability, maintainability, and availability 
analysis can be used further to develop the life cycle costing model of the 
CNCMT. Future works will be devoted to the development of a dynamic 
reliability model for the CNCMTs. 
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Abstract: This study aims to determine and compare first-year engineering students’ mental 
cutting ability, into two new parts, among the students of two universities in Tehran and 

Debrecen, concerning final mathematical exams and their gender, in order to understand 

whether the students of the two universities have sufficient spatial abilities. For that 

purpose; the Mental Cutting Test is applied to first-year engineering students to determine 

their mental cutting ability, in a current situation. In our research, we separate the tests 

into two parts, “Polyhedrons” and “Curved Surfaces”. The separate tests results have 
been statistically evaluated and conclusions formulated. According to obtained data, the 

results are: First-year engineering female students of Debrecen and male students of 

Tehran, are more successful at Curved Surfaces than Polyhedrons; in addition, male 

students of Debrecen and female students of Tehran are more successful at Polyhedrons 

than Curved Surfaces. There is a significant correlation between the male students 

Polyhedrons and Curved Surfaces solutions, in both countries, but not for the female 

population. 

Keywords: Comparative Analysis; Mental Cutting; Spatial Intelligence; Polyhedrons; 

Curved Surfaces 

1 Introduction 
Spatial ability affects performance in science, technology, engineering, and 
mathematics (STEM), even the control of verbal and mathematical skills [10, 28, 
29, 35, 46], and according to Tosto et al. [37], performance of spatial ability tasks 
correlates with mathematical task performance (spatial reasoning skills and 
mathematical reasoning skills). Shea and his colleagues [35] examined the 
connection between spatial ability and mathematics: adolescents with better 
spatial abilities are more likely to be found in the profession of mathematics, 
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computer sciences and engineering. STEM “education and research are 
increasingly recognized globally, as fundamental to national development and 
productivity, economic competitiveness and societal wellbeing” [10, p. 350]. 

Capacity in STEM is pivotal to increasing productivity [22] and Sella et al. [34] 
found a correlation between spatial skills and numerical magnitude 
representations. A project [22] searches options and solutions could be usefully 
applied to the formation and improvement of STEM skills. “Productivity and 
economic growth will result from: an increased understanding in how to best 
stimulate and support creativity, innovation and adaptability; an education system 
that values the pursuit of knowledge across all domains, including science, 
technology, engineering and mathematics; and an increased willingness to support 
change through effective risk management” [22, p. 179]. According to studies [31, 
12, 22], educational quality (tested by cognitive abilities primarily in mathematics 
and science) is a more potent influence on economic outcomes. 

Spatial ability is important for learning anatomy, because students with better 
Mental Rotation Test score are better in anatomy examinations [45]. There are 
several research affirmation identifying significant correlation between spatial 
skills performance and educational performance, especially in parts of STEM [5]. 
It is important to examine cognitive aspects of spatial mental modeling [21]. 

According to studies, spatial abilities are described as a complex system, which is 
essential for success in engineering and other technological fields [1, 23, 24, 32, 
36]. We can define spatial ability as a complex system of cognitive components, 
consisting the ability to connect a constructed and perceived images of 3D world 
[28]. Spatial relations skill means recognizing relationships between the visual 
components of a three-dimensional object [4, 41]. 

Spatial ability has received much attention in recent years, it can be said that the 
development of this ability is important for each area of science. Researchers 
interpreted the importance of spatial ability and studies arising in the fields of 
mathematics education, engineering education, chemistry, physics education and 
psychology [1, 7, 18, 24, 25, 28, 36]. 

2 Measurement of Spatial Ability 
For engineering, mental cutting ability is very important. The mental cutting 
ability is a component of spatial ability. Researchers found a correlation between 
spatial skills and STEM performance [5, 13, 19, 32, 36]. Yüksel and Bülbül [44] 
examined the prospective mathematics teachers’ mental cutting ability with 
“pattern problems” and “quantity problems” tasks. According to their results, 
mental cutting levels of prospective mathematics teachers is low and they are 
more successful at pattern problems than quantity problems. 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 73 – 

There are standardized international tests to measurement of spatial abilities. 
These tests measure the parts of spatial ability (mental rotation, spatial 
visualization, etc.). A well-known test to measure mental cutting ability is the 
Mental Cutting Test (MCT) [8]. The MCT has been widely used to measure 
spatial abilities concerning graphics curricula. The standard MCT (a subset of 
CEEB Special Aptitude Test in Spatial Relations) consists of 25 tasks. The full 
score was 25 and the time limit was 20 minutes. Each task presents a three-
dimensional figure, which is to be cut with an assumed plane in perspective 
projection. We have five alternative figures of the results: one is the correct, the 
other are incorrect alternatives [8]. To solve the MCT problems, there are three 
phases of information processing: recognizing the solid, cutting the solid with 
cutting plane, judging the quantity of the section [39]. The subjects who had low 
MCT scores, however, could not imagine the space itself, when they observed 
projection drawings [40]. 

To assess spatial visualization ability, MCT is one of the most used paper-and-
pencil tests [11, 30, 38, 42]. Research has reported that female students generally 
achieve significantly fewer points in the MCT in national and international 
projects [27, 39, 43] and also longitudinal research by Gorska [11]. Countries all 
over the world are generally grappling with the issue of under-representation of 
women in STEM fields [22]. 

Based on these studies, the present study seeks to answer the following questions 
and the goal of the authors is to see whether there are any correlations in 
Polyhedrons and Curved Surfaces parts of MCT, between the two Universities in 
spatial intelligence of male and female freshmen students. During the research, the 
authors set up these three research questions (RQ): 

RQ1:  Is there a significant relationship between engineering students’ gender, 
age, the grade of mathematics and Spatial intelligence scores, especially 
the Polyhedrons part or Curved Surfaces part of MCT results? 

RQ2: Is there a significant relationship between engineering students’ 
Polyhedrons part and Curved Surfaces part of MCT results? 

RQ3:  Is there a significant difference between freshman engineering students at 
the University of Sharif University of Technology in Tehran and the 
University of Debrecen in Polyhedrons part and Curved Surfaces part of 
MCT? 

3 Methods 
The participants in this study were 93 freshman engineering students, ranging 
from 19 to 24 years (mean age = 20.50, SD age = 1.44). Of the 93, 53 were 
freshman Hungarian Engineering Students (17 females 32.1%, 36 males 67.9%, 



R. Nagy-Kondor et al. Polyhedrons vs. Curved Surfaces with Mental Cutting: Impact of Spatial Ability 

 – 74 – 

mean age = 19.69, SD age = 0.63) and the remaining were 40 Iranian freshman 
Engineering Students (10 females 25%, 30 males 75%, mean age = 21.57, SD age 
= 1.51). Information about participants' gender, age, nationality, grade of 
mathematics and ability to solve the questions, were recorded by the use of a self-
assessment questionnaire. 

Table 1 

Descriptive analysis of information 

 Gender Total 

Male Female 

Nationality Hungarian Count 36 17 53 

% within gender 54.5% 63% 57% 

% of Total 38.7% 18.3% 57% 

Iranian Count 30 10 40 

% within gender 45.5% 37% 43% 

% of Total 32.3% 10.8% 43% 

Total Count 66 27 93 

% within gender 100% 100% 100% 

% of Total 71% 29% 100% 

The demographic data of the participants in the survey are presented in Table 1. 
The participants were 93 first-year engineering students from Hungarian and 
Iranian universities, 53 (57%) are Hungarian and 40 (43%) are Iranian students. 

In our research, we separate the MCT into two parts such as the Polyhedrons part 
and the Curved Surfaces part. 

This is a descriptive-analytic study. After gathering the data through 
questionnaires, SPSS software and descriptive statistics and inferential statistics 
were used to analyze the data. A confidence level of 95% and the significance 
level of 0.05 were considered in the test. 

4 Results 
In this section, the statistical analysis both in descriptive and inferential analyses 
are presented to examine RQs. The tables and diagrams are arranged based on the 
order of the RQs came in the previous section. Therefore, the tables and diagrams 
start to illuminate the gender, age and Mathematics score respectively. 

Data analysis in Table 2 showed that there was not a significant correlation 
between gender and spatial intelligence scores of first-year engineering students in 
Hungary (p=0.634, r=0.067) and in Iran (p=0.449, r=0.123). There is not a 
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significant correlation between the “Polyhedrons” part or “Curved Surfaces” part 
and gender in both countries. 

Table 2 

Relationship between Spatial Intelligence score and gender (RQ1) 

Nationality Gender Spatial 
Intelligence 
Scores 

Hungarian Gender Pearson 
Correlation 

1 0.067 

Sig. (2-tailed)  0.634 

N 53 53 

Spatial 
Intelligenc
e Scores 

Pearson 
Correlation 

0.067 1 

Sig. (2-tailed) 0.634  

N 53 53 

Iranian Gender Pearson 
Correlation 

1 0.123 

Sig. (2-tailed)  0.449 

N 40 40 

Spatial 
Intelligenc
e Scores 

Pearson 
Correlation 

0.123 1 

Sig. (2-tailed) 0.449  

N 40 40 

Results in Table 3 indicates that there was not a significant relationship between 
the spatial intelligence scores of freshman engineering students and their age in 
both Hungarian (r=0.110, p=0.434) and Iranian (r=0.115, p=0.482). 

Table 3 

Relationship between Spatial Intelligence score and age (RQ1) 

Nationality AGE Spatial 
Intelligenc
e Scores 

Hungarian Spatial 
Intelligen
ce Scores 

Pearson 
Correlation 

0.110 1 

Sig. (2-tailed) 0.434  

N 53 53 

AGE Pearson 
Correlation 

1 0.110 

Sig. (2-tailed)  0.434 

N 53 53 

Iranian Spatial 
Intelligen
ce Scores 

Pearson 
Correlation 

0.115 1 

Sig. (2-tailed) 0.482  
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N 40 40 

AGE Pearson 
Correlation 

1 0.115 

Sig. (2-tailed)  0.482 

N 40 40 

Table 4 gives information regarding the correlation between Math scores and 
spatial intelligence scores: there was not a significant correlation between Math 
scores and spatial intelligence scores (r=0.173, p=0.215) in Hungarian engineering 
students and among Iranian freshmen students (r=-0.063, p=0.699). 

Table 4 

Relationship between Spatial Intelligence score and Math score (RQ1) 

 Nationality Math 
score 

Spatial 
Intelligenc
e Scores 

Spearman
's rho 

Hungarian Math score Correlation 
Coefficient 

1.000 0.173 

Sig. (2-tailed) . 0.215 

N 53 53 

Spatial 
Intelligenc
e Scores 

Correlation 
Coefficient 

0.173 1.000 

Sig. (2-tailed) 0.215  

N 53 53 

Iranian Math score Correlation 
Coefficient 

1.000 -0.063 

Sig. (2-tailed)  0.699 

N 40 40 

Spatial 
Intelligenc
e Scores 

Correlation 
Coefficient 

-0.063 1.000 

Sig. (2-tailed) 0.699  

N 40 40 

Table 5 

Relationship between Polyhedrons and Curved Surfaces score, Females (RQ2) 

Nationality Polyhedro
ns 

Curved 
Surfaces 

Hungarian Curved 
Surfaces 

Pearson 
Correlation 

0.466 1 

Sig. (2-
tailed) 

0.059  

N 17 17 

Polyhedrons Pearson 
Correlation 

1 0.466 
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Sig. (2-
tailed) 

 0.059 

N 17 17 

Iranian Curved 
Surfaces 

Pearson 
Correlation 

0.181 1 

Sig. (2-
tailed) 

0.617  

N 10 10 

Polyhedrons Pearson 
Correlation 

1 0.181 

Sig. (2-
tailed) 

 0.617 

N 10 10 

Data analysis in Table 6 showed that there is a significant correlation between 
Polyhedrons and Curved Surfaces solutions of male students in both countries 
(Hungary: r=0.394, p=0.017; Iran: r=0.569, p=0.001). Evidence indicates a 
significant correlation (p<0.05 and p≤0.01) among males between Polyhedrons 
and Curved Surfaces solutions, but there is not a significant correlation among 
female students (Hungary: r=0.466, p=0.059; Iran: r=0.181, p=0.617) in both 
countries (Table 5). 

RQ3: We found a difference between female and male students Polyhedrons and 
Curved Surfaces solutions in both countries. The results of male students are 
better than the results of female students in the Polyhedrons part of MCT in 
Hungary (males: 68.9%, females: 65%) and Iran (males: 70.8%, females: 67.1%). 
The results of male students performed better than females in Curved Surfaces 
part of MCT in Hungary (males: 68.5%, females: 66.7%) and in Iran (males: 
76.7%, females: 66.7%). The results of Iranian students being better than 
Hungarian students in Polyhedrons test. Independent T-test results indicated that 
there was no significant difference between nationality (Iranian, Hungarian) and 
scores of MCT tests (t=0.592, df=90.823, p=0.556), between gender in 
Polyhedrons solutions (Hungary: t=-0.661, df=29.039, p=0.514; Iran: t=-0.831, 
df=20.072, p=0.416) and in Curved Surfaces solutions (Hungary: t=-0.294, 
df=23.059, p=0.771; Iran: t=-0.840, df=11.780, p=0.418). 

According to the data obtained, we derived the following result: First-year 
engineering female students of Debrecen and male students of Tehran are more 
successful at Curved Surfaces than Polyhedrons; in addition, male students of 
Debrecen and female students of Tehran are more successful at Polyhedrons than 
Curved Surfaces. 
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Table 6 

Relationship between Polyhedrons and Curved Surfaces score, Males (RQ2) 

Nationality Polyhedrons Curved 
Surface
s 

Hungarian Curved 
Surfaces 

Pearson 
Correlation 

0.394* 1 

Sig. (2-tailed) 0.017  

N 36 36 

Polyhedrons Pearson 
Correlation 

1 0.394* 

Sig. (2-tailed)  0.017 

N 36 36 

Iranian Curved 
Surfaces 

Pearson 
Correlation 

0.569** 1 

Sig. (2-tailed) 0.001  

N 30 30 

Polyhedrons Pearson 
Correlation 

1 0.569** 

Sig. (2-tailed)  0.001 

N 30 30 

* Correlation is significant at the 0.05 level (2-tailed) 
** Correlation is significant at the 0.01 level (2-tailed) 

Conclusion and Future Research 

The spatial abilities and problem-solving skills of Iranian and Hungarians 
freshman engineering students have been studied in this paper. Their mental 
cutting abilities were measured. All data were collected during the spring semester 
of 2019. Results of the current study indicated that students' performance in 
Polyhedrons and Curved Surfaces parts of the MCT was related to their gender. 
Male students were stronger than female students in both countries in both parts of 
MCT. We found a significant relationship between the Polyhedron part and 
Curved Surface part of the MCT results of engineering male students, but not 
females. 

Németh et al. [30] attempted to identify possible causes of gender differences in 
learning. Studies showed that common mistakes in special intelligence can be one 
of the possible reasons because in some cases, female students often make more 
mistakes than men especially in spatial abilities [15]. 

Marginson, et. al. [22] studied measures designed to lift female students in STEM: 
their mentoring programs have been positively evaluated as improving women’s 
participation and there are gender-related elements in pedagogies in STEM 
disciplines in several countries. Rocha [33] studies the long-term development by 
teachers, resource interactions and develop methodologies, for the study of 
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documentation trajectory and documentation experience. According to Loisy et al. 
[20], the work of teachers with professional development and resources opens new 
opportunities for methodological developments. Many students in middle schools 
need more time and coaching to process the spatial nature of the computer 
simulations, as well as, a larger variety of experiences, both physical and virtual 
[9]. Low spatial abilities can lead to dropout. Kocsis and Pusztai [16] tried to 
identify the process of dropout, using quantitative and qualitative methods. 

To help students understand spatial concepts, both physical and virtual models 
must be used together [3] [28]. According to Budinski et. al. [6] combinations of 
technology (GeoGebra) and hands-on activities (Origami) to enhance the students’ 
understanding of geometric operations and definitions. According to studies, 
virtual solids and interactive animations are promising aids for training the spatial 
abilities of University Students [17, 25, 26]. Studies show that augmented reality 
integration, with learning of geometry, can also lead to the formation of spatial 
abilities [2] [14]. It would be very useful to focus on first-person analysis, to 
reveal the students’ awareness of mental manipulation, while solving the task. 
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Abstract: Parallel robots possess a characteristic type of singularities, called type II or 

drive singularities, inside their workspace. In the neighborhood of these singularities, the 

inverse dynamics solution grows unboundedly and the robot becomes uncontrollable.   

There is growing literature on methods that enable parallel robots to pass through drive 

singularities. Most of this literature relies on dynamic models that presume rigid joints. 

However, the flexibility of the drive train elements should also be taken into account for 

high accuracy. In this paper, we propose a systematic trajectory planning method for 

enabling flexible-joint parallel robots to pass through drive singular configurations.      

Our method generates admissible polynomial trajectories of degree eleven. Four conditions 

are derived and incorporated into the method to prevent undesired back-and-forth motion 

of the endpoint. This ensures not only an efficient operation of the robot but also the 

avoidance of unintended multiple occurrences of the same singularity. The boundedness of 

the inverse dynamics solution is also guaranteed. 

Keywords: flexible-joint parallel robot; drive train flexibility; drive singularity; singularity 

removal; trajectory planning 

1 Introduction 

Parallel robots are used in a wide variety of applications and promise many more. 
For this reason, numerous studies have been devoted to the design and 
improvement of various parallel robots. Some recent works in this regard are     
[1-4]. However, “type II singularities” [5] or “drive singularities” [6] constitute a 
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challenging issue in the use of parallel robots. The inverse dynamics solution is 
unbounded near these singularities, which results in saturation of the actuators and 
loss of control over the robot. Since such singularities lie generally in the interior 
of the workspace [5], a considerable amount of research has been conducted to 
develop trajectory planning methods for enabling parallel robots to pass through 
them with bounded actuator efforts. Ider [6] derived the “consistency conditions” 
in terms of the generalized accelerations as necessary conditions to be satisfied at 
the singular positions. Jui and Sun [7] introduced an approach that considers the 
bounds of the actuators. Briot and Arakelian [8] formulated an equivalent 
condition for consistency in terms of the forces and moments exerted on the 
moving platform. Özdemir [9] proved that although the consistency of the robot’s 
dynamic equations at singular configurations is necessary, it is not sufficient to 
guarantee the boundedness of actuator efforts, and derived the additional 
necessary conditions in this respect by taking into account the time derivatives of 
the associated vanishing determinant at the instant of singularity. The conditions 
under which a planar 5R parallel robot experiences “high-order singularities” were 
derived in [10]. As remarked in [11], a trajectory planned to achieve the 
consistency of the dynamic model at the singularity may result in unintended 
back-and-forth motion of the endpoint. A method was proposed in [12] to prevent 
the possibility of such an undesirable motion. 

All the above-mentioned studies on the trajectory planning of parallel robots are 
based on the assumption of nonredundant actuation. But when the effects of 
flexibility arising at the actuated joints due to the elasticity and structural damping 
of the drive train elements are significant, the robot should be treated as an 
underactuated system with doubled number of degrees of freedom [13, 14]. 
Indeed, the issues related to the dynamics, trajectory planning, and control of such 
a system are quite different from those of its counterpart with rigid drive trains. 
Spong [13] proposed to model the elasticity of the joint as a linear torsional 
spring. Structural damping can be taken into account by adding a linear torsional 
damper in parallel to the model [15]. Although there are several studies [16-18] on 
the control and optimization of flexible-joint parallel robots, the motion is 
confined to be singularity-free in these studies and the literature is very limited on 
their trajectory planning for passing through drive singularities. Considering the 
torsional elasticity of the actuated joints, it was suggested in [19] that the degree 
of the trajectory polynomial must be at least twelve to pass through a singularity. 

In the present paper, a novel trajectory planning method is proposed for 
desingularization of flexible-joint parallel robots, by which an admissible 
trajectory can be systematically generated using an eleventh-degree polynomial, 
that is, using a polynomial of a lower degree than that required in the related 
literature [19]. This degree reduction from twelve to eleven is particularly 
important since it also enables to solve the problem of avoiding any undesired 
reverse motion of the endpoint. Such a back-and-forth motion is obviously 
undesirable from an efficiency perspective. However, more importantly, it may 
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lead to some additional unintended occurrences of the same singularity, as shown 
for the first time in the present paper. Although a singularity is removed at the 
intended time of passing through its corresponding configuration, the dynamic 
equations will be, in general, inconsistent at the times of its unplanned additional 
occurrences, yielding an unrealizable trajectory. Hence, such occurrences should 
be avoided, and when an eleventh-degree polynomial is used, the avoidance of 
reverse motion is guaranteed by ensuring the nonnegativity of a second-degree 
time polynomial over the task duration. The boundedness of the inverse dynamics 
solutions is also guaranteed by taking into account the first-order time derivative 
of the associated vanishing determinant, in accordance with [9, 10]. 

2 Dynamic Modelling of Flexible-Joint Parallel 
Robots 

Consider a rigid-link flexible-joint parallel robot with n  rigid degrees of freedom 
and n  motors at the actuated joints. The polar mass moment of inertia of the rotor 
of the i th motor ( 1, ,i n ) is represented by 

iJ . Suppose that the rotors have 

symmetric mass distributions about their rotation axes [13]. The gear ratio of the 
speed reducer of the i th motor is 

iR . The angular displacement and torque of the 

output shaft of the speed reducer of the i th motor are denoted by i  and i , 

respectively. Define two 1n  vectors θ  and τ  as  T1 n θ  and 

 T1 n τ . Notice that i , 1, ,i n , are the input torques of the robot. 

The elasticity and structural damping of the coupling between the output shaft of 
the speed reducer of the i th motor and the corresponding driven link is modeled 
by a parallel arrangement of a linear torsional spring with a spring constant ik  and 

a linear torsional damper with a damping coefficient ic  [15]. Notice that there are 

n  additional degrees of freedom due to the flexibility at the actuated joints. Let a
iq  

represent the angular displacement of the link that is coupled to the output shaft of 
the speed reducer of the i th motor, the angular deflection of this coupling being 

a
i i iq   . Define the vector of actuated joint variables, aq  as 

Ta a a
1 nq q   q . 

It is convenient to study first the dynamics of the rigid-joint counterpart of the 
robot, where each motor (including its rotor and gears) is treated as a point mass 
fixed to the link on which the stator is attached [13, 15]. This closed-loop 
mechanism can be converted into an open-tree system by virtually cutting a 
sufficient number of unactuated joints. Let this open system have m  degrees of 
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freedom, with a vector of joint variables  T1 mq qq . Without loss of 

generality, the elements of the vector q  are assumed to be ordered such that 

a

u

 
  
 

q
q

q
 (1) 

where 
Tu u u

1 m nq q    q  is the vector of unactuated joint variables. If the 

input torques are the only applied nonconservative forces, the equations of motion 
of the open system can be written using the Lagrangian method as 

 Mq N Q  (2) 

where  M M q  is the m m  inertia matrix,  ,N N q q  is the 1m  vector of 

Coriolis, centrifugal and gravitational forces, and Q  is the 1m  vector of 
nonconservative generalized forces given by 

 
  
 

τ
Q

0
 (3) 

The m n  loop-closure constraint equations can be written in the form 

  0, 1, ,jg j m n  q  (4) 

where jg ’s are scalar functions. The equations of motion of the fully rigid 

parallel robot can then be expressed as 

  Mq N Q Aλ  (5) 

where  T1 m n  λ  is the vector of Lagrange multipliers, and A  is 

 m m n   matrix whose elements are given by 

, 1, , , 1, ,j

kj

k

g
A j m n k m

q


   


 (6) 

Now consider the flexible-joint parallel robot. The gear ratios 
iR  are assumed to 

be large enough so that the rotational kinetic energy of each rotor is approximately 
due only to its own spin [13]. By this assumption, the coupling terms between the 
joint and actuator accelerations disappear and the equations of motion of the 
flexible-joint parallel robot can be obtained as [16, 17] 

   a a    τ Jθ C θ q K θ q  (7) 

d s   Mq N T T Aλ  (8) 
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where  2 2
1 1diag , , n nJ R J RJ  is the n n  diagonal matrix of effective polar 

mass moments of inertia of the rotors at the output shafts of their connected 
gearboxes, and  1diag , , nc cC  and  1diag , , nk kK  are, respectively, the 

n n  damping and stiffness matrices of the actuated joints. The 1m  vectors of 
torques transmitted to the links through the dampers and springs are given in order 
as follows: 

 a
d

 
  
  

C θ q
T

0
 (9) 

 a
s

 
  
  

K θ q
T

0
 (10) 

3 Computation of Input Torques and their 
Boundedness near Drive Singularities 

The inverse kinematic analysis of a flexible-joint robot is performed in the same 
manner as of its rigid-joint counterpart [16, 20]. Given a task, assume that the 
inverse kinematic solution for it does not contain any singularities, and the time 
histories of the link variables 1, , mq q  and their first- and second-order time 

derivatives are obtained for the prescribed vector of task variables 

      T

1 nt x t x t   x . Here t  denotes the time variable. The inverse 

kinematic singularities of closed-loop chains are in general encountered at the 
boundaries of the workspace [5]. For this reason, they are not a major concern and 
are left out of the scope of this study. Now partition the matrices M  and A  and 
the vector N  as 

 

a

u
n m

m n m



 

 
  
  

M
M

M
 (11) 

 

   

a

u

n m n

m n m n

 

  

 
 
  

A
A

A
 (12) 

 

a
1

u
1

n

m n



 

 
  
  

N
N

N
 (13) 
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Equation (8) can then be expressed as the following two equations: 

   a a a a a     C θ q K θ q M q N A λ  (14) 

u u u A λ M q N  (15) 

Having q , q  and q  obtained as explained above, unless the square submatrix 
uA  is singular, the Lagrange multipliers can be computed by rearranging equation 

(15) as 

   1u u u
 λ A M q N  (16) 

If all damping coefficients are nonzero, then matrix C  is invertible and equation 
(14) is a system of n  first-order differential equations for the variable θ  of the 
form 

 a 1 a a a a        θ q C M q N A λ K θ q  (17) 

Thus, θ  can be calculated by numerically integrating equation (17), and θ  can be 
obtained by numerical differentiation. Finally, the time history of the vector τ  can 
be computed from equation (7). 

If some of the damping coefficients are negligibly small and taken as zero in the 
dynamic model, then matrix C  is singular and equation (14) is a system of 
differential-algebraic equations for the variable θ . However, these equations are 
uncoupled since the off-diagonal elements of the matrices C  and K  are all zero. 
Therefore, a nonzero damping coefficient c  leads to a first-order differential 

equation of the form 

 a a a a a

1 1

1 m m n

k k j j

k j

q M q N A k q
c

       


  


 

 
      

 
   (18) 

A zero damping coefficient c , on the other hand, leads to an algebraic equation 

which can be solved for   as follows: 

a a a a

1 1

1 m m n

k k j j

k j

q M q N A
k

    


 


 

 
    

 
   (19) 

If all of the damping coefficients are assumed to be zero, then equation (14) is a 
system of algebraic equations whose solution is 

 a 1 a a a   θ q K M q N A λ  (20) 

We present below also a generalized alternative method that can be used for any 
case of structural damping. 
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Writing equation (14) at time 1vt   and rearranging yields 

            
         

a a a
1 1 1 1 1 1

a a
1 1 1 1,

v v v v v v

v v v v

t t t t t t

t t t t

     

   

   

 

Cθ Kθ Cq Kq M q q

N q q A q λ
 (21) 

By using the backward-difference method, we have 

     1 1

1
v v vt t t

h
    θ θ θ  (22) 

or solving for  1vt θ , 

     1 1v v vt t h t  θ θ θ  (23) 

Here, h  is the time-step size. Substituting equation (23) into equation (21) and 

solving for  1vt θ  gives 

          
         
    

1 a a
1 1 1 1

a a
1 1 1 1

a
1

,

v v v v

v v v v

v v

t h t t t

t t t t

t t


   

   



  

 

   

θ C K Cq M q q

N q q A q λ

K θ q

 (24) 

Drive singularities are the configurations where the matrix uA  is not of full rank. 
Near these configurations, the Lagrange multipliers, and hence the required input 
torques for realizing the prescribed task, are in general unbounded. In order to 
have a bounded inverse dynamics solution, the Lagrange multipliers should all 

have finite limits as the singularity is approached. Let it be assumed that uA  is 
rank-deficient by one at the singularity time st , which is generally the case [6, 7]. 

Equation (16) can be rewritten in terms of the adjoint and determinant of uA  as 

    u u u

u

1
adj

det
 λ A M q N

A
 (25) 

When the robot is away from a drive singularity, the matrix uA  and its adjoint 
matrix have full rank, and its determinant is nonzero. Therefore, the Lagrange 
multipliers can be regularly determined from equation (25). But when the 

determinant of uA  vanishes at time st t , equation (25) results in divisions by 

zero. Thus, at least one of the limits  
s

lim j
t t

t


, 1, ,j m n  , is not finite unless 

the following condition is satisfied at the singular position: 

  u u uadj  A M q N 0  (26) 
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Satisfaction of equation (26) ensures that the set of equations given by equation 
(15) is consistent at the singularity time. If equation (26) holds and additionally 

the first-order time derivative of the determinant of uA  does not vanish at time 

st , then all limits  
s

lim j
t t

t


 are finite and can be evaluated using l’Hôpital’s Rule. 

This implies that the required motor torques will remain bounded in the 
neighborhood of the singularity. However, although having finite limits as st t , 

the Lagrange multipliers are not defined at st t . These discontinuities can be 

removed by redefining λ  at st t  such that    
s

s lim
t t

t t


λ λ . The differentiability 

of the functions required in the application of l’Hôpital’s Rule can be ensured by 
using a smooth trajectory generated with a polynomial function of time. Before 
concluding this section, it is worth mentioning that although equation (26) gives 
m n  equations to be satisfied at the singular configuration, 1m n   of them are 
redundant. This is because the rank of the adjoint matrix of a square matrix P  is 1 

if P  is rank-deficient by one [21]. Consequently, when uA  loses one rank, all the 
individual equations in matrix equation (26) equivalently describe the same 
unique consistency condition. In the next section, we propose a novel method for 
planning a trajectory satisfying this condition. Our method also features two 
distinct tests: one for the nonzeroness of the first-order time derivative of the 

determinant of uA  at the singularity time, and one for preventing undesired back-
and-forth motion of the endpoint. For the latter test, four additional conditions are 
derived, and in this manner, the possibility of unintended multiple occurrences of 
the same singularity is avoided. 

4 A Novel Trajectory Planning Method 

The previous section deals with the problem of removability of drive singularities 
of parallel robots in the presence of joint flexibility. It may be useful to note that 
drive singularities and the conditions under which they become removable would 
be identical for a flexible-joint parallel robot and its fully rigid counterpart since 
equation (15) does not contain any element of θ , or of its time derivatives. 
However, trajectory planning of flexible-joint parallel robots is quite different 
from and more complex than that of fully rigid parallel robots. This is because due 
to the elastic media at the transmission, the motors cannot instantaneously change 
the accelerations of the end-effector [15, 16]. Motivated by this fact, in this 
section, we propose a new method of planning singularity-removed trajectories for 
flexible-joint parallel robots. 

In the absence of obstacles, the optimal path between two points is the straight line 
joining these points. For this reason, we will focus here on tasks where the 
endpoint E  of the robot has to perform a rest-to-rest motion along a straight line 
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from an initial position  , ,E E Ex y z    to a final position  , ,E E Ex y z    in a 

prescribed time ft . Such tasks constitute the majority of pick-and-place 

applications. The endpoint trajectory can be expressed as 

     E E E Ex t x x x f t      (27) 

     E E E Ey t y y y f t      (28) 

     E E E Ez t z z z f t      (29) 

where  f t  is a timing function such that 

 0 0f   (30) 

 f 1f t   (31) 

when the initial time is taken to be 0t  . For a flexible-joint robot, the input 
torques instantaneously affect the snaps of the end-effector rather than its 
accelerations [15, 16]. Hence, for the manipulator to be at rest at the start and end 
of the motion, the following eight conditions are required: 

         40 0 0 0 0f f f f     (32) 

         4
f f f f 0f t f t f t f t     (33) 

Let the drive singular configuration to be passed through during the execution of 
the trajectory correspond to a value of f  equal to sf . So we have 

 s sf t f  (34) 

where st  is the singularity time, which will be set to an appropriate value in the 

interval  f0, t . Notice that s0 1f  , and recall our assumption that 

  u
srank 1t m n  A . Since the consistency condition that should be satisfied 

at the singular configuration of interest contains first-order acceleration and 
second-order velocity terms, it can be written as 

   
2

1 s 2 s 3 0f t f t         (35) 

where 1 , 2  and 3  are constants which can be determined using the values of 

the robot parameters together with the values of the link position variables at that 
singular configuration. 

Since there are totally 12 equations to be satisfied, the timing function is selected 
to be an eleventh-degree polynomial function of the form 
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11

0

p

p

p

f t a t


  (36) 

It follows from equations (30) and (32) that the first five coefficients 0a , 1a , 2a , 

3a  and 4a  are all equal to zero. Thus, the polynomial f  can be factored as 

   5 2 3 4 5 6
5 6 7 8 9 10 11f t t a a t a t a t a t a t a t        (37) 

For a chosen value of st , equations (31), (33), and (34) constitute a system of 6 

equations that are linear in the remaining 7 unknowns 5a , 6a , 7a , 8a , 9a , 10a  

and 11a . By treating 11a  as a parameter, the solution of this system can be 

expressed as 

 
 4 3 2 2 3 45

s s f s f s f f sf s
5 5 5 5

s ff s

5
s f 11

126 560 945 720 2101 t t t t t t t t tt f
a

t tt t

t t a

    
  
   



 (38) 

 
 

5 4 3 2 2 3 5 4
s s f s f s f f f s

6 5 6 5
f sf s

6 5 4 2 3 3 2 4 6 4
s s f s f s f s f f f 11

84 350 525 300 425

5 24 45 40 15

5

t t t t t t t t t f
a

t tt t

t t t t t t t t t t t a

    
 

 

    



 (39) 

 
 

3 5 4 3 2 4 5
f s s s f s f s f f

7 5 5 7
s ff s

6 5 4 2 3 3 5 6 3
s s f s f s f s f f f 11

54 200 225 150 7210

2 9 15 10 3

2

t f t t t t t t t t
a

t tt t

t t t t t t t t t t t a

    
 

 

    



 (40) 

 
 

5 4 2 3 4 5 2
s s f s f s f f f s

8 5 8 5
f sf s

6 5 4 2 2 4 5 6 2
s s f s f s f s f f f 11

63 175 450 525 189 25

2 4 5 5 4

t t t t t t t t t f
a

t tt t

t t t t t t t t t t t a

    
 

 

      

 (41) 

 
 

5 3 2 2 3 4 5
f s s s f s f s f f

9 5 5 9
s ff s

6 5 3 3 2 4 5 6
s s f s f s f s f f f 11

14 175 400 350 1125

3 10 15 9 2

t f t t t t t t t t
a

t tt t

t t t t t t t t t t t a

    
 

 

      

 (42) 
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4 3 2 2 3 4
s s f s f s f f s

10 5 9 5
f sf s

6 4 2 3 3 2 4 5 6
s s f s f s f s f f 11

70 315 540 420 1261

15 40 45 24 5

t t t t t t t t f
a

t tt t

t t t t t t t t t t a

    
 

 

      

 (43) 

By substituting these coefficients into the expressions for the first two time 
derivatives of f  and rearranging, equation (35) can be simplified to 

2
2 11 1 11 0 0a a      (44) 

where 

 12 12 18
2 f s s f 1t t t t    (45) 

   
  

6 6 9 4 3 2 2 3 4 6
1 f s s f s s f s f s f f 1 s

9
1 s 2 f s f

10 14 70 135 120 42

2

t t t t t t t t t t t t t

f t t t

 

 

      
   

 (46) 

   
   
   
   

2 2 20 2 2 19
0 1 s 2 s 3 s f 1 s 2 s 3 s s f

2 2 2 18 6 14
1 s 2 s 3 s s f 1 s 2 s f

7 13 8 12
1 s 2 s f 1 s 2 s f

9 11
1 s 2 s f 1 s 2 s

25 20 100 90 2

100 90 2100 2100

10200 9540 18750 17100

17000 15350 7700 6930

f f t t f f t t t

f f t t t f t t

f t t f t t

f t t f t

      

    

   

   

     

    

   

   

  



10 10
f

11 9 8 7
1 s 2 s f f s f

2 6 3 5 4 4 5 3
s f s f s f s f

6 2 7 8 12
s f s f s 1 s

1400 1260 44100 252000

643500 957000 905025 556500

217000 49000 4900

t

f t t t t t

t t t t t t t t

t t t t t t

 



   

   

  

 (47) 

The solution of the quadratic equation (44) is 

1 1
11

22
a




  
  (48) 

where 

2
1 1 0 24      (49) 

It is obvious that in order for the roots given by equation (48) to be real, the 
discriminant 1  must be nonnegative. Now, we propose the following method to 

obtain the coefficients of a rest-to-rest polynomial of the form of equation (37) 
that ensures the consistency of the robot’s dynamic equations at a user-selected 
singularity crossing time: 

Step 1)  Select a  s f0,t t  such that 1 0  . 

Step 2)  Compute the two 11a ’s from equation (48). 
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Step 3)  If 1 0  , select and proceed with any one of the two distinct 11a ’s. 

Step 4)  Compute 5a , 6a , 7a , 8a , 9a  and 10a  from equations (38)-(43). 

If in addition to the consistency, the first-order time derivative of  udet A  is 

nonzero at st , then the inverse dynamics solution is bounded as st t . Therefore, 

after the trajectory polynomial is obtained using the above method, this second 
condition should be checked to guarantee the boundedness of the required input 
torques near st . 

Another important consideration in trajectory planning is the prevention of any 
undesired back-and-forth motion of the endpoint [11]. This is important not only 
for the efficiency of the robot [12], but also for avoiding possible additional 
occurrences of the same singularity at times other than the selected st . Such 

unintended occurrences make it, in general, impossible to realize the trajectory 
since at these times the dynamic equations will be, in general, inconsistent. It is a 

fact that if  f t  is negative during a time interval, then the endpoint performs a 

backward motion in that interval. It follows from this fact that avoidance of any 

undesired backward motion requires the nonnegativity of  f t  over the time 

interval  f0, t . Time differentiation of equation (37) gives 

   4 2 3 4 5 6
5 6 7 8 9 10 115 6 7 8 9 10 11f t t a a t a t a t a t a t a t        (50) 

As seen in equation (50), 4t  is a factor of the tenth-degree polynomial  f t . This 

could also be deduced directly from equation (32). Similarly, it follows from 

equation (33) that  4

ft t  is another factor of  f t . Thus, we have 

     44
ff t t t t b t   (51) 

where  b t  is a second-degree polynomial of the form 

  2
0 1 2b t b b t b t    (52) 

A term-by-term comparison of equations (50) and (51) yields 

2
0 9 f 10 f 119 40 110b a t a t a    (53) 

1 10 f 1110 44b a t a   (54) 

2 1111b a  (55) 
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The factors 4t  and  4

ft t  are positive in the interval  f0, t , which implies that 

     sgn sgnf t b t  for all t  in that interval. The discriminant of the 

quadratic polynomial  b t  is 

2
2 1 0 24b b b    (56) 

It can then be concluded that  b t , and hence also  f t , is nonnegative 

 f0,t t   if and only if one of the following four statements holds: 

(i) 2 0b   and 2 0  ; 

(ii) 2 0b  , 2 0   and 1 2

2

0
2

b

b

  
 ; 

(iii) 2 0b  , 2 0   and 1 2
f

22

b
t

b

  
 ; 

(iv) 2 0b  , 2 0  , 1 2

2

0
2

b

b

  
  and 1 2

f
22

b
t

b

  
 . 

Consequently, once the polynomial coefficients pa  are computed using the 

proposed method, another check, which is for preventing any undesired back-and-
forth motion of the endpoint, is to ensure that one of the above statements (i)-(iv) 
is true. If one or both of the two aforementioned checks is not satisfied, then a new 
trajectory can be planned by restarting from Step 3 with the other distinct 11a  

value (if exists) that has not been used yet, or from Step 1 with a new choice of st . 

5 Case Study 

Let us consider a planar 5R parallel robot, as shown in Figure 1, where R denotes 
revolute joint. Each moving link w  ( 1,2,3,4w  ) is modeled as a uniform 

homogeneous slender rod of length wr  and mass wm . The origin of the fixed 

rectangular Cartesian coordinate system with axes x  and y  is located at joint A , 

and joint C  is at  0 ,0r . The gravitational acceleration vector is normal to the 

xy -plane. The robot has two rigid degrees of freedom. Thus, there are two 

motors, the first of which is located at joint A  and the second at joint C . 
However, due to the flexibility of the actuated joints, the total number of degrees 
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of freedom is equal to 4. The vector of angular positions of the output shafts of the 

motor gearboxes is  T1 2 θ  and the vector of link variables is 

   
TT Ta u    

q q q  with  Ta
1 2 q  and  Tu

1 2 q . The numerical 

values of the model parameters are as follows: 1 2 3 4 12 kgm m m m    , 

0 1 2 3 4 5 mr r r r r     , 5 2
1 2 5 10  kg mJ J     , 1 2 100R R  , 

1 2 3.6 N m s radc c    , 1 2 3600 N m radk k   . 

The desired task requires the endpoint E  to move along a straight line that is 
parallel to the y -axis, starting from rest at time 0t   at position 

 2.5 m,6.33 mE  (with 1 115.6   , 2 64.4   , 1 21.3    and 2 158.7   ) 

and ending at rest at time f 1 st   at position  2.5 m,2.33 mE . The prescribed 

path of the endpoint intersects the drive singularity locus at point 

   2.5,4., 3  m3x y   with 1 120   , 2 60   , 1 0    and 2 180   . This 

intersection point is the midpoint of the path, that is, s 0.5f  . It follows from 

equation (26) that the unique consistency condition which should be satisfied at 
this drive singular configuration is 

   

   

2 2
4 3 1 3 1 1 1 3 3 1 3 1 3 1 1 1

2 2
3 4 2 4 2 2 2 4 4 2 4 2 4 2 2 2

1 1 1
cos sin

2 3 2

1 1 1
cos sin 0

2 3 2

r m r r m r m r r

r m r r m r m r r

      

      

       
       

 (57) 

If this equation holds and, in addition, the first-order time derivative of 

   u
3 4 1 2det sinr r   A  is nonzero at st , then the Lagrange multipliers 1  and 

2  will both have finite limits as t  goes to st . After some manipulations and 

substitution of the numerical values into equation (57), the condition to be 
satisfied by f  for consistency at the aforementioned encountered singular 

configuration is obtained in the form of equation (35) as 

   
2

s s

320 3
800 0

3
f t f t      (58) 

Figure 2 shows the real roots of the quadratic equation (44) for different choices 
of st  for the given task of the robot. 
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Figure 1 
A planar 5R parallel robot 
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Figure 2 
Values of 11a  calculated with different selections of st  for the prescribed task of the robot 

5.1 Case 1: A Consistent Trajectory Yielding a Determinant 
That Has Flatness 2 at the Singularity Time 

In this first case, a consistent trajectory is planned by selecting st  equal to 0.5 s , 

which is half of the total task duration. This selection yields 1 0  . Therefore, 

there is only one real value for 11a , which is 11 2520a  . The remaining nonzero 

coefficients are then determined as: 5 1386a  , 6 9240a   , 7 25740a  , 
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8 38115a   , 9 31570a  , 10 13860a   . These give 2 27720 0b    and 

2 0  . Thus, statement (i) holds true and there will be no back-and-forth motion 

of the endpoint. However, the first and second derivatives of the resulting f  

function are both zero at the time s 0.5 st t   (see Figure 3). For this reason, the 

determinant of uA  vanishes at this time together with its first two time 
derivatives. To the best knowledge of the authors, this is the first time that such a 
high-order drive singularity is exemplified for a flexible-joint parallel robot.     
The motor torques are not bounded near st t , as can be seen in Figure 4, 

although the consistency condition is satisfied. 
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Figure 3 
Timing function f  in Case 1 
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Figure 4 
Motor torques required in Case 1 
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5.2 Case 2: A Consistent Trajectory That Results in Multiple 
Occurrences of the Same Singularity 

To overcome the problem encountered in Case 1, st  is slightly changed to 

0.5005 s , and a new consistent trajectory is planned. With the new value of st , 

we have 4
1 2.4229 10 0    . Hence, there are two distinct real solutions for 

11a , namely 11 3315.47555494455a   and 11 1901.94295206846a  . Choosing 

the first root 11 3315.47555494455a   leads to the following coefficients: 

5 1784.13551062975a  , 6 12026.1531080933a   , 7 33698.7328810201a  , 

8 50051.1106557429a   , 9 41515.4331025939a  , 10 18235.5132853524a   . 
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Figure 5 
Timing function f  in Case 2 

By examining the resulting polynomial function (Figure 5), it can be seen that the 
singularity corresponding to 0.5f   happens to occur at two additional times 

( 0.3668 st   and 0.6328 st  ) other than the intended time of passing through 
its corresponding configuration ( 0.5005 st  ). This is because we have 

2 36470.2311 0b    and 7
2 2.9011 10 0    , but 1 2

2

0.5739 0
2

b

b

  
   and 

1 2
f

2

0.4262 1
2

b
t

b

  
   , which means that none of the statements (i)-(iv) 

holds true. Such a possibility of multiple occurrences of the same singularity was 
not considered before in the literature. The consistency condition is satisfied, 

while  udet A  has a nonzero first-order time derivative at the intended 
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singularity time 0.5005 st  . Thus, the inverse dynamics solution is bounded 
near this time. However, it is unbounded near the unintended singularity times 

0.3668 st   and 0.6328 st   since the consistency condition is not fulfilled at 
these instants. The time histories of the required motor torques are shown in 
Figure 6. 
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Figure 6 

Motor torques required in Case 2 

5.3 Case 3: An Admissible Trajectory 

It is seen in Case 2 that when st  is set to 0.5005 s , there are two distinct real 

solutions for 11a . The consistent trajectory that is planned by choosing the first of 

them results in additional unintended occurrences of the same singular point.       
In this last case, this problem is resolved by choosing the second root, that is 

11 1901.94295206846a  , and planning another consistent trajectory. The other 

nonzero coefficients are accordingly calculated as follows: 

5 1076.66244289026a  , 6 7075.25516651967a   , 7 19556.3391892448a  , 

8 28841.053949587a   , 9 23842.7417351358a  , 10 10460.3772032326a   . 

The so-obtained polynomial is plotted against time in Figure 7. The determinant of 
uA  vanishes while its first-order time derivative is nonzero at the intended 

singularity time s 0.5005 st  . Moreover, there is no additional unintended 

occurrence of the singularity since statement (i) holds true with 

2 20921.3725 0b    and 7
2 1.2931 10 0     . As a result, the necessary motor 

torques are continuous and bounded (see Figure 8). 
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Figure 7 
Timing function f  in Case 3 
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Figure 8 

Motor torques required in Case 3 

Conclusions 

This paper contributes to the literature in the following ways: 

 We develop a systematic step-by-step trajectory planning method for 
flexible-joint parallel robots passing through drive singular 
configurations. 

 Our method generates a consistent trajectory with an eleventh-degree 
time polynomial, that is, with a time polynomial of a lower degree than 
that required in the related literature [19]. The importance of this 
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achievement is that it enables transforming the problem of preventing 
unintentional reversal of the endpoint motion into the nonnegativity of a 
quadratic polynomial of time over the duration of the task. 

 Although it is known that a trajectory, which is planned to be consistent 
at a drive singularity may result in undesired back-and-forth motion of 
the endpoint [11], we show here for the first time that this can lead to 
unintended multiple occurrences of that singularity, which should indeed 
be avoided. 

 Four conditions are derived within the framework of the method to avoid 
undesired back-and-forth motion of the endpoint. Hence, the possibility 
of unintended multiple occurrences of the same singularity is prevented 
by the satisfaction of one of these four conditions. 

 As previously shown in [9] for fully rigid parallel robots, we show in the 
present paper that the consistency requirement is also not sufficient for 
desingularization of flexible-joint parallel robots. 

 The boundedness of the inverse dynamics solution is guaranteed by 
incorporating into the method a check for nonzeroness of the first time 
derivative of the vanishing determinant at the instant of singularity, in 
accordance with [9, 10]. 

In order to show the effectiveness of our approach, we also present a detailed case 
study considering the planar 5R parallel robot with joint flexibility. In Case 1, the 
occurrence of a high-order drive singularity is demonstrated for the first time for a 
flexible-joint parallel robot. Case 2 illustrates, again for the first time, undesirable 
additional occurrences of the same singularity. Finally, all these problems are 
overcome in Case 3 by using our developed trajectory planning method. 

The practical importance of this study is that it provides an efficient way of 
enabling the utilization of the entire workspace of flexible-joint parallel robots.   
In applications, this joint flexibility can be due to inevitable structural elasticity 
and damping of drive transmission elements or can be intentionally introduced for 
avoiding damage to the motors in case of unexpected impact loads. The method 
developed in this study can be employed in all these possible situations. 
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Abstract: Parallelized Sequential Indexing Tables (parSITs), are classifiers that have been 

developed for the processing of large volumes of data rapidly. Their base idea is 

implementing a sequential indexing table structure with parallelization techniques, using a 

sequence of Lookup Tables in order to build a chain of value combinations. Although the 

inference (evaluation) method, that it was originally developed for, is very fast, its 

performance significantly depends on the arbitrary order of the attributes, in multi-class 

cases, thus, reducing its classification performance. In this work, we introduce a new 

inference method, that increases the classification performance of the classifier, at the cost 

of a small increase in computational complexity. 

Keywords; Big Data classification; interval-based classification; parallel computing; 

sequential indexing tables; lookup tables; machine learning 

1 Introduction 
Machine learning has been one of the most important areas of computer science in 
the past couple of decades. Numerous systems have been developed to address 
many different kinds of machine learning problems in a wide range of scientific 
fields. To mention a few recent developments, machine learning has been 
successfully used in biomedical engineering [1] [2], spam email detection [3], 
movement detection [4], the recognition of electromyographic hand gesture 
signals for prosthetic hand control [5], Big Data systems [6] [7] [8], etc. 

Parallelized Sequential Indexing Tables (parSITs) are classifiers that have been 
developed for processing large volumes of data rapidly. Their base idea is 
implementing a sequential indexing table structure [9] [10] with parallelization 
techniques, using a sequence of Lookup Tables [11] in order to build a chain of 
value combinations, describing the data extracted from the training data in a 
compact way, organized into a layered structure where each layer takes care of a 
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given dimension of the problem space (i.e. a given attribute from the training 
data). 

In previous work, we developed a training algorithm for the parSIT classifier [12] 
[13], along with a simple inference (evaluation) method that focuses on finding 
the index that is the closest to the given input value for each attribute. However, 
although this leads to a very fast inference, its performance also significantly 
depends on the arbitrary order of the attributes (which directly influences the 
structure itself). This has the disadvantage that for input samples that are very 
similar to a learned sample in all but one attribute, if that attribute is situated high 
in the structure, the classifier has a high chance to misclassify the sample, or not 
recognize it at all. 

In order to solve this problem, in this paper a new inference method is presented 
for the parSIT that uses a different approach: instead of choosing the closest 
values, it evaluates all values within a given range. Although this results in a 
higher computational complexity inference and a higher implementation 
complexity, but it is shown that it also boosts the classification performance 
significantly. 

The rest of this paper is structured as follows. In Section 2 the parSIT classifier is 
described alongside the proposed new method: In Subsection 2.1 the general 
architecture is presented, while Subsections 2.2 and 2.3 briefly summarize the 
training procedure and the proximity-based inference algorithm, respectively; and 
finally, in Subsection 2.4 the new interval-based inference algorithm is proposed 
in detail. Section 3 illustrates the classification performance of the new method in 
Subsection 3.1 compared to the proximity-based inference, then complexity 
analysis is given in Subsection 3.2. Finally, Section 4 concludes the paper and 
presents some future work possibilities. 

2 Parallelized Sequential Indexing Tables 

2.1 General Architecture 

The parSIT classifier builds and maintains a layered structure that models the 
problem space based on the data used for its training. The structure built from the 
data of an N-dimension classification problem (thus, the data having N data 
attributes and 1 class attribute) consists of N+1 layers, where the first N layers 
handle the attributes of the data, each one regarding the values of corresponding 
attribute of the input data. Fig. 1 (a) shows an example for a trained network that 
has been built using training dataset X (shown in (b)). 
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Figure 1 

The general architecture of ParSITs (a) trained on a given training dataset (b) 

The array elements are colored accordingly to the training sample (t0..t9) that it 
represents. The first “root” layer contains a 1D index array Λ(0), which stores all 
different input values gained from the first attribute (x0), sorted and free of 
duplicates. The elements in the index arrays are called markers in the following. 
The layers are connected so for each trained data tuple, an implicit “route” can be 
followed in order to gain the class label in the last layer that is associated with the 
given tuple. 

In Fig. 1, it can be seen that x0 has 4 different values in the training dataset, thus, 

the size of the index array Λ(0) is 4. The first element (Λ0(0) = 1.1) belongs to 
training tuples t3 and t4. Since these two tuples have different values in their 
second attribute (x1), in the second layer they take up two different array elements 
(given by their values: ‘6’ and ‘9’). However, since they share the same first 
attribute value, they make up a group in the second layer, which is addressed by 
the position of the marker of their first value in the previous layer (η0). Each group 
in a given layer is accounted for by storing their starting locations in a given 1D 
array α(i) (where i denotes which layer it belongs to) and the number of markers in 
each group in 1D array β(i). For example, the starting location of the group (g0) of 
the mentioned 2 markers in the second layer is α(1)=0, while it contains β(1)=2 
markers. This way, the evaluation is faster, since not all of the markers are need to 
be regarded, only the groups marked by the significant markers in the layer before 
it. In the root layer, there are no additional arrays, since all markers are observed. 

The last (class) layer contains one index array Λ(𝑁) that contains the class labels, 
and an occurrence array Θ that accounts for how many times each given value 
sequence has been seen during the training. Occurrence values that are higher than 
one (Θ𝑗 > 1, for all j elements) indicate redundancy in the training data, while 
groups in Λ(𝑁) that have more than one markers in them indicate inconsistency in 
the training data (i.e. there are two or more tuples that share the same attribute 
values, but differ in class label). 
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2.1 Training Algorithm 

The training of the parSIT structure builds the Λ, α and β arrays for each layer, one 
layer at a time. It uses parallel computing to sort the values of the given attribute, 
then build a temporary array H, and remove the redundant elements to gain the 
compact representation of the given attribute. Let P denote the number of training 
tuples. 

 

Figure 2 

The training of the first layer of the structure shown in Fig. 1 

Fig. 2 shows the training procedure for the root layer, processing attribute 0.      
The attribute values of X(0) (a column array taken from x0) is sorted alongside a 
simple in an increasing sequence array S (containing values from 0 to P-1), using 
X(0) as key. The sorting results in X’(0) and S’. After that, the redundant elements in 
X’(0) are flagged in flag array F for ∀𝑝 ∈ [0, 𝑃 − 1]: 𝐹𝑝 = {1, 𝑖𝑓 𝑋𝑝−1(0) = 𝑋𝑝(0) 𝑎𝑛𝑑 𝑝 ≠ 00,                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (1) 

Then, a parallel computing technique called parallel prefix sum (PPS, [14]) is used 
on array F to gain array M, which indicates the new place of each attribute value 
in the reduced array Λ: 

Λ𝑀𝑝(0) = {𝑥0(0)                         𝑖𝑓 𝑝 = 0  𝑥𝑝(0)   𝑖𝑓 𝑝 ≠ 0 𝑎𝑛𝑑 𝐹𝑝 = 1  (2) 

The size of Λ is determined from the last value of M: 𝑚 = 𝑀𝑃−1 + 1 (3) 

Furthermore, by using S’ to rearrange M, we gain the temporary array H that is 
used to distinguish the groups in the next ((i+1)th) layer: 𝐻𝑆𝑝(𝑖+1) = 𝑀𝑝, ∀𝑝𝜖[0, 𝑃 − 1]  (4) 
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Figure 3 

The training of the second layer of the structure shown in Fig. 1 

The training of the rest of the layers (i > 0) is similar (shown in Fig. 3), with the 
difference that H is also used to sort the data: X(i), H(i) and S are all sorted by H 
first, then X second, thus, gaining an ordering (X’’(i), H’’(i) and S’’) where each 
group is represented in the order of their “parent” markers in the previous layer 
(i.e. the value that they share in their previous (i - 1) attribute), and the markers 
within each group are sorted as well. Thus, H is indicating their group number. 

Similarly, to the root layer, in the next steps the flag array F is determined: 𝐹𝑝 = { 1, 𝑖𝑓 𝑥′′𝑝−1(𝑖) = 𝑥′′𝑝(𝑖) 𝑎𝑛𝑑 𝐻′′𝑝−1(𝑖) = 𝐻′′𝑝(𝑖)0,                                                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (5) 

which is used to create marker placement array M by applying parallel prefix sum 
on array F. Array H(i+1) is calculated using Eq. (4) and the compact index array is 
determined: 

Λ𝑀𝑝(𝑖) = {𝑥0(𝑖)                         𝑖𝑓 𝑝 = 0  𝑥𝑝(𝑖)   𝑖𝑓 𝑝 ≠ 0 𝑎𝑛𝑑 𝐹𝑝 = 1  (6) 

After that, all non-layers (i > 0) calculate the starting locations (𝛼(𝑖)) and the 
group sizes (𝛽(𝑖)) for each group j: 𝛼𝑗(𝑖) = 𝑚𝑖𝑛{𝑘 | 𝜂𝑘 = 𝑗} (7) 

𝛽𝑗(𝑖) = {𝛼𝑗+1(𝑛) − 𝛼𝑗(𝑛), 𝑖𝑓 𝑖 < 𝑔 − 1𝑚 − 𝛼𝑗(𝑛),     𝑖𝑓 𝑖 = 𝑔 − 1  (8) 

In the last layer, the algorithm ends after the occurrence array Θ is calculated. 
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2.2 Proximity-based Inference 

 

Figure 4 

An illustration for the proximity-based inference algorithm for a single input sample 

Fig. 4 depicts the proximity-based inference algorithm. In the root layer, it simply 

polls each marker Λ𝑖(0) for each input sample value x𝑝(0), i.e. calculates their 
distances, and chooses the index number of the marker that is the closest to the 
given input value: 𝐻𝑝 = argmin∀𝑖 (𝑑(Λ𝑖(0) − x𝑝(0))) (9) 

where d( ) is a suitable distance measure. In this research, we use the Euclidian 
distance, but various other distances can be used, such as a Gaussian function. 
marker is chosen for each input tuple p (𝑝 ∈ [0, 𝑃 − 1]), and only the 
corresponding groups are polled in the next layer: 𝐻𝑝 = argmin∀𝑖 (𝑑 (Λ𝜐𝑝+𝑖(𝑛) − x𝑝(𝑛))) (10) 

where 𝜐𝑝 is the starting position of the group that belongs to the chosen marker Hp 
in the previous layer for each tuple p: 𝜐𝑝 = 𝛼𝐻𝑝 (11) 

Finally, the output of the proximity-based inference is an array y given by the 
indices in the last layer: 𝑦 = Λ𝑧(𝑁−1) (12) 

where the index is the most regularly occurring class that belongs to the marker 
chosen in the previous layer: 𝑧 = argmax∀𝑖 (Θ𝜐𝑝+𝑖) (13) 
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2.2 Interval-based Inference 

As it was mentioned in the introduction, the proximity-based inference method is 
very fast, but has a disadvantage that it focuses on only one marker in each layer. 
For example, in the structure shown in Fig. 1, if the input tuple is t10=[1.5 10], 
then, the closest learned tuple should be [2.4 10] (as their Euclidian distance is  
d(t9,t10)=0.9), but the inference will choose [1.1 9] (d(t3,t10) = 1.07), because 1.5 is 
closer to 1.1 than to 2.4. This often leads to misclassification, decreasing the 
classification accuracy of the system. 

While the proximity-based inference described in the previous subsection focuses 
on quickly finding the value that is the closest to the currently examined input 
value for each input sample, the interval-based inference investigates the area 

around the known values as well, thus, can regard multiple values for each input 
sample. 

Fig. 5 illustrates the inference algorithm for a single input [2 4], where the ρ 
ranges of each attribute are defined at [1.5 3] (i.e. for the first attribute, the interval  
[0.5, 3.5] is investigated, while for the second attribute the interval [1, 7] is 
regarded). In the figure, each “route” is color-coded to make the paths of the 
inference more easily discernable. 

In the root layer (L0), the first 3 markers are polled as positive (i.e. being part of 
the sought interval), so in the next layer (L1), the groups linked to them (markers 
#0 to #5) are regarded, comparing their values to the interval of the second 
attribute. In the given example, only markers (η1) #0, #2, #4 and #5 are polled as 
positive, so in the last (class) layer the class markers (Λ(2)) and their occurrences 
(θ) are counted. 

 

Figure 5 

An illustration for the interval-based inference algorithm considering one input sample 
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The output of the system can be either the class with the highest occurrence rate, 
or the whole array of classes with their measured occurrence rates (as statistical 
information to enhance classification performance). If the inference stops before 
reaching the class layer (i.e. does not find any markers that are close enough to the 
input sequence), then the default class is returned (which has the highest overall 
occurrence rate). 

Remark: An easy way to determine the range value for each attribute is 
determining the size of their domain (i.e. the largest value their attribute can take) 
and set the range to an arbitrary percentage of it. 

 

Figure 6 

An illustrative example for the detailed steps of the interval-based inference algorithm processing the 

root layer of the structure in Fig. 5, considering 3 input samples (set X) 

 

Figure 7 

The continuation of the interval-based inference algorithm, processing the second and third layers of 

the structure in Fig. 5 
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A more detailed illustration for the interval-based inference algorithm is shows in  
Figures 6 and 7, where the input data set X (with 3 samples: t0=[2 4], t1=[3.8 5] 
and  
t2=[1.1 1]) is evaluated for the structure in Fig. 1, using range parameters  
ρ=[1.5 3]. For easier readability, each row is colored in accordance to their 
corresponding sample. Since the amount of positively polled markers is varied 
among the input samples, the coloring also indicates how many elements are used 
in each row. Fig. 6 shows the evaluation of the root layer, while Fig. 7 depicts its 
continuation for the rest of the structure. 

The algorithm is implemented through matrices, where each row processes a 
given input sample. The goal in each layer is to determine which groups of 
markers have to be regarded in the next layer, and at the last layer, the 
determination of the class distribution among the selected markers, for each input 
sample. 

Let us consider 𝑇: 𝑃 × 𝑆Λ(0) 2D array in the beginning, where P is the number of 
the input samples and 𝑆Λ(0) is the size of the 1D index array in the root layer. 

T is used to store the list of the markers that is needed to be evaluated in the next 
layer. For the root layer, T(i=0) simply contains an increasing sequence of numbers 
from 0 to 𝑆Λ(0) − 1: 𝑇𝑝,𝑗(𝑖=0) = 𝑗 ∶  ∀𝑗 ∈ [0, 𝑆Λ(0) − 1], ∀𝑝 ∈ [0, 𝑃 − 1]  (14) 

In order to determine the size of the array T(i+1) (i > 0), temporary 2D array 𝛤 with 
size 𝑃 × 𝑆Λ(𝑖) is created in each given layer. It is initialized with zeros, then in 

each row p, a given element 𝛤𝑝,𝑗 is set to 𝛽𝑗(𝑖), if the corresponding Λ𝑇𝑝,𝑗(𝑗)  marker 

value is within the 𝜌 range of the given input attribute value 𝑋𝑝,𝑖: 𝛤𝑝, 𝑇𝑝,𝑗 = {𝛽𝑇𝑝,𝑗(𝑖+1)       if 𝑋𝑝,𝑖  − 𝜌 ≤ Λ𝑇𝑝,𝑗(𝑗)  and Λ𝑇𝑝,𝑗(𝑗) ≤ 𝑋𝑝,𝑖 + 𝜌0                                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                 (15) 

for all 𝑗 ∈ [0, 𝑆Λ(0) − 1] and all 𝑝 ∈ [0, 𝑃 − 1]. In Figures 6 and 7, the modified 
cell values are marked with blue font color. 

After that, parallel prefix sum (PPS) is done on 𝛤 in order to collect the number of 
all elements (which are needed to be regarded in the next layer) for each row, 
gaining 𝛤′. As a result of the PPS step, the last column contains these values, 
which are collected in array 𝜑 (with size 𝑃 × 1): 𝜑𝑝 = 𝛤′𝑝, 𝑆Λ(𝑖)−1  (16) 

for all 𝑝 ∈ [0, 𝑃 − 1], and the largest such number in ST (which is the size of 
T(i+1)): 𝑆𝑇 = max∀𝑝 𝜑𝑝 (17) 
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In order to construct T(i+1), another temporary 2D array: 𝛷 is created (with size 𝑃 × 𝑆𝑇). In 𝛷 the index numbers of the markers (to be regarded in the next layer) 
are needed to be collected. However, this is not done by directly addressing the 
elements of 𝛷: instead, it is done indirectly, by using the elements in 𝛤 that polled 
positively (𝜐(𝑝, 𝑗) = 𝛤𝑝,𝑗) to set only the relevant starting positions: 𝛷𝑝,𝜐(𝑝,𝑗). 
These are marked with red font color in Figures 6 and 7: 

 If the first element in a row in 𝛤 is polled positive (its value is bigger than 0), 
then the first element in the same row of 𝛷 is set to 0, since that is the 
leftmost marker: 𝛷𝑝,0 = 𝛼0(𝑖+1) (18) 

 If its value in 𝛤 is 0 (i.e. polled negative), then the sought sequence does not 
start at 0. However, the starting position can still simply be determined from 𝛤′ (using 𝜐(𝑝, 𝑗) =  𝛤𝑝,𝑗′ ): 

 𝛷𝑝,𝜐(𝑝,𝑗−1) = 𝛼𝑗(𝑖+1),  if 𝑗 > 0 and  𝛤𝑝,𝑗 > 0 (19) 

Remark: it is important to note that at this point 𝛤 only shows if an element polled 
positive or not, while the position information is taken from 𝛤′. 
For example, in Fig. 6 the first row (p=0) of 𝛤 is [2 2 2 0], while 𝛤′ is [2 4 6 6]. 
This shows that only the first 3 elements polled positive, so the first element of the 
same row in 𝛷 is set to 0, then the 2nd element (j=1) sets 𝛷0,𝜐(0,𝑗−1) = 𝛷0,𝜐(0,0) =𝛷0,2 to 𝛼𝑗=1(𝑖=1) = 2; while the 3rd element (j=2) sets 𝛷0,𝜐(0,𝑗−1) = 𝛷0,𝜐(0,1) = 𝛷0,4 

to 𝛼𝑗(𝑖+1) = 𝛼2(1) = 4. 

After that, the corresponding ending locations are set for each row p in 𝛷, for each 
positively polling element j in 𝛤: 𝛷𝑝,   𝜐(𝑝,𝑗−1)+𝛽𝑗(𝑖+1)−1 = 𝛼𝑗(𝑖+1) + 𝛽𝑗(𝑖+1) − 1 (20) 

These elements are marked with green font color in 𝛷 in Figures 6 and 7. If there 

are no groups that have more than 2 elements (𝛽𝑗(𝑖+1)> 2), then 𝛷 can be already 

used as T(i+1) in the next layer. However, if there are more than 2 elements in at 
least one group, then there will be “holes” (zeros) in the rows, which is why 𝛷 is 
only a temporary array that is used to construct T(i+1). 

With 𝛷 set up, T(i+1) is initialized (with the same size as 𝛷), however, with ones. 
The elements of T(i+1) are calculated differently for the first element in each row p: 𝑇𝑝,0(𝑖+1) = 𝛷𝑝,0 (21) 

and subsequent elements: 𝑇𝑝,𝜐(𝑝,𝑗−1)(𝑖+1) = 𝛷𝑝,𝜐(𝑝,𝑗−1) − 𝛷𝑝,𝜐(𝑝,𝑗−1)−1 (22) 
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This can be seen in Figures 6 and 7, where the affected array elements are marked 
with cyan font color. After that, parallel prefix sum is done on T(i+1), and the 
evaluation moves onto the next layer. 

 

Figure 8 
The last step of the interval-based inference algorithm 

Fig. 8 shows the last step of the evaluation, when the last layer is reached. Class 
collector array 𝜅 is constructed (with size 𝑃 × 𝑘) and using T(N-1), the occurrences 
are counted in 𝜅 for each 𝑗 ∈ [0, 𝜑𝑝 − 1], ∀𝑝 ∈ [0, 𝑃 − 1]: 𝜅𝑝, Θ𝑇𝑝,𝑗(𝑁−1) = ∑  Θ𝑇𝑝,𝑗(𝑁−1)𝜑𝑝−1𝑗=0  (23) 

Finally, the output array y is calculated for all p: 𝑦𝑝 = {argmax∀𝑗 𝜅𝑝,j      if 𝜑𝑝 > 0default           otherwise     (24) 

In Fig. 8, for the first sample (p=0) the class distribution of A, B and C is 3/7, 2/7 
and 2/7, respectively, thus the output is A. For the third sample (p=2) the search 
has reached a dead end at layer #1, thus, the default class (A) is returned. 

3 Performance Evaluation 

3.1 Experimental Results 

The proposed new inference method had been tested on two real-life benchmark 
problems from the UCI data repository [15] that are very commonly used to test 
the classification performance of machine learning methods. The implementation 
has been done on an average PC (Intel® Core™ i5-4590 CPU @ 3.30 GHz, 16 
GB RAM), using CUDA v9.2 and Thrust v1.9 [16]. 

In the first set of experiments, the Wisconsin Breast Cancer (WBC) [17] dataset is 
used to compare the classification performances of the proximity-based inference 
(PBI) method and the new interval-based inference (IBI) method. The dataset 
consists of N=9 attributes and P=500 training samples, which have been separated 
into a training and a testing dataset, in various training to testing ratios (TTRs) 
from 5:95% (i.e. 5% of the 500 samples are used for training and 95% for testing), 
to 95:5% (vice versa). The parSIT is trained for each TTR and the same trained 
structure is used for the PBI and IBI phases. 
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Table 1 

The calculation of classification measures: recall, precision and balanced accuracy 

 Recall Precision Balanced Accuracy 

Formula 
𝑇𝑃𝑇𝑃 + 𝐹𝑁 

𝑇𝑃𝑇𝑃 + 𝐹𝑃 
𝑇𝑃𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁𝑇𝑁 + 𝐹𝑃𝐾  

In order to measure the performance, the recall, precision [18] and balanced 

accuracy rates [19] have been measured. Table 1 summarizes the formulas with 
which these values are derived, where K is the number of classes (K=2 in case of 
the WBC dataset). The data is calculated from the true positive (TP), true negative 
(TN), false positive (FP) and false negative (FN) results from the inference. 

For each class, the recall ratio shows how many instances of a given class are 
positively identified, while the precision ratio shows how many of all positive 
claims are actually true. The balanced accuracy ratio shows how well the 
classifier can identify both the positive and negative samples. 

The inference results are compared in Figs. 9-11. For the interval-based inference, 
ρ=15% range value is used. As it can be seen in Fig. 9, the recall ratio of the 
proximity-based inference peaks around 96%, then slowly declines to 77% as the 
amount of training data ratio decreases (relative to the testing data size).            
The reason for this is the “narrow” search approach the PBI method uses in the 
problem space, only considering one value for each given attribute. However, the 
proposed interval-based method is more stable, providing a 94-97.4% recall rate 
even with fewer training data, since it expands the search area in the problem 
space to a wider region, thus, can better utilize the same trained structure. 

 

Figure 9 

Comparison of the recall rates of the two inference methods using the WBC dataset 

As Fig. 10 shows, their precision ratio is roughly the same (90-96%), although in 
case of lower TTRs (lower than 15:85%) the original PBI method preforms better, 
implying that the higher recall rate is at the cost of a lower precision rate. 
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In terms of balanced accuracy (Fig. 11), we can also see that the new IBI method 
provides a more stable (>95%) performance for the considered TTRs, while the 
PBI shows a slow decline for decreasing training set cardinalities. 

 

Figure 10 

Comparison of the precision rates of the two inference methods using the WBC dataset 

 

Figure 11 

Comparison of the balanced accuracy rates of the two inference methods using the WBC dataset 

Table 2 summarizes the results, breaking down the considered TTR spectrum into 
5 intervals (from left to right in the figures): very high (the cases where the 
training to testing set ratios are more than 4:1 (80:20), i.e., there are more than 4 
times as many training samples as testing samples), high (4:1 – 1.5:1), moderate  
(1.5:1 – 1:1.5), low (1:1.5 – 1:4) and very low (less than 1:4). The recall, precision 
and balanced accuracy rates have been averaged in these intervals, which can be 
seen in the table. The difference (∆) in percentage between the IBI and PBI 
measures is also shown (marked with bold text), which indicates how the new IBI 
algorithm really performs compared to the PBI method. 

Table 2 

Comparison of the recall, precision and balanced accuracy rates using the WBC dataset 

TTR (%) 
Recall (%) Precision (%) Balanced accuracy(%) 

PBI IBI ∆ PBI IBI ∆ PBI IBI ∆ 

Very High 94.2 97.1 2.9 92.7 94.1 1.4 95.0 96.8 1.7 

High 93.2 96.7 3.5 93.3 92.9 - 0.3 92.3 93.6 1.2 
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Moderate 90.8 97.0 6.2 92.3 93.6 1.2 93.3 96.6 3.4 

Low 88.5 97.5 9.0 91.9 91.5 - 0.4 92.1 96.2 4.1 

Very Low 82.6 98.6 16.0 91.1 88.3 - 2.8 88.9 95.6 6.7 

As it can be seen, while the precision is roughly the same (with very little 
difference) for very high to moderate TTRs, while for lower TTRs the precision of 
the IBI method is worse than that of the PBI method. On the other hand, a steady 
increase can be seen in the recall and balanced accuracy rates for the difference in 
favor of the IBI method as the TTRs decrease. 

The experiments have been done on a multi-class problem as well: The Iris 
dataset, which consists of P=150 samples, N=4 attributes and K=3 classes.         
The results are counted as follows: for each class j, if the classifier marks a given 
input as part of the class, and if correct, it is counted as true positive, and false 
positive otherwise. Similarly, if the inference marks the sample as not being part 
of the class, then it counts to true negative if it is correct, and false negative if it is 
not correct. The recall and precision rates are averaged among all classes. 

Figs. 12-14 show the results of the classification using the same performance 
measures. As it can be seen, the multiclass problem was much harder to the 
proximity-based inference method, exactly due to the reason that has been 
outlined in the introduction. The new inference method, however, provides not 
only a more stable, but also much higher rate for all three performance ratios. 

 

Figure 12 

Comparison of the recall rates of the two inference methods using the Iris dataset 

Although compared to the 2-class case of the previous experiment, the IBI method 
shows a decrease in recall rate for lower TTRs, but it still generally provides a 
better recall rate over the PBI method by at least 15 percentage points, as Fig. 12 
indicates. 

The precision rate of the IBI, on the other hand, is more stable in comparison to 
that of the PBI, providing a rate of ~88% for all the considered TTRs while the 
precision rate of the PBI is gradually decreasing with the TTR. This implies that 
the IBI method is much better suited for multiclass problems. 
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Figure 13 

Comparison of the precision rates of the two inference methods using the Iris dataset 

The balanced accuracy rate (Fig. 14) shows a very slow decline with the TTRs for 
the IBI method, but still provides an at least 80% rate for the lowest TTRs, while 
the PBI method only provides a ~70% balanced accuracy rate for the same.         
In general, the IBI outperforms the PBI method by 10-15%. 

 

Figure 14 

Comparison of the balanced accuracy rates of the two inference methods using the Iris dataset 

Table 3 summarizes the results (averaged for TTR intervals) for the Iris dataset, 
the same way as Table 1 of the previous experiment. According to the results, the 
recall and precision rates of the PBI method is roughly the same, ~70% on average 
for very high to moderate TTRs, while decreasing to ~60% for lower TTRs.      
The recall rate of the IBI method slowly decreases from ~90% to ~80% 
throughout the TTR spectrum, while its precision rate stays around 88%, meaning 
that the classes it marks as a positive hit are correct in the majority of time.        
The balanced accuracy of the PBI is relatively stable at ~70-77.5% throughout the 
TTR spectrum (with a very slow decrease for lower intervals), while that of the 
IBI method slowly decreases from ~92.8% to ~85.2%. 
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Table 3 

Comparison of the recall, precision and balanced accuracy rates using the Iris dataset 

TTR (%) 
Recall (%) Precision (%) Balanced accuracy(%) 

PBI IBI ∆ PBI IBI ∆ PBI IBI ∆ 

Very High 69.7 90.5 20.8 69.5 88.9 19.4 76.1 92.8 16.7 

High 71.4 88.7 17.3 70.9 90.0 19.0 70.0 88.8 18.8 

Moderate 70.1 86.7 16.7 70.0 88.8 18.8 77.5 89.9 12.4 

Low 67.5 84.8 17.3 67.5 88.2 20.7 75.7 88.5 12.9 

Very Low 61.6 80.4 18.8 61.2 87.5 26.3 70.0 85.2 15.2 

The effects of range parameter ρ to the classification performance has also been 
examined. Fig. 15 shows the recall, precision and balanced accuracy rates of the 
interval-based inference, on the Iris dataset (using 70% of the samples for training 
and 30% for testing). As it can be seen, at ρ = 5%, all the performance measures 
are at their maximum and maintain a high value until around 15%, where a steady 
decline begins. The recall decreases to 33%, which is expected for a 3-class 
problem, as the covered interval is large enough to cover the whole domain, thus, 
only returning the default class for any given inputs. The balanced accuracy falls 
to 50%, while the precision rises back to ~75% for higher ρ values. 

 

Figure 15 

Performance measure analysis of using different range sizes on the Iris dataset 

Remark: For large range values, the ~75% precision rate is caused by the way the 
measure is calculated, i.e. taking the ratio between the true positive findings and 
all positive claims (TP+FP). If there are no positive claims for a given class at all, 
then the recall for that class is 0%, while the precision is 100% (since none of the 
positive claims are wrong). In this case, the classifier only returns the default 
class, which means 100% precision for the two other classes, while only 25-33% 
precision for the default class, which makes the average, approximately 75%. 

Interestingly, for the WBC dataset, ρ = 25% provided the best results, even though 
the performance for Iris dataset peaked at ρ = 5%, which shows that the optimal ρ 
value is primarily dependent on the given data. Thus, it is recommended that for 
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any given problem, the inference should be tried for different values between 5% 
and 30%, to find the value that is most suitable. 

3.2 Complexity Analysis 

The computational or time complexity of the proximity-based inference is 
O(N∙m), where m is the average number of markers per layer. Since the new 
interval-based inference method uses parallel prefix sum twice in each layer, it 
will be inherently slower than the proximity-based counterpart, at O(N∙m∙log2m). 
The new method also requires more parallel processing units to compute, which 
can limit its usability for large index arrays, if the range parameter is also large. 

However, both methods still only marginally dependent on the amount of input 
data (as the number of processes contributes to the time complexity, given that 
they are needed to be managed by the parallel computing framework). 

Remark: It is recommended to set the order of the attributes to such that, the one 
with the least value variety, is the root layer, since both inferences have to poll all 
elements of the index array in the root layer. 

Conclusions 

In this paper, a new inference method is presented for Parallelized Sequential 
Indexing Table classifiers. While the original inference method uses a proximity-
based algorithm, where the inference is only considering a one route (a single 
series of attribute values closest to the input data values) through the problem 
space, the newly proposed algorithm, does a more thorough search through, by 
regarding intervals of values for each attribute and thus, provides a more accurate 
classification. 

The new interval-based inference method has been tested on two real-life 
benchmark problems that are very commonly used to test the classification 
performance of machine learning methods. Overall, the original proximity-based 
inference method has a lower computational complexity, thus it has a faster 
operation, requires fewer processing units, and according to the test results, it 
performs reasonably well on 2-class problems (with a balanced accuracy rate of 
~88.9-95%), though less so on multiclass problems (~70-77.5%), due to the higher 
complexity of the problem. The proposed new inference method has a slightly 
higher computational complexity and thus, have a slower operation compared to 
that of the proximity-based inference method, it is more intensive regarding the 
processing units, but in return it performs slightly better on 2-class problems 
(~93.6-96.8% balanced accuracy rate) and much better on multiclass problems 
(~85.2-92.8%) compared to the proximity-based systems, even though they both 
use the same trained classifier. 

The experiments have shown that the proposed inference method can provide 
good classification metrics, even for multiclass problems (~80% recall, ~87.5% 
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precision and ~85.2% balanced accuracy rates), for cases where the testing data 
cardinality significantly outweighs that of the training data, meaning that with it 
the parSIT classifier is a reasonable choice for a low-complexity, fast training and 
fast performing classifier for such problems. 

In future work, we will further improve the proposed inference method, in order to 
increase its speed, and based on the classifier, we will develop new methods, 
where the processing order of the inputs are not bounded by a single ordering 
scheme. 
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Abstract: For a long journey, the occupants of highly autonomous vehicles (HAV), with 

non-standard seating, can communicate easier. The question is… Are non-standard seating 

configurations as safe as standard seating in a frontal crash? The Virthuman model is used 

to answer this question. It is a multi-body system (MBS) model that helps run simulations 

faster, however, it lacks some outputs. A 30 km/h frontal acceleration pulse is applied to 

HAV’s interior and a program determines injury indexes for Virthuman’s body parts, then 

returns to simulation’ settings, without considering injuries of the bodies’ internal organs. 

Living Room seating provides safer conditions for its occupants in a frontal crash. 

Keywords: fully automated vehicle; Virthuman model; non-standard seating 

configurations; sledge test simulation; injury index assessment 

1 Introduction 

Currently, a vehicle’s occupants can move seats forward or backwards for 
adjustment. Another possible option for them – usually for occupants in the front 
row – is leaning a seat’s back for relaxation. All of the occupants’ sit facing the 
front windshield and we call this the “standard” seating configuration. But highly 
autonomous vehicles (HAV) use automated driving systems (ADS) and so far, 
they do not need drivers for controlling cars manually. In the absence of the 
emergency brake and gearbox handles and with no steering wheel, occupants can 
rotate their seats easily to get more legroom and have more freedom, to either 
communicate with other passengers, or perform various activities. A combination 
of occupants’ seating positions in a highly autonomous vehicle, makes for non-
standard seating configurations. 

An interview that gauged an occupants’ interest for long travel scenarios in a 
vehicle, found that almost 80% of participants prefer to be in a non-standard 
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seating configuration [8], while 42% of Chinese passengers preferred to be in non-
standard seating configurations, from a survey that investigated their seating 
preference in HAVs [13]. Autonomous vehicle’s non-standard seating 
configurations have different types, but the most desirable ones for occupants are 
the Face-to-Face and the Living Room configurations. In the Face-to-Face case, 
the front row passengers’ seats are rotated 180 degrees around a vertical axis, 
perpendicular to the vehicle’s floor and face backwards. Meanwhile, the rear row 
occupants’ seats keep their face forward toward the front windshield. If both front 
and rear row seats are rotated on a vertical axis perpendicular to the vehicle’s 
floor, somehow they are seen like a cross sign, from the top view, which is why 
we have named it the “Living Room” position. 

Rotatable seats could define an active seat rotation strategy to study occupants’ 
safety in automated vehicles. In this concept, the orientation of a passenger’s seat 
is modified during a pre-collision [7] [21]. Seat rotation hypotheses may not 
always work successfully. For instance, let us suppose an occasion when an 
autonomous vehicle is driven on a road and suddenly faces a pedestrian(s) who is 
passing across the road. The ADS selects a proper maneuver to avoid a vehicle-
pedestrian(s) collision. Now, if there is a barrier in the vehicle’s new path and 
ADS has not detected it for some reason in advance, the active seat rotation 
technique will not work effectively. ADS will not have had enough time to change 
the orientation of the seats. Hence, it is necessary to investigate the safety of non-
standard seating configurations. 

Human body models are another important element in crash simulation tests.    
The majority of researchers' interests have been the frontal and lateral impact’s 
effect on the human's head, neck, chest, abdomen and pelvis. Most of these 
investigations were carried out on post-mortem human subjects (PMHS) [9, 15, 
18, 22, 23]. Because of difficulties in keeping the condition of PMHSs, they 
cannot be used for multiple tests. PMHSs are used in research to deal with the 
crash's effects on the human body. Dummies, as full-scale anthropomorphic test 
instruments, are used for doing tests and measurements [24]. They can simulate a 
body's dimensions, weight proportions and articulations, as well. Dummies are 
used in the automotive industry for regulations and doing tests based on 
consumers' requests. Serious damages that happen in consequence of crash tests, 
dramatically decrease the dummies’ measurement's accuracy. 

Digital Human Modelling (DHM) can solve the aforesaid obstacles for PMHSs 
and the Dummies [1]. For instance, articulated rigid body (ARB) models are 
suitable for fast computation because of their simple manipulation. However, 
current developments in the computation’s hardware, make it possible to use even 
more complex models. The finite element (FE) based models are another group of 
human bode models which are complex because of their precise anatomic model. 
In consequence, more simulation time is needed for running a test. Regardless of 
the time issue, these models can simulate injuries to internal organs. 
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Hybrid models are being developed for having efficient time consumption for 
simulation(s) as well as the capability of collecting as much injury data for each 
body part. The Virthuman body model [3] [11] is selected in this study for 
simulating bodies. Since we considered four bodies in a car’s interior, this model 
could help to run simulations faster, due to the limitations of our hardware 
facilities. 

This study faces some limitations due to the vehicle interior and body models. 
Simulation results for a highly automated vehicle model in frontal collision 
condition with four identical bodies were not validated against experimental data 
in non-standard seating configurations. We dealt with a simplified schematic 
interior but for further studies, we suggest using available vehicle dimensions.      
It keeps the topic open for further studies. Present work has focused on a low-
speed frontal crash tests. For having a better view about occupants’ safety, 
different crash directions and initial crash speeds have to be tested. Moreover, the 
models’ seating posture is an effective parameter on bodily injury in a crash. 
Henceforth, further study is needed for other seating positions, such as, when they 
lean back. Finally, there is the Virthuman model itself, which possesses the decent 
capability to present different ages and genders in crash scenarios. The authors 
recommend extending the study for a range of ages and genders, to collect a 
valuable database of crash simulations. As far as the Virthuman model is made on 
a Multi-Body-System basis, it evaluates body injuries regarding kinematic values 
and loads on some certain nodes/joints. It is important to highlight the point, that 
Virthuman does not model tissues, muscles, brain, etc. None of these bodily 
injuries are considered by the algorithm for the evaluation of injury indexes. 

2 Methods 

Four identical Virthuman models were located in a simplified interior of an 
autonomous vehicle. Three-point seat belts were the only elements which restrict 
bodily motion and their feet were not affixed to the interior’s floor. The whole 
model – bodies and interior – was subjected to a Low-impact speed’s acceleration 
pulse (30 km/h) in visual performance solution (VPS), PAM-CRASH module.   
An algorithm is available for Virthuman extracting time-dependent kinematic or 
loads’ curves for specified nodes to compute the injury index per body’s parts. 

2.1 Virthuman 

Virthuman is a hybrid, Multi-Body-System (MBS) model for representing a 
human's body in the field of traffic safety to investigate a crash scenario’s effect 
on bodies [19]. The body’s skeleton of this model is created based on MBS in 
which parts are connected by nonlinear springs and dampers. The models’ skins 
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are the integration of super elements, and nonlinear translational joints connect 
them to the MBS structure. The model is applicable for use in simulating different 
gender, age, height and weight categories of the population [6]. A scaling 
algorithm generates physical dimensions (geometry), mass, inertia and joint 
properties, concerning age, gender, height and mass distribution [3]. A virtual 
human model, Figure 1, in this survey represents a 30-year-old male with 176 cm 
height and a weight of 78 kg (50th percentile male). 

 

Figure 1 

Virthuman model 

2.2 Vehicle Interior 

The simplified autonomous interior in the study contains upright walls, windows 
and seats. Its exterior dimension is 2646.09 mm length, 2070.7 mm width and 
1420.67 mm height, Figure 2. The walls are covered by 50 mm Polyurethane foam 
(PUR). The geometry of the driver's seat of the Volvo xc7 Station Wagon is 
imported to VPS and has upright posture, Figure 2 [14]. The angle of the seat’s 
cushion respect to the horizontal plane which is parallel to the floor of the 
vehicle’s interior is 14.7 degree. Seat’s back makes 20.35 degrees angle with an 
axis perpendicular to the vehicle’s floor. 

The seat is made from Polyurethane foam. This foam type is a highly versatile 
material and is widely used in the automobile industry. Foams act as useful shock-
absorbers during vehicle motion and can dampen unwanted small vibrations that 
are caused by the road's roughness. The stress-strain curves for the Polyurethane 
foam used for the interior and seats in the present study are illustrated in Figure 3 
[16]. 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 131 – 

 

Figure 2 

Polyurethane foam seats in the schematic interior 

 
Figure 3 

Polyurethane foam material properties 

The three most desired seating configurations [8] are considered in this study, 
Figure 4. There is a common seating configuration where all passengers sit facing 
the front windshield. It provides two options for occupants, more specifically for 
people who are in the front row: lean their seats back and slightly move it 
horizontally to the front or rear for adjustment. We call it the standard seating 
configuration. First row seats in the standard seating configurations are rotated 
180 degrees around an axis which is perpendicular to the interior floor plane and 
passes through the center of the seat’s nodes. Meanwhile, rear row seats kept their 
orientations. We named this seating configuration, Face-to-Face. The final seating 
configuration was generated based on the Face-to-Face seating configuration, and 
we named it the Living Room. It looks like a family member sitting around a 
dining table. In the Living Room seating configuration, all passengers’ seats in 
Face-to-Face configurations are rotated 30 degrees inward. 
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In both standard and non-standard seating configurations, bodies are fastened to 
seats by three-point seat belts made from standard material for common passenger 
vehicles. Retractors are activated at the beginning of the simulation and push back 
belts to affix the bodies on the seats. The retractors’ forces were set to 35 N [20]. 
No load limiter is assumed in this study. Shoulder and lap belt are made from 
double-layer fabric. This part was modelled in VPS by membrane element which 
has two perpendicular layers. For simplicity reasons, nonlinear beam elements are 
used for fixed belt’s segments at retractor and anchor passing segments over D-
ring and buckle. 
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Seating postures 
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2.3 Part Injury Assessment 

An algorithm has been developed to assess the injury risk of the Virthuman model 
[2]. The program generates 779 time-dependent curves, such as, accelerations, 
forces and displacements of certain points and body parts. As an example of the 
acceleration’s component and the absolute value of the head’s center of gravity, is 
considered. The neck joints’ bending moment plays an important role in 
computing injury index. The program measures the deflection of the Model’s 
thorax segments during simulation to calculate its level of injury. Forces are key 
values for determining injuries to pelvis segments, Table 1. To determine injury 
indexes for breakable joints, the algorithm focuses on their forces and moments. 
For each model’s part, the degree of injury is determined according to its relevant 
time-dependent curves have been mentioned already. The worst degree of injury 
in the time interval from the beginning to the current time step is assigned as the 
injury index for a particular segment. Therefore, the last animation step is read as 
a part of the injury's value. The injury values of models are age-dependent.        
For instance, the same load state causes worse injuries in children than in adults. 
The color evaluation according to the degree of injury is returned by four basic 
levels according to EuroNCAP consumer rating [4]. Either a small degree of 
injury or none is given by “Good”. An injury level can also be “Acceptable” or 
“Marginal”. However, fatal injuries are shown by the “Poor” level and cause a 
very serious degree of injury. For example, with the head injury index for 
HIC36<650, a “Good” level is assigned to the head. If HIC36>1000 the program 
returns “Poor”. Injury indexes’ limits are age-dependent but body’s height, mass 
and gender are not considered for these ranges. The injury index metrics are 
available in the literature for a 6-year-old child, 20-year-old and 100-year-old 
adult, for each injury criteria [5, 10, 12]. For the other ages, the program uses 
linear interpolation to compute metrics. 

Table 1 

Injury criteria for Virthuman [20] 

Part Injury criteria 

Head HIC36, HIC15 

Neck Upper neck moment, tension and shear force 

Thorax Deflection (front, side), Viscous criterion (front, side) 

Abdomen Compression force 

Pelvis Pubic peak force 

Femur Bending moment, Compression force 

Knee Moments 

Tibia Bending moment, Compression force 
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3 Simulation 

When a vehicle collides into a barrier, the vehicle comes to an immediate stop, 
while the occupants keep moving, according to Newton’s laws of motion. 
Henceforth, the present study uses an equal case and supposes that the car's body 
is pushed back from the rest-position using a given acceleration, that corresponds 
to the initial car crash speed. The acceleration is applied to the geometry center of 
the model’s nodes – human body models and interior – in the horizontal direction. 
The model has a single degree of freedom of movement in the direction of the 
crash. Three simulations are run in this study: Standard, Face-to-Face and Living 
Room seating configurations. A two-step simulation in VPS is planned for 
running the tests. 

 To prevent any simulation error that may occur due to initial contact's 
penetration between bodies and seats, gravity acceleration is applied on 
body models, as well as the seats, for 50 ms. Body models are released 
slightly above the seats from the rest-position, at the beginning of this 
step. In this time interval, the acceleration pulse equals to zero, Figure. 5, 
and the gravity is the only external acceleration field acting on models’ 
nodes. Meanwhile, seat belts are pulled back by their retractors. By the 
end of this step, the seat belts are locked and the seats are deformed. 

 
Figure 5 

Prescribed vehicle’s acceleration vs. time 

The crash’s acceleration pulse for 30 km/h [17] is applied to the center of the 
model's nodes for 200 ms. The models' motion data are recorded versus time for 
post-processing analysis. Occupants’ kinematic responses, in standard and non-
standard seating configurations, are illustrated for selected times in Figure 6. 
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Standard seating configuration 

 
Face-to-Face seating configuration 

 
Living room seating configuration 

Figure 6 

Occupants’ body parts’ trajectory (head, wrists and feet) in a frontal collision in different seating 

configurations 

4 Post-Processing Results 

Occupants’ injury index assessments are collected for the Standard seating 
position in Figure 7. Four bodies are identical and the seats’ direction is the same 
as the crash orientation. One expects to have quite similar index injury for all 
occupants. Forces/moments in segments and joints of bodies’ parts, these do not 
exceed metric limitations used by the algorithm [2, 5, 10, 12], as all bodily parts 
are in “Good” condition in a crash, except for their thoraxes and abdomens. 
During the crash, bodies are bent forward while the shoulder and lap belts, which 
are locked and do not have any motion, pull back the bodies. Chest’s segments 
that are acting as rigid bodies and press translational joints which are connected to 
the models’ MBS structure. The side’s deflection of the thoracic segment which is 
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in contact with shoulder belts exceeds 42 mm, a defined injury criteria limitation 
for thoracic side’s deflection. Hence, the thorax’s injury index for all bodies is 
Poor”. 

 

Figure 7 
Standard seating configuration’s Injury index assessment per occupants 

There are minor changes in compression forces of the bodies’ abdomen joints 
because this section of the body is supported by the seat’s foam. The foam can be 
deformed easier and even more than the body’ segment. It helps abdominal forces 
will not be more than 1.75 kN, a defined value for the abdomen’s injury criteria. 
Therefore, one has an acceptable injury index for abdomens. A difference is seen 
for injury index of Rear Left occupant’s right tibia because rigid bodies contact 
happened. Some nodes under seats’ cushions were selected as rigid nodes.         
All seats were identical however bodies were located and fastened on their seats 
individually. In a step during simulation distance between Rear Left occupant’s 
right foot and rigid nodes under Front Left’s cushion was less than a value which 
was set for contacts. In this occasion, VPS solver interpreted it as a rigid-to-rigid 
contact that makes a high jump in contact forces. Subsequently, it generates a pick 
in compression force of the model’s right tibia. Therefore, the injury assessment 
algorithm evaluated “Acceptable” level for this body part. Front row occupants’ 
feet also hit to the front of the interior. But it was covered with Polyurethane foam 
and it was deformed to absorb energy. Hence, tibiae’ index of injury for Front row 
occupants, remain in “Good” condition. 

Figure 8, demonstrates injury indexes for occupants in the Face-to-Face seating 
configuration. In this configuration, the front row seats are rotated 180 degrees 
and the rear row seats’ position remain unchanged. Therefore, it is expected that 
the front row occupants’ injury indexes are changed because they somehow 
experience a crash from their backside. Major differences are seen in the front-row 
occupants’ thoraxes and femurs. These bodies’ reaction to the crash, pulse push 
the models’ trunk to seats’ back. The seat’s foam absorbs a part of the crash 
energy. This motion causes bodies to receive minimal contact with the shoulder 
belt, which reduces the thoracic segments’ deflection. In consequence, these parts’ 
deflection values are lower than the metric limits defined in the algorithm, and 
their injury index is improved from “Poor” to ”Acceptable”. 
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Figure 8 

Face-to-Face seating configuration’s Injury index assessment per occupants 

Actually, at the end of simulation time when the trunk of front rows’ occupants hit 
to the shoulder belt in a rebound, their injury index is changed to “Acceptable”. 
However, when these bodies are bent back a little around their pelvis, 
compression forces on their abdomen are increased – slightly more than 1.75 kN- 
because bodies are pushed by lap belts. This means we have a change in injury 
index from “Acceptable” to “Marginal”. Another important injury index change 
related to bodies’ femur. Returns to occupants’ kinematic are shown in Figure 6, 
in which one can see that the tibiae of bodies’ in the front row are pushed to the 
seat’s cushion. On the other hand, it has been mentioned already that these bodies’ 
abdomen motion is restricted by the lap belts. These two parameters lead to 
having an upsurge in femur forces that pass the 6.5 kN limitation of femur’s 
compression force. As a result, their injury index is reduced from “Good” to 
”Marginal”. 

Indexes of injury for occupants in the Living Room seating configuration are 
illustrated in Figure 9. Positions of occupants’ seats in this configuration are 
similar to Face-to-Face but the only difference is they are rotated by 30 degrees 
inward. This rotation causes passengers to experience an oblique crash. The Front 
Left and Right occupants were rotated counter-clockwise and clockwise around 
their pelvises respectively, Figure 6. These rotation of frontal raw bodies prevents 
tibiae collision to the front of the seat cushion, such as we have seen for Face-to-
Face. Forces are decreased to less than 5.5 kN for the right femurs helps to 
improve injury indexes to “Acceptable”. 

Because the models’ head does not hit the interior during crash’s simulation and 
HIC36 metric are not exceeded from limitations considered by the software 
(HIC36<650), heads’ injury indexes are at a “Good” level. Regarding models’ 
necks, upper neck’s joints are taken into account for determining injury indexes. 
The algorithm computes the upper neck’s bending moment, shear and tension 
force in the midsagittal plane. For occasions such as the present study if joints’ 
moment, shear and tension forces are less than 42 Nm, 1.9 kN and 2.7 kN 
respectively a “Good” injury index is assigned to models’ necks. While simulation 
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was run in Living Room seating configuration all body models were rotated 
inward and there were contacts between shoulder belts and the lowest part of 
necks. The program does not consider forces/moments out of the midsagittal plane 
for neck injury index assessment. So Living Room seating configuration one also 
has “Good” injury index. 

 

Figure 9 

Living Room seating configuration’s Injury index assessment per occupants 

Conclusions 

The present study investigated four identical 50th percentile male Virthuman 
occupants’ injury indexes, for three seating configurations, in a schematic interior 
of a highly autonomous vehicle. For frontal collision simulation, a low-impact 
speed’s (30 km/h) acceleration pulse was applied to the model. Subsequent injury 
indexes of body models’ parts are investigated by the post-processing algorithm, 
which is available for the Virthuman model in the VPS Environment. Simulation 
results reveal bodies’ thoraxes are the most vulnerable parts, in a frontal crash, in 
standard seating configurations, because of shoulder belts. 

In non-standard seating configurations (Face-to-Face and Living Room), front row 
occupants’ seats are rotated. Bodies sit face backwards so in a crash their back hit 
to the seats’ back and the seats’ foam absorbs the crash’s energy. Because seat 
belts have been already locked in the first step of the simulation, contact between 
bodies and shoulder belts are reduced. As a consequence, the injury index in non-
standard seating configurations for front-row occupants’ thoraxes are better than 
in standard seating configuration. However, the upper part of these bodies bend 
backwards and rise forces and moments on abdominal joints. The abdomen’s 
injury index in non-standard configurations is worse than in standard 
configuration. Front-row occupants’ femurs in crash hit the seats’ cushion in the 
non-standard seating configuration. This means their injury index is worse than in 
the standard configuration. This issue can be solved by adding extra foam to the 
cushion, as a lower leg rest, for restricting leg motion. Another possible solution 
which can be tested, is to affix feet to the interior’s floor, in a test. 
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Returning to simulation results, based on the settings that were taken into account 
in the present study, in general, the Living Room seating configuration is safer in 
a low-speed frontal crash, over the Standard and Face-to-Face, in regards to a 
body injury index. However, it is worth stressing, that no internal organs, tissues 
or brain injuries were considered in the latter mentioned outcome due to the 
Virthuman limitations. Further studies and validation of results against 
experimental tests are recommended. 
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Abstract: We present a novel application of the D435i, an RGBD camera, designed by 

Intel. The device can be used by soil scientists, as a low-cost, high-resolution, short-range 

3D/4D camera imaging system, producing data similar to a terrestrial light detection and 

ranging (LiDAR) sensor. The D435i contains a structured light emitter, two infrared 

cameras, a visible wavelength camera, an Inertial Measurement Units (IMU) combining 

accelerometer and gyroscope. The affordable camera has 90 frame rate, spatial and depth 

resolutions which are mm or cm depending on range, and the optimal operating range is 

0.5 to ~5m. We describe data collection and basic data analysis routines in an agricultural 

field, on the long-term experiment, designed to demonstrate the breadth and utility of this 

new sensor in soil roughness measurment. 

Keywords: remote sensing; soil surface roughness; image processing 

1 Introduction 
Soil surface roughness (SSR) is defined as the average of vertical deviations from 
a nominal surface over a specified surface area, caused by factors such as soil 
texture, aggregate size, rock fragments, vegetation cover and land management, 
more precisely, soil tillage [1]. According to different order of magnitudes of 
roughness elements, SSR is classified by four main types [2]. Impact of tillage 
belongs to the third group at the scale of approximately 2-200 mm, where 
differences is resulted of tillage impact. Consequently, in agricultural production, 
SSR is an essential component in preserving the soil moisture content whereby 
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provided greater availability to plants and safety crop production [3]. Besides that, 
Li et al. [4] highlighted the importance the soil surface roughness in water erosion 
processes. 

Since the first conducted experiments for SSR measurements, with invasive 
(contact methods), for example, a roller chain and pinboard, plenty of non-
invasive methods, based on applying a variety of digital devices, have been 
developed [5]. Old and modern methods were compared [1] [6] where the distinct 
advantage of new non-contact methods was revealed. 

However, the quick and affordable measurement technique of SSR is not yet 
appropriately solved. The modern approaches based on 3D scanning technologies 
and generating a digital elevation model (DEM) include laser scanning [7], 
synthetic aperture radar [8] [9], time-of-flight light detection and ranging 
(LiDAR), and photogrammetry. LIDAR and Terrestrial Laser Scanners (TLS) has 
good spatial accuracy, but still relatively expensive [1]. 

Photogrammetric methods might be classified by working principal into two 
groups as passive and active, where passive method has no outcome source of 
waves to project on object. The photogrammetry approach is usually represented 
by stereo camera devices, but some researchers use one digital camera and make a 
series of images with an angular displacement around the object. 

The passive approach with one digital camera for measuring surface roughness 
[10, 11, 12] requires a set of photos around the capturing place which takes a 
relatively long time. Mirzaei and Ruy [13] applied another method to obtain SSR 
with 2 digital cameras. A common disadvantage of passive methods is the 
difficulty in recognizing features to be matched with uniformly colored surfaces, 
like a white wall or black desk. 

Active methods overcome this issue with an active texture projector, which creates 
a pattern of dots on the scanned objects. This technique was used by classical 
stereo systems [14]. 

From the time when cheap and feasible depth cameras came to the market, many 
research projects are implementing 3D scanning technologies for diverse areas 
including soil science. First generation, low cost RGB-D cameras, were used for 
glaciology, stream bathymetry and geomorphology [15], with Microsoft Kinect 
and SSR measuring [1] with ASUS Xtion. 

Further development of RGB-D cameras improved accuracy, quality and provided 
higher depth resolution of 3D scans. Nowadays, many producers offer their    
RGB-D camera, the commonly used units are the RealSense D400 series from 
Intel, Azure Kinect and Kinect 2 from Microsoft and the ASUS Xtion2. 

The focus of this paper is to provide a basic overview of the D435i, as a soil 
science research tool, by describing its specifications, limitations and example 
applications. We describe the hardware and software interface and discuss the 
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quality of the data collected by the instrument and its accuracy without tuning 
parameters of camera or sophisticated post-processing. We then present the first 
published examples using the D435i in the soil science domain, demonstrating 
uses in measuring soil surface roughness. 

2 Methods and Materials 

2.1 Hardware Specifications 

The RGB-D camera D435i (Fig. 1) detects the distance from itself to objects 
within its field of view (FOV), by emitting a random focused Infra-Red (IR) dot 
pattern with a projector and recording that pattern with right and left IR cameras. 
The depth is derived primarily by matching the simultaneously captured left and 
right video images, determining the disparity for each pixel (i.e. shift between 
object points in left vs right images) and calculating the depth map from this 
disparity and triangulation. 

 
Figure 1 

Camera D435i. Source: intelrealsense.com 

The depth algorithm in the RealSense D4 Stereo-vision ASIC is able to recognize 
the slightest texture in a scene, especially in bright environments, and therefore, 
works extremely well outdoors. 

The pattern changes with distance (Fig. 2), expanding radially from the IR emitter 
point source until it is displayed upon the surface of interest. 

 

Figure 2 

The infrared (IR) pattern projected by the IR emitter. Source: dev.intelrealsense.com 
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The device has a quite compact profile and is light weight (dimensions: 90 mm x 
25 mm x 25 mm, weight: 258 g), passively cooled, can either be integrated with a 
computer and/or a mobile device or used as an independent device. The processor, 
the Intel RealSense Vision Processor D4 Board, performs depth stereo vision 
processing and communicates with the host processor through USB‑ C2.0 / USB 
3.1 Gen 1. 

The D435i is equipped with a color camera and provides texture information to be 
superimposed on the depth data (Table 1). 

Table 1 

Technical specification d435i 

Parameters Properties Units 

Depth Field of View (FOV) 87±3 x 58±1 x 95±3 (°) 
IR camera resolution 1280 x 720 (pix) 

Depth Frame Rate 30 (Hz) 

RGB camera resolution 1920 x 1080 (pix) 

Maximum frame rate 90 (Hz) 

Baseline 50 (mm) 

Measurement range 200-10000 (mm) 

The camera is factory-calibrated, and the intrinsic and extrinsic parameters of the 
sensors are stored on board and easily accessible via the Librealsense APIs.          
In addition, a variety of third-party methods for calibration exist [16] [17]. 

The following equation represents the theoretical limitation for the RMS depth 
error (Fig. 3). The RMS error represents the depth noise for a localized plane fit to 
the depth values: 

Where:  Subpixel = 0.08 
Xres = 848 
HFOV = 90 deg 

The D435i can detect surfaces at distances to 10 m, but errors are large at that 
range, so we only show data to a maximum of 5 m. Although the minimum 
resolution (minimum step size) presented here is 1 mm. Therefore, the resolution 
of the sensor is better than 1 mm at close range. 
 

𝐷𝑒𝑝𝑡ℎ 𝑅𝑀𝑆 𝑒𝑟𝑟𝑜𝑟(𝑚𝑚) = 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑚𝑚)2 ∗ 𝑆𝑢𝑏𝑝𝑖𝑥𝑒𝑙𝑓𝑜𝑐𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ(𝑝𝑖𝑥𝑒𝑙𝑠) ∗ 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒(𝑚𝑚) 

𝑤ℎ𝑒𝑟𝑒 𝑓𝑜𝑐𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ(𝑝𝑖𝑥𝑒𝑙𝑠) = 1 2  𝑋𝑟𝑒𝑠(𝑝𝑖𝑥𝑒𝑙𝑠)tan (𝐻𝐹𝑂𝑉2 )  

(1) 
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Figure 3 

Theoretical random error with depth along Z (unity disparity error) 

2.2 3D-Images Acquisition 

The study site (Fig. 4) is located at the Training Farm (JETF) of Szent István 
University (47° 41′ 30.6″ latitude N, - 19° 36′ 46.1″ longitude E; 110 m above sea 
level), North-East from Budapest, established in 2002 [18] [19]. 

 

Figure 4 

The long-term experiment at Józsefmajor Experimental and Training Farm. Source: google.com/maps 

According to the World Reference Base Classification system, the soil is 
Endocalcic Chernozems (Loamic) with a clay loam texture [20]. Our experiment 
(Fig. 5) was arranged in a frame with 60 cm x 50 cm sides and the camera was set 
up at the height of 60 cm. Images were processed by laptop Dell 7577 in real-time. 
The outdoor part of experiment was carried out on October 3, 2019, at 3 pm, with 
partly cloudy sky, +15 ℃. 
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Figure 5 

Experiment process 

The experimental field of soil was prepared by a John Deere 7820 tractor (Fig. 6) 
with soil tillage equipment installed (Table 2). 

 
Figure 6 

John Deere 7820 and Vogel&Noot TerraDig XS subsoiler 

Table 2 

List of tillage treatments, applied equipment and working depth 

Tillage treatments Equipment Working depth 
(cm) 

Loosening (L) Vogel & Noot TerraDig XS 40-45 

Moldboard ploughing + levelling 
(P) 

Kverneland LM100 + packomat 28-30 

Deep tine cultivation (DC) Kverneland CLC Pro 22-25 

Shallow tine cultivation (SC) Kverneland CLC Pro 18-20 

Disking (D) Väderstad Carrier 500 12-14 

No-till Väderstad Rapid 300 C or Kuhn 
Maxima 6 

3-5 (rows) 
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Digital images of soil roughness were captured from 6 parts of the field, with 
different tillage techniques, 2 samples per type of tillage treatment method. 

The triangular irregular network (TIN) method uses a cloud of points to create 
continuous surfaces consisting entirely of triangular facets (Fig. 7). The resulting 
3D images were saved to the Polygon File Format (.ply). 

3D image of soil 

2.3 Accuracy Assessment Performed on Artificial Surfaces 

In order to determine the accuracy of the method applied to the soil surface 
measurement, several hemispheres with known sizes were 3D printed and 
arranged at measured positions (Fig. 8). This model aimed to simulate the soil 
surface structure. 

 

Figure 8 

Artificial surface model built with 3D printed hemispheres 
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Positional accuracies were estimated by comparing the real values to those 
calculated from our 3D images (Fig. 9). 

 

Figure 9 

Plotted scan of hemispheres 

Two types of errors were measured in this study: 

- Linear error is a deviation of location hemisphere along the central line 

- Radial error is a deviation of scanned points and surfaces of hemispheres 

In order to obtain the central points of the hemispheres we used the Iterative Cloud 
Point (ICP) algorithm to fit spheres in the point cloud and to get the centers. 

Linear error was calculated as distance from the reference point of the selected 
stand (zero point) and distances between each central point of the hemispheres 

along the central line (Fig. 10). Scanned points that lie on hemispherical surfaces 
were selected.  

where x1, y1, z1 and x2, y2, z2 coordinates of two points in three-dimensional space. 

The distances between these points and their corresponding hemispheres were 
calculated using the Euclidean equation. These distances were then compared to 
the true radius values to calculate the radial error. 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 + (𝑧2 − 𝑧1)2 (2) 
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Figure 10 

Profile of measured hemispheres 

2.4 The Complete Software Toolchain 

Intel provides a Software Development Kit (SDK) which supports the most 
popular programming languages such as Python, Java and C++ and allows the 
design of concrete software for specific tasks. In our work several packages were 
used with Python 3.7 and Jupiter Notebook IDE, in the different processing stages: 

- Data capture was accomplished by the designed software, using 
RealSense SDK and OpenCV libraries 

- Numpy software processed the cloud points data: Reshaping, Values 
filtration and Calculating distances 

- Data storage with Pandas 

- Data represented with MPL toolkits, Matplotlib, Plotly 

During the measurement process, in the field, all photographs were grouped and 
added to a database. 

3 Results and Discussions 
The camera was tuned with settings by default and mounted at a height of 0.5 m 
above the stand with hemispheres. Measurements were carried out in well-lit 
indoor environment. The acquisition is shown in Figure 11 with 100 mm 
hemisphere, as well as, a best fitting sphere. 
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a) 

 
b) 

Figure 11 

Measuring of a 100 mm hemisphere. a) Profiles of scanned surface and fitted sphere. b) Histogram of 

measurement deviations in radiuses of scanned surface and fitted sphere 

 

Figure 12 shows the result of measurements for the selected stand. The surface 
area of each sphere was measured and difference between fitted spheres and 
measurements obtained was calculated. The error distribution for 100 mm 
diameter is quite noticeable, but by implementing system adjustments, this can be 
reduced. We calculated the linear distances between central points of the spheres 
and compared them with the actual positions on the stand. We then fit a linear 
regression between them, with a coefficient of determination R2=0.988. 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 151 – 

 
a) 

 
b) 

Figure 12 

Measurements of stand with hemispheres. a) Box plot of deviations of scanned surfaces from fitted 

spheres. b) Fitted regression between actual distances of hemispheres central points and measured ones 

 

The system was applied for the data collection, with processing, for 6 different 
soil treatment methods (Fig. 13). 
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No-till Disking 
 

 

Deep tine cultivation Ploughing 

Shallow tine cultivation Subsoiling 

 

Figure 13 

Obtained 3D samples of soil  

Figure 14 presents profiles of each soil plot, with specific geometric features 
depending on tillage treatments. 

No-till Disking 
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Ploughing Shallow tine cultivation 

  

Deep tine cultivation Subsoiling 

  

Figure 14 

Profiles of 3D plots 

The collected 3D images represent numerical characteristics of soil roughness, as 
well as, sufficient amount of covering plant materials (Fig. 15), which are quite 
typical for agricultural land, which affects the measurement accuracy. Such tasks 
as differentiation of soil, plant cover and estimation of the amount of plant 
material on the field, are objects of interest to soil scientists. With the D435i and 
integrated high-resolution RGB camera, the color content of the images can be 
relatively simply used for building the corresponding software. 

 
Figure 15 

Soil surface coverage with stubble residues 
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Conclusions 

In this work, we provide an initial metrological review of D435i camera, as 
applied to soil science. To this point, we can see certain regular patterns of soil 
shape and applied tools, but there is scope for the improvement of the methods 
and results. The RealSence API provides an extensive list of tools and parameters 
for tuning the D435i camera. These adjustments improve the current accuracy of 
results. Our aim in the future, in collaboration with soil scientists, is to observe the 
changes of soil surface roughness in various tillage treatments and climatic 
conditions, for all seasons. A further scientific interest might be to investigate the 
possibilities and limitations of the implementation of such a 3D camera, for 
movable agriculture machinery. 
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Abstract: The air transport crisis, caused by the Covid Pandemic, not only forced the 

limiting of air traffic operations, but also, the verification existing air traffic forecasts.  

This time can be used for an in-depth look at the existing procedures at the airport, namely 

the procedures for performing aircraft take-off operations. After the renewed increase in 

air traffic, the problem of proper positioning of aircraft for take-off will reappear.          

The capacity problem at airports will return as air traffic increases. Capacity is a 

parameter that determines the traffic capacity of an airport, expressed as the theoretical 

maximum number of air operations that the airport is able to handle per unit of time.     

This parameter may also result from the seasonality of air traffic both throughout the year 

and changes over single days or even hours. Achieving a certain capacity may require the 

expansion of airport infrastructure or more efficient management of airport operations.   

An undesirable effect of increasing air traffic are delays related to airport capacity.       

The existing queue of aircraft waiting for take-off operations at the runway threshold, 

could be due to poor management and queuing of aircraft or insufficient airport 

infrastructure. It is possible to eliminate the queue phenomenon, at the runway threshold, 

through better sequencing of aircraft push-outs. This makes it possible to determine the 

order of the take-off of aircraft, already at the stage of push-out. The aim of the article is to 

present the possibility of a more effective use of the aircraft pushback sequence, increasing 

the capacity of the airport maneuvering area. The proposed algorithm sequencing of 

aircraft to taxi in order to minimize delays associated with deviations from the flight plan, 

the taxiway of the stand to the runway threshold, thereby reducing emissions into the 

atmosphere. The algorithm is based on the A-CDM project, which unites airports to 

exchange information necessary to better use the capacity of these airports. 

Keywords: Sequencing aircraft; capacity; taxiing; modelling 

1 Introduction 

At the beginning of the 21st Century, in order to address the widespread problem 
of airport congestion, projects were created to improve airport and airspace 
capacity. The main reason for the changes was technical progress, as the use of 
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new technologies has improved the exchange of information between important 
operational units. One of the main projects that aims to increase air traffic capacity 
is SESAR [1]. 

There are also other projects such as A-CDM [2] [3] and AMAN/DMAN [4] [5]. 
The projects support the operational work of units (ATC, air carriers, etc.) 
suggesting concrete real-time solutions to the problems. Unfortunately, the 
implementation of these projects is very time consuming and very expensive, so 
not all airports have fully implemented systems based on A-CDM and 
AMAN/DMAN projects [6]. There are airports that still face capacity problems 
such as: take-off queue, deicing station queue, congested aprons and lack of 
smooth traffic [7]. 

A tool for the air traffic controller to exercise safety oversight over air traffic is to 
impose appropriate separations between other aircraft or obstacles. Separation is 
the determination of the minimum value of the distance from an obstacle (or other 
aircraft) which guarantees the safe execution of operations [8]. Separations can be 
expressed in terms of distance or time. They provide protection against collision, 
too close a flight or flying into the turbulence area of the aerodynamic trace, 
which is a very dangerous phenomenon [9]. Air traffic management is based on 
procedures and, in some areas, on individual assessment by the controller.       
This management method is good for small air traffic, while in case of increased 
traffic, it significantly reduces capacity. The key moment to improve capacity is 
when an aircraft enters the traffic flow [10]. Such a flow can be identified when 
formulating a queue of aircraft to take off [5]. This is the moment when an aircraft 
is pushed back to the taxiway [11]. This operation is crucial because it can directly 
affect the movement of other traffic participants, causing other traffic participants 
to stop or be forced to change their taxiing route on the maneuvering area. 

2 Pushback of Aircraft 

Pushback of aircraft is done, only with the consent of the airport controller [9].  
An aircraft declares its readiness for the pushback maneuver, and the controller 
analyzes visually or on the airport radar indicator the current traffic situation, and 
gives consent or delays the consent for the pushback. The aircraft must confirm 
the release of the brakes before the pushback begins. A tractor starts pushing back, 
by directing the aircraft to a given taxiway and positioning it in the correct 
direction and exactly in the axis of the taxiway. When the aircraft is in the taxiway 
axis, after reporting the pushback completion, it must report the brakes on and 
wait for the tractor to leave. To make sure that the tractor is actually disconnected, 
it needs to be informed both by voice and visually, because the pilot has a limited 
field of vision. Then the pilot asks for permission to start engines and taxiing. It is 
also possible that the aircraft cannot be taxied with the engines on, then the towing 
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procedure takes place. The air traffic controller gives permission for towing to 
a suitable taxiway and to a predetermined point, where the aircraft can start 
engines and taxi to the runway [12]. 

The pushback procedure does not provide an aircraft pushback sequence optimal 
for the capacity of the maneuvering area, which in some situations has a 
significant impact on the fluidity of the traffic flow of aircraft taxiing on the 
taxiway to which the aircraft is pushed back [22]. The procedures do not provide 
for the impact of current traffic on the aircraft pushback sequences, which are 
subject to interpretation by the air traffic controller. Applying the order of aircraft 
pushback in heavy air traffic for most taxiing aircraft, it would force unnecessary 
waiting on the taxiway when another aircraft is pushed back. 

Sequencing the aircraft to perform the take-off operation is based on the proper 
aircraft pushback sequence so as not to create a queue before the runway in use 
[13]. When the updated Target Of Block Time (TOBT) provided by the ground 
crew or aircraft operator to Air Traffic Control is inconsistent, warning signals are 
sent out to warn of the situation [14]. The Target Take-off Time (TTOT) value is 
calculated by VTT (Variable Taxi Time) in combination with additional times, 
e.g. deicing time, if this process is intended for a specific flight. Actual Start-Up 
Approval Time (ASAT) and TTOT are transferred via the A-CDM Information 
Sharing Platform (ACISP) to A-CDM partners, in particular TTOT is sent to 
network operators for updating [15]. Selection is a process that the ATC performs, 
taking into account the various aspects resulting from the expected and current 
traffic. ATC controllers, when making the pre-selection, must have access to the 
TOBT list of different aircraft, taking also into account the operational situation, 
and establish the ASAT either equal to or later than their TOBT. The pre-selection 
is then optimized by predetermined restrictions: 

 Resulting from the Calculated Take-Off Time (CTOT) regulations 

 The need to maximize air traffic (as many operations/h as possible) 

 Ground traffic interaction (e.g. shifting of parking spaces) 

For the calculated ASAT, there must be a TTOT and the necessary information 
such as: Default runway, Standard Instrument Departure (SID) and the size of the 
separation with arriving aircraft. For airports with intersecting runways and mixed 
take-off and landing operations there is a possibility of interference between these 
operations. The phenomenon occurs when the TTOT is the same as the Target 
Landing Time (TLDT). Therefore, the release of ASAT and consequently also 
TTOT takes place after the analysis of all possible loads that cause the delay. It is 
also possible to interfere in the selection of aircraft on a priority basis.              
This phenomenon most often occurs when we deal with many aircraft of one 
carrier, where already at the stage of TOBT determination similar values are 
obtained. Then, through an integrated information exchange system, information 
is sent to Air Traffic Management from the aircraft operator about its preferences. 
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There is a regulation that refers to and prevents the sending of appropriate 
messages from operators to the ATC, depriving of useless information. When 
there is a different situation with two aircraft of different carriers, there is also an 
approximate TOBT. Sorting consists in assigning one of the aircraft a delay by 
agreement with the local target tasks and partners in A-CDM [2]. Pushback takes 
place when TSAT is approved. 

2.1 Aircraft Pushback Sequence Algorithm 

At airports with heavy air traffic, the phenomenon of queuing for take-off may 
occur [16]. It is caused by imperfect air traffic management. The factors causing 
this phenomenon may be flight procedures, flight schedules, weather factor or 
safety related random events. Procedures that do not take into account the 
possibility of interference in capacity management make it likely that the process 
will be disturbed at high traffic volumes. The procedures that particularly interfere 
with the possibility of a queue are: 

 Pushback procedure 

 Taxiing procedure from and to the parking position 

 Effects of a queue: 

° Increase in exhaust emissions 

° Delays 

° Increase in fuel consumption by the aircraft 

Elimination of the phenomenon of queuing at the threshold of the runway is 
possible with skillful management of airport traffic through better selection of 
taxiways (as short as possible) and appropriate selection of the order and time of 
aircraft pushback. By guaranteeing the smooth movement of an aircraft from the 
moment of pushback to take-off, without unnecessary delays or waiting, it is 
possible to reduce exhaust emissions and fuel consumption of the aircraft.          
The analysis was based on the following assumptions: 

1. Aircraft separations are fixed for a given type of operation, regardless of 
the aircraft type. 

2. Aircraft calls are sorted per the earliest TOBT, TLDT up to the latest. 

3. The time from touchdown to exit from the appropriate runway is fixed for 
each type of aircraft. 

4. Aircraft landings are made on only one of the runways. 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 161 – 

The parking spaces are connected to the runway by a network of taxiways.           
A graph is given describing the network of air connections between the 
characteristic points of the airport. 

Gj=<X, ZPXj, FXj> (1) 

where: 

X = {x1 , x2, x3, x4, …,xa…,xb,…, xp,…, xk,….,xi} - a set of characteristic points at the 
airport containing parking spaces, taxiway intersections, take-off points and points 
of touchdown and runway exit, 

ZPXj = {zpxj = (xp, xk)}  X×X - a set of connections between points 
characteristic for aircraft of type J, 

FXj - specified task function: FXj: X × ZPXj × X → { 0, 1} ∀ xp,xk ∈ X, ∀ zpxj ∈ ZPXj  ⇒ FX(xp, zpxj, xk)=  (2) 

For each branches zpxj = (xp, xk) is defined function: 

Dis ( xa, xb ) =   (3) 

 

Figure 1 

Scheme of structure at the airport 

Diagram (Fig. 1) shows a graph created on a model airport from xi characteristic 
points and the possibilities of connections between them (arcs). The network of 
elementary operations of airport traffic is a standard network for the problem of 
determining extreme routes in directed networks. To determine the straight route 
of minimal μmin (xp, xk) we define: let the set D of straight routes μ in the network 
Sj = <Gj, Ø, {lj(u)}> define the function whose F(μ) values are determined by the 
characteristics of fxj(u) branches u of route μj(xp, xk). With Dj(xp ,xk) we mark the 
set of straight routes μj(xp, xk) connecting vertex x with vertex x. 
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The minimum route of μmin(xp, xk) is one that 

F(μmin
j(xp, xk) = minF(j(xp, xk)) S = <G, Ø, {lj(u)}> (4) 

where: 

G - graph, 

lj(u) - actual function defined on the arc set. 

Aircraft wishing to perform the take-off operation must provide the information 
necessary to choose the optimal taxiway. The calls are arranged from the earliest 
TOBT, TLD to the latest. The aircraft’s call for take-off is as follows: 

Zs = <xp , r, TOBT, xk,,  b> (5) 

where: 

xp – starting point, parking point, 

r - type of aircraft, 

TOBT - target time to leave the block, 

xk – end point, starting point on the runway, 

b - runway intended for the take-off operation. 

A priority is assigned to aircraft call so that the priority of the aircraft with earlier 
readiness to leave the block TOBT has a lower priority factor. 

TOBTs < TOBTs+1   ⇒ ps < ps+1  (6) 

where: 

TOBTs , ps    Zs , TOBTs+1 , ps+1  Zs+1 

Each aircraft call is also increased by the shortest taxiway it will take from the xp 
parking position to the xk runway point. 

Ds (xp , xk ) = μmin
j
 (xp , xk)  dla rs = j , rs  Zs (7) 

The same procedure is performed for reported landings. 

D l (xp , xk ) = μmin
j
 (xp , xk ) dla rl = j,  rl  Zl  (8) 

Then the TTOT is calculated for the taking off aircraft 

TOTTs = TOBTs +  ,  for   (9) 

dis(xa ,xb )  Ds(xp , xk )    (10) 

where: 

dis(xa ,xb ) - distance between points xa and xb 
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and TOBT 

TOBTl = TLDTl +  (11) 

2.2 Aircraft Taxiing 

The captain of the aircraft that is approaching the landing receives instructions 
from the air traffic controller about the runway in use and the taxiing route to the 
parking position. The aircraft may ask for “Follow Me”, service assistance, during 
taxiing for smooth docking to a parking position. In a situation of increased air 
traffic, the captain is asked to leave the runway as soon as possible to allow the 
next air operation [17]. 

An aircraft ready to start taxiing notifies the air traffic controller and waits for a 
taxi permit. The aircraft captain receives a complete taxiing instruction containing 
guidelines on taxiways and possible collisions with other traffic participants on the 
maneuvering area. When the path designated by the traffic controller leads 
through the runway (intersection), the controller must give prior consent to taxiing 
through the intersection or provide instructions to wait [9]. 

The aircraft may only taxi on the runway in use with the consent of the air traffic 
controller. Such an operation is performed in order to speed up the air operation. 
In the case of operations where visual control of the air traffic controller over the 
aircraft is not possible, the captain of the aircraft must inform the controller of his 
characteristic positions. 

Special procedures may occur at airports, which are related to infrastructure 
restrictions on aprons and taxiways. 

Taxiing is one of the most important stages of designing and implementing the 
departure system at a given airport. The taxi procedure is initiated when the 
aircraft is pushed back to the taxiway, the engine(s) are turned on and the captain 
of the aircraft receives permission to taxi [18]. The end of taxiing time is 
considered to be the moment when the aircraft takes its position on the runway to 
perform the take-off operation. Taxiing time is determined by three main 
unknowns, that is: aircraft type, aircraft weight, taxiway (defined as start point, 
intermediate vortices and end point) [12]. 

The type of aircraft (large, medium, small) affects the taxiing speed and the choice 
of taxiways (restrictions related to the width of the main landing gear, wingspan, 
etc.). The weight of the aircraft mainly influences the taxiing speed, while the 
taxiway influences the distance traveled by the aircraft. 
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Table 1 

Values of taxiing times in example period at the Chopin Airport 

 

The allocation of the taxiway may be related to indirect factors resulting from 
congestion, deicing, the location of the parking position and starting point on the 
runway [9]. Identification of taxiing times is necessary to analyze the impact of 
infrastructure on the efficiency of operations. 

Table 1 shows examples of data allowing to identify taxiways at a given airport. 
The data included information on the take-off point, runway in use, aircraft type, 
as well as the times of leaving the block, aircraft take-off and STOT scheduled 
take-off times. 

Calculation of the actual taxi time Ttx is the difference between the current 
moment of take-off and the moment the aircraft leaves the block. 

Ttx = ATOT – AOBT  (12)  

Theoretical taxiing time Teo can be obtained by assuming average speeds for the 
appropriate aircraft type Vk = {V1 – 24km/h, V2 – 28km/h, V3 – 32km/h} 
over the distance between xp and xk. 

Teo=  
k

Kp

V

XXDis ),(

 (13) 

For the analysis of individual taxiing times of an aircraft, the condition was 
assumed that the route the aircraft taxied was the shortest possible [23]. Thanks to 
this assumption, having at our disposal only the start and end point of the route 
taken by the aircraft (considering the infrastructure network is available), we can 
calculate the length of the route taken by the aircraft [19]. 

For each type of aircraft (large, medium, small) the taxiing speed has been 
assigned, which is necessary to calculate the theoretical taxiing time. The taxiing 
speed of an aircraft on the taxiway is not defined (in value) by any procedure 
(there is a possibility to impose restrictions by the airport traffic controller) [24]. 
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Table 2 
The results from at the Chopin Airport 

 

The results obtained (Table 2) indicate that aircraft traffic on taxiways was 
disturbed by the influence of other aircraft. The actual taxiing time was 
significantly different from the theoretical one. The calculated values also show 
the effect of the taxiing time on the deviation of the current start time from the 
scheduled start time. 

Two reasons for the observed delays can be distinguished. The main reason, with 
a 62% degree of delay to total delay, is that the aircraft leaves the block too late, 
which may be due to long passenger service or aircraft maintenance. 

The delay associated with taxiing an aircraft on the maneuver area is 38% of the 
total delay. This is a very important conclusion, because it proves that not only the 
area of aircraft service after leaving the block (choice of routes, procedures, etc.) 
should be optimized, but also the areas related to passenger service (boarding 
method) or aircraft maintenance (earlier refueling, larger reserve of maintenance 
equipment, etc.) [20]. 

In order to better illustrate the problem of taxiing times, the discrepancies with 
other aircraft have been distinguished from the calculated taxiing times which can 
be directly compared. The comparison is only possible if the parking spaces are 
located a short distance from each other and the taxiing was to the same runway. 

There are many methods to solve the problem of the shortest route between 
vortices in a directed graph. The most popular algorithms for determining 
minimum routes include the Bellman Ford, Dijkstra or dynamic programming 
algorithms [25]. The Bellman Ford algorithm, unlike the Dijkstra algorithm, 
allows to determine the route in the directed graph when the arc weights in the 
graph are negative [26]. Both algorithms are similar in terms of procedure, simple 
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to implement, but unfortunately time-consuming because they determine the 
shortest routes from the starting vortex to all other ones. The algorithms using 
dynamic programming are based on reasonable decision making that gives the 
best possible results. The algorithms are based on one-off decision making, 
selection of the shortest route from among the permitted routes (meeting the task 
requirements, but not the specified function - minimum route). 

Analyzing the route of aircraft movement from parking position no. 12 to runway 
RWY29 (Fig. 1), it should be pointed out that this position was usually used by 
wide-body aircraft. Based on the taxiway diagram and selected taxiway 
characteristic points, a directed graph was created (Fig. 1). 

Dijkstra's algorithm is to create two sets of vortices P and K. The sum of these sets 
at each stage of the algorithm must be equal to the main set of vortices of graph V. 
The P set is initially empty K=Ø and the P set contains all vortices P=V.        
Then, tables of all vortices in the graph are created from d(v) - the length between 
the vortex and the starting point, and p(v) of the predecessor on the route [21]. 

The algorithm consists in attaching to the K set at the beginning of the initial 
vortex, and in subsequent iterations, successors/neighbors of the last added vortex 
from the P set, bearing in mind that the sum of these sets must be V. 

The P set is searched for neighbors of a newly added vortex and dependency is 
examined: 

d(pi) > d(kj) + d(pi,kj) 

If the condition is met, the table is filled in: 

d(v=pi) = d(kj) + d(pi, kj) and p(v=pi) =kj 

where: 
d(pi) – length to point pj, vortex pi belongs to set P, 

d(kj) - length to point kj, vortex kj belongs to set K, 

d(pi,kj) – value on arc (pi, kj). 

Table 3 

The shortest routes at the Chopin Airport 

V 1 2 3 4 5 6 7 8 9 10 

d(v) 0 150 345 495 885 1045 1045 1840 2195 2415 

p(v) -1 1 2 3 3 4 5 7 8 9 

The end table (Table 3) shows the shortest routes from point 1 to the given 
vortices in the graph, and specific routes. The solution of the problem, the shortest 
route from vortex 1 to vortex 10, illustrating respectively the parking position no. 
12 and the point on the runway RWY29, is a minimum route of 2415m and route 
109875321 which corresponds to taxiways M2M3E2E. 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 167 – 

2.3 Calculation of the Maximum Number of Aircraft for Take-
off Operation 

There is a possibility of more than one take-off operation in the Tp time interval, 
so the theoretical maximum number of take-off operations Nmax in the "free 
runway" interval is calculated. 

Nmax =      + 1 , where Nmax   (14) 

Calls of aircraft from gf groups may cause the phenomenon of pushing the aircraft 
back in such an order that a taxiway conflict is created. TOBT times may be mis-
sorted and the separation between take-offs may not be maintained. In order to 
prevent such phenomena, TOBT time is sorted into groups and separations 
between operations are set. 

In the set gf = {Z1,Z2,Z3,…,Zs,…,ZV} a procedure is performed to sort the target 
take-off times so that a potential group of aircraft taking off can perform this 
maneuver safely, with the separation maintained. 

TTOTf-1  TTOTf + Tss  TTOTf+1 + Tss … TTOTV  + Tsl   (15) 

By adding the delay time To make the above property happen. 

TTOTf-1  TTOTf + Tss   To = TTOTf-1 - TTOTf - Tss        (16) 

If new TTOTf  have been created in gf groups it is required to check the last 
aircraft order for take-off, whether the new last TTOTV time in the group is within 
the Tp range. 

TTOTV  + Tsl  TLDTl+1       (17) 

All groups for which the above condition is not met are rejected and not taken into 
account in subsequent stages of the algorithm. After changing the TTOT times in 
groups, the TOBT time of the aircraft call is also updated by adding the same 
delay that was added to To, the TTOT time. Calculations of aircraft characteristic 
times in gf groups for all points on the way of the report Ds (xp , xk). Time at point 
xa of the reported aircraft s belonging to group f, on its route to runway Ds (xp , xk). 

Tdsf(xa)  = TOBTsf +          (18) 

where: 

Df (xp , xa)  Ds (xp , xk)       (19) 

For arriving aircraft, times at characteristic points are also calculated. 

Tal (xa)  = TLDTl +         (20) 
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Tal (xa) - time at point xa of the landing aircraft l, on its route from the runway to 
the parking position Dl (xp , xk). 

where: 

D (xp , xa) Dl  (xp , xk). 

Aircraft on the same taxiway may taxi provided that adequate time separation is 
maintained. Therefore, it is necessary to ensure that in gf groups during taxiing, 
there is no conflict with a reported aircraft from the group or with a taxiing aircraft 
that has landed. To prevent such a phenomenon from occurring, dependencies are 
checked: 

Td(s-1)f(xa)  ≠  Tdsf(xa)  ≠  Tal (xa)  ≠  Tal+1 (xa)       (21) 

where: 

xa  Ds-1(xp,xk)   Ds(xp,xk)    Dl(xp,xk)    Dl+1(xp,xk) 

and 

Td(s-1)f(xa), Tdsf(xa),…, TdVf(xa)  <Tal(xa) – Tsk ; Tal(xa)  + Tsk>        (22) 

Td(s-1)f(xa), Tdsf(xa),…, TdVf(xa)  <Tal+1(xa) – Tsk ; Tal+1(xa)  + Tsk>       (23) 

where xa  Ds-1(xp,xk) Ds(xp,xk) Dl(xp,xk)   Dl+1(xp,xk) 

Restriction due to taxiing aircraft that have landed and are taxiing to a parking 
position. And a limitation due to possible aircraft taxiing to the threshold of the 
runway: 

Td(s-1)f(xa)  <Tdsf(xa) – Tsk; Tdsf(xa)  + Tsk>   

Tdsf(xa)  <Td(s+1)f(xa) – Tsk; Td(s+1)f(xa)  + Tsk> 

… 

Td(V-1)f(xa)  <TdV)f(xa) – Tsk; TdV)f(xa)  + Tsk>      (24) 

where: 

xa  Ds-1(xp,xk)   Ds(xp,xk) DV+1(xp,xk)   DV(xp,xk) 

When the above dependency is not met, delay To2 is added to time Tdsf(xa) so that 
the dependency for all points, calls in a given gf group is fulfilled. The To2  time is 
added to the conflict aircraft, which is further in the gf group (has a larger f index), 
and to the other aircraft further in the group. 

Tdsf(xa) <Td(s+1)f(xa)–Tsk; 

Td(s+1)f(xa) + Tsk> Td(s+1)f(xa)  + To2, Td(s+2)f(xa)  + To2,…, TdVf(xa)+To2 (25) 
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After adding the To2 time the taxiing restrictions are checked again. Subsequently, 
the added To2 delays are also added until the TOBT and TTOT of a given aircraft 
in gf group are called. 

The newly developed TTOT is checked again by the following condition: 

TTOTs Tp 

If a call in a newly created group or a group that does not need to be corrected by 
To2 time, the above dependency is not met, the gf group to which the request 
belonged is not taken into account in the next stage of the algorithm. 

All gf groups meeting the condition create a new set Gfinal. 

Gfinal = { g1,g2,g3,g4,g5,…,gf}       (26) 

where: 

g1,g2,g3,g4,g5,…,gf  - meets the conditions for taxiing 

In gf groups meeting all conditions for taxiing, the sums of priority coefficients are 
calculated in order to select the most priority groups with the lowest delay in 
relation to old and new TOBT. 

Pr(gf ) = , for    ps  Zs   Zs  gf       (27) 

In addition, the Wo(gf) delay indicator is calculated for each gf group. 

Wo(gf) =    ,  for    To , To2 , To3  Zs   Zs  gf (28) 

At the current stage of the algorithm, groups that meet taxiing conditions are taken 
into account and group priorities - Pr(gf) and delay indicators - Wo(gf) have been 
calculated. The group that will be allowed to be pushed back will be the group that 
meets the conditions that among the Gfinal group - all calls meeting the taxiing 
condition, a group or a set of groups is selected: 

Max { ,  , ,… } = Gmaxnumb       (29) 

where: 

g1,g2,g3,g4,g5,…,gf   Gfinal 

Gmaxnumb  - a set of calls with a maximum number 

and 

MIN { Pr(g1 ), Pr(g2) , Pr(g3 ) , … , Pr(gf )  } = Gmaxnumb/priority       (30) 

Gmaxnumb/priority – represents a set of calls with a maximum number and minimum 
priority indicator. 

where: 

g1,g2,g3,g4,g5,…,gf   Gmaxnumb 
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If there is only one group with the above parameters, calls included in these 
groups are accepted for pushback, with the TOBT time that is dedicated (corrected 
or not, by the algorithm) to the call. All other calls that have not received 
permission for pushback, have the delay To3 added to their times, so that: 

TOBTs + To3 < TLDTl+1 + T(bd) ; TLDTl+2  - Tsl  >      (31) 

for bd = bl  ,  bl  Zl+1 

When there is more than one group, after checking the above dependencies, the 
group is selected which: 

MIN {Wo(g1), Wo(g2), Wo(g3), Wo(g4),…, Wo(gf)} = gwyp     (32) 

where: 

g1,g2,g3,g4,g5,…,gf   Gmaxlicz/priority 

One group with the above parameters is accepted for pushback, with the TOBT 
time that is dedicated (corrected or not, by the algorithm) to the call. All other 
calls that have not received permission for pushback, have the delay To3 added to 
their times, so that: 

TOBTs + To3 < TLDTl+1 + T(bd) ; TLDTl+2  - Tsl  >     (33) 

for bd = bl+1  ,  bl+1  Zl+1 

After allowing a given group to be pushed back, the algorithm is resumed for 
subsequent air operations, from the beginning, but the existing aircraft calls retain 
their priority value. 

Conclusions 

The proposed algorithm for the aircraft pushback sequence, limits the amount of 
exhaust emissions into the atmosphere, because it assumes that the selected route 
of an aircraft, from the parking position to the runway, is the shortest and the 
movement of the aircraft is without unnecessary stops, waiting time and the delays 
associated with the movement of other aircraft on the maneuver area. The main 
purpose of the algorithm is to increase the capacity of the maneuvering area, by 
improving the capacity factor specified in the Official Journal of the European 
Union (the difference between the ordered time and the actual take-off). 

The proposed aircraft departure system can provide a minimum taxiway from the 
parking position to the runway. The conditions imposed on the aircraft call 
groups, guarantee the smooth execution of operations and the absence of 
disturbances to the other traffic participants, in the maneuvering area. Selecting 
the maximum group ensures the maximum operational use of the slot. 

The system completely eliminates the queuing phenomenon, because the inclusion 
of an aircraft in traffic is only possible, if there is a possibility to perform take-off 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 171 – 

or deicing operations, at the designated time of arrival, of the aircraft. Thanks to 
the exchange of information in real time, the system can react dynamically to the 
traffic situation in the maneuvering area and significantly improve the operational 
preparation of the individual partners, involved in the aircraft service. One of the 
effects of the departure system is the relief of the air traffic controller. 

The air traffic controller, having the information provided by the system, receives 
hints concerning the minimum taxiing route for the aircraft, which reduces the 
activities performed and analysis made before giving permission to taxiing, take-
off or start the aircraft engines. 

From the analyzed times for leaving the blocks, it can be seen that most of the 
aircraft, that received permission for pushback to the taxiway, received them after 
a scheduled time. The delay resulting from the late pushback of an aircraft, to the 
taxiway, accounts for, as much as, 62% of all delays. This delay is due to the 
aircraft’s readiness to taxi. Many operations can contribute to the delay, as before 
pushback, an aircraft is handled by a handling agent, who loads the baggage, 
boards the passengers and pushes back the aircraft itself. An aircraft is also 
checked by its Captain, before each take-off and refueling the aircraft is also 
possible. 

All the above mentioned operations can be shortened with improved operational 
preparation, resulting from the information provided herein. A properly 
functioning information exchange platform, described in A-CDM makes it 
possible to perform the operations, preceding the aircraft pushback to the taxiway, 
in a way, that minimizes delays. 
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Abstract: An early model-based fault detection was developed, based on the wind turbine's 

power curve to detect the degradation (faults) in gearbox efficiency, resulted from the 

existing mechanical losses (torque losses) through the low-speed shaft and the high-speed 

shaft, then to assist in implementing predictive maintenance strategy. The detection was 

performed on two levels; the first level represents a slight and progressive degradation in 

the gearbox efficiency. The other one represents a radical (abrupt) degradation in the 

efficiency. Artificial SCADA data for different measurements (wind speed and active 

power) in both fault-free and faulty operating modes were generated using a FAST-NREL 

simulator. The wind turbine power curves' parameters were estimated, then power 

residuals were generated from each power point. Finally, an on-line CUSUM statistical 

change detection algorithm was used to evaluate and detect small changes in power 

residuals generated from the model. The presented fault detection system successfully 

detected faults in both detection levels under realistic wind turbulence and with a fault 

magnitude of 2% efficiency degradation for the progressive degradation level. 

Keywords: fault detection; SCADA; wind turbine; condition monitoring; change-point 

detection; simulation; optimization 

1 Introduction 
Currently, wind energy is one of the primary renewable energy sources used to 
generate electrical power. Experts expect that more than 355 Gigawatts of new 
capacity will be added between 2020 and 2024 [1]. This energy source plays a 
key role in reducing the harmful effects of other, traditional electrical power 
generation methods, such as, fossil fuels, coal and natural gas, which contribute 
to global warming and have increased the levels atmospheric carbon dioxide 
(CO2) [2]. 
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Electricity generation using wind and wind turbines, is considered to be one of 
the cleanest, environmentally friendly, electricity generation methods, accepted 
by society and has numerous competitive economic advantages [3] [2].                  
The efficiency of the power generation from a Wind Turbine (WT) could be 
increased by better controlling the wind turbine's operations, according to the 
information related to wind state changes and the turbine location [4]. 

The wind energy conversion system is known as a Wind Turbine. A wind turbine 
can be defined as "a rotating mechanical device that converts wind kinetic energy 
to practical mechanical energy, resulting in electricity production" [5]. Wind 
turbines have two common types; horizontal axis wind turbines (HAWT) and 
vertical axis wind turbines (VAWT) [6] [7]. According to [6], the most used 
design is HAWT, for which the axis of rotation is parallel to the grounds surface, 
as shown in Figure 1. 

 

Figure 1 

HAWT main components 

The main goal of this research is to develop an early, model-based, fault 
detection method and to monitor the performance degradation of WTs (faults 
through the gearbox) based on the WT's power curve, using artificial (simulated) 
supervisory control and data acquisition (SCADA) data (typically sampled at low 
frequency). This performance degradation (power loss) is typically due to the 
degradation in the Gear Box Efficiency (GBoxEff) resulted from the existing 
mechanical losses (torque losses) through the low-speed shaft (LSS) and the 
high-speed shaft (HSS). This model can be enhanced by a successful 
implementation of a predictive maintenance strategy, to reduce the associated 
maintenance costs and produce better maintenance planning and scheduling 
activities. 
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A polynomial model and the least-squares algorithm for polynomial parameters 
estimation were used as a model structure. Model-based fault detection was 
performed for the power residual generated from the model and using residuals' 
evaluation modules, based on CUSUM statistical change detection algorithm and 
for two different levels of gearbox efficiency degradation. The first degradation 
level was for a progressive (slight) degradation in GBoxEff, and the other level 
represented a radical or abrupt degradation in the efficiency. 

2 Literature Review 
According to Tchakoua et al. [8], the operations and maintenance (O&M) costs 
of wind turbines farm are supposed to be higher than the traditional power 
generation methods due to the remote locations of such farms, the bad weather 
conditions, and other variables. Thus, the development of fault diagnosis systems 
to provide an early warning of faults and prediction, with health condition 
monitoring systems, are needed to reduce the O&M costs [9]. 

Most of the research papers focused on condition monitoring systems (CMS) 
tools to diagnose faults and monitor the health of wind turbines, which include 
"sensors, signal acquisition, and processing software, cabling and installations 
that gives continuous information about the monitored component condition" [5]. 
CMS is used in offshore wind turbines, especially, to monitor the most critical 
components in the WT system, such as gearbox, generator, rotor blades, and yaw 
actuator [5] [8]. To determine the portion of each the WT components, out of the 
total number of failures that occurred, Hahn et al. [10] reported a survey of 1500 
WTs over a period of 15 years that indicated five component groups, "electrical 
system, control system, hydraulic system, sensors, and rotor blades" are 
responsible for 67% of the failures that occurred. 

Different data analysis and data mining algorithms such as Fuzzy logic, artificial 
neural network (ANN), support vector machine (SVM), neural network, and deep 
belief networks were used in many research works to detect/predict the faults and 
to monitor the health conditions of the WTs [11-15]. 

In order to develop a WT's CMS, we need data to validate the model; in modern 
WTs, SCADA data systems are commonly used [16]. SCADA systems for data 
analysis of WTs condition monitoring (CM) are cost-effective, reliable, and 
practical [17]. The principle of a SCADA system is based on collecting extensive 
information from key WT subassemblies using sensors installed on the WT [8]. 
The operational data of a WT usually indicate either the WT status or 
measurement signals, such as wind speed, temperature, power, and current, 
which reflect the real-time condition of the WT components. By analyzing the 
SCADA data, these signals and the different relationships between them can be 
observed, and the condition (health) of the WT can be concluded [18]. Tao et al. 
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[19] used an efficient SCADA data mining method to detect anomalies of the 
wind turbines using combinations of data pre-processing algorithms such as grey 
correlation algorithm to extract the eigenvectors of the monitored data. Support 
vector regression (SVR) parameters were optimized through the genetic 
algorithm and cross-validation method, resulting in a high precision fault 
prediction model. 

Similarly, Corley et al. [20] predicted the anomalies from measured SCADA data 
in wind turbine gearboxes using combined thermal modeling and machine 
learning method. 

In Schlechtingen et al. [21] [22], a wind turbine condition monitoring (WTCM) 
system based on SCADA data, using normal behavior models and adaptive 
neuro-fuzzy inference systems (ANFIS) was presented. It is worth mentioning 
that it is difficult to detect a fault from raw SCADA data without using an 
appropriate data analysis tool [22]. Another research work by Yang et al. [23] 
focused on developing a cost-effective and reliable CM (technique) for WT 
blades and drivers through the interpretation of SCADA data collected from a 
farm of WTs. In Zaher et al. [24] and Zhang and Wang [25], different techniques 
for anomaly detection in WTs based on SCADA data using an ANN were used. 
The results indicated that the proposed techniques for SCADA data interpretation 
could identify the early faults and give a WT performance assessment to give the 
system's operator sufficient time to make the needed decisions concerning the 
machine maintenance process. 

Similarly, Godwin and Matthews [26] proposed a data-driven system to classify 
the faults associated with WT pitch through SCADA data. Data were collected 
from 8 WTs every 10 minutes over a period of 28 months. Another research work 
of Kusiak and Li [27] used many data mining algorithms to develop a fault 
detection and identification (FDI) system including many WT's components; 
fault data were obtained by SCADA data system, and fault prediction was 
applied through 3 levels, which include fault-no fault prediction, fault 
classification into categories and prediction of specific types of faults; fault 
prediction model in this study was developed using different types of data mining 
algorithms including, the Neural Network (NN), the Standard Classification and 
Regression Tree (CART), the Boosting Tree Algorithm (BTA), and the Support 
Vector Machine (SVM). Likewise, Yuan et al. [9] presented a wind turbine 
gearbox fault prediction approach based on SCADA data. The normal conditions 
of the WT were modeled using a stacking model consisted of Random Forest 
(RF), Gradient Boosting Decision Tree (GBDT), and Extreme Gradient Boosting 
(XGBOOST). The Mahalanobis distance (MD) method instead of the residual 
generation was used to measure the deviation of the current conditions from the 
normal conditions of the turbines. Lastly, a change-point detection algorithm 
based on cumulative summation (CUSUM) was used to predict the resulted 
faults. 
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Likewise, Borchersen and Kinnaert [28] proposed and tested an early model-
based fault detection for the cooling system of WT's generator. In this study, the 
model parameters were estimated on-line using an extended Kalman filter, and 
then residuals were evaluated by CUSUM statistical change detection algorithm 
in order to detect the small faults. Another related research by Pujol-Vazquez et 
al. [29] developed an innovative approach to detect faults in the WT's pitch 
actuator system based on the interval observer framework theory, which has been 
proved to be an efficient method to measure the uncertainties in dynamic 
systems. 

In general, fault detection based on SCADA data can be conducted using 
different modeling and analysis techniques as presented in the previous works. 

3 Proposed Fault Detection Framework 
Figure 2 below presents the overall framework used to detect/predict the gearbox 
faults in different efficiency degradation levels. It is composed of three main 
phases. The first phase is the Artificial SCADA data simulation/generation, in 
which SCADA data for different meteorological and mechanical conditions are 
simulated, then raw SCADA points are generated. The second phase is the 
modeling phase. It contains (i) the data pre-processing where outlying and 
unnecessary data are filtered from the raw SCADA data; (ii) the power curve 
construction that is based on the generated power and wind speed; and (iii) the 
parameters estimation that uses an appropriate regression method. Through the 
application phase, power residuals are generated based on the healthy and faulty 
processed SCADA data and for different levels of gearbox efficiency 
degradation. Then, the estimated model is partially validated based on the least 
mean squared error. Finally, the change-point detection based on CUSUM 
algorithm (recursive form) is applied to implement the fault detection/prediction 
model. 
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Figure 2 
Fault detection framework 

3.1 Artificial SCADA Data Simulation 

3.1.1 The Wind Turbine Simulator 

The wind turbine simulator used in this research consisted of a set of codes that 
were developed by NREL (USA Government based, National Renewable Energy 
Laboratory). For example, the AeroDyn code conducts aerodynamic calculations 
while the FAST code conducting the aeroelastic simulation. Both together 
simulate the wind turbine's mechanical behavior. The control scheme of all 
operations of the wind turbine has been added to the aforementioned two codes 
through SIMULINK in MATLAB. The needed wind input files to AeroDyn and 
FAST codes were modeled and generated through TurbSim software depending 
on the required input parameters such as mean wind speed ad turbulence intensity 
(TI) [30-32]. 

3.1.2 Simulation Basic Characteristics 

For the simulation process, meteorological conditions were set as illustrated in 
Table 1. Table 2 shows the main control parameters used during the simulations. 

Table 1 
Meteorological conditions for the simulations 

Turbulence Model IECVKM=Kaimal 

IEC standard 1-ED2 

Turbulence intensity percent 10-20% 

Wind profile type Normal 
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Height of reference wind speed 84.672 m 

Mean of the wind speed at the reference height 2-18 m/s 

Power law exponent 0.3 

Table 2 

Main simulation control parameters 

Total Run time per point 12 minutes 

Module step time 0.005 seconds 

Sampling Frequency 200 Hz 

3.1.3 Artificial SCADA Data Generation 

Two training data sets consisting of simulated (artificial) SCADA are required. 
Fault-free and faulty operating modes are the labels of each training set for 
different gearbox efficiencies. WT's fault-free (healthy) operating mode means 
that the WT is assumed to be operated with no mechanical losses (torque losses), 
being transmitted through the gearbox; thus, the GBoxEff (gearbox efficiency) is 
set to 100%. While to simulate losses (the faulty operating mode), the WT is 
assumed to be operated with mechanical losses (torque losses) being transmitted 
through the gearbox if the GBoxEff is less than 100%. Thus, the GBoxEff is set 
to 99, 98, 97, and 90% to detect slight and progressive degradation in the 
efficiency (100-99-98-97% respectively) and radical degradation in the efficiency 
(100-90% at once). When generating power, the FAST method determines the 
HSS torque according to equation 1 [30]. 𝐻𝑆𝑆 𝑡𝑜𝑟𝑞𝑢𝑒 = 𝐿𝑆𝑆 𝑡𝑜𝑟𝑞𝑢𝑒 ∙  𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦𝑔𝑒𝑎𝑟 𝑏𝑜𝑥 𝑟𝑎𝑡𝑖𝑜  (1) 

When motoring, the FAST method computes the torque on the LSS according to 
equation 2. 

 𝐿𝑆𝑆 𝑡𝑜𝑟𝑞𝑢𝑒 = 𝐻𝑆𝑆 𝑡𝑜𝑟𝑞𝑢𝑒 ∙  𝑔𝑒𝑎𝑟 𝑏𝑜𝑥 𝑟𝑎𝑡𝑖𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦         (2) 

It is worth mentioning that the simulated wind turbine in this research is from the 
type of "DeWindD6" with 1250 kW rated electrical power. 

3.1.4 DeWindD6 Power Curve Characteristics 

The power curve of DeWindD6 WT is illustrated in Figure 3, which depicts the 
power curve of DeWindD6 WT and features three key wind speeds. 

Where the cut-in wind speed is the wind speed, at which the WT starts generating 
power, nominal wind speed is the wind speed at which the WT reaches the 
nominal power output, knowing that it is possible to generate higher power 
output above the nominal wind speed, but the control system maintains a constant 
power to limit loads and stresses on WT's blades. 



B. Shaheen et al. Fault Detection of Wind Turbine’s Gearbox based on Power CURVE modeling and  
 an on-line Statistical Change Detection Algorithm 

 – 182 – 

 

Figure 3 
Nominal power curve of DeWindD6 WT 

Lastly, the cut-out wind speed is the highest wind speed at which the WT can 
operate [33]. 

3.2 Data Pre-Processing 

The resulted mean wind speed (𝑤𝑗) is a 10 minute average wind speed out of 12 
minutes of total run time, where the first two minutes were assumed to be the 
transient time of the simulated measurement data (i.e., power and wind speed); 
thus, corresponding data were removed. 

3.3 Power Curve Construction 

For each simulated measurement (j), the scalar average wind speed (wj) was 
calculated according to equation 3. 𝑤𝑗 = 1𝑛 ∑ 𝑤𝑖𝑛

𝑖=1  (3) 

Where (𝑤𝑖) is the wind speed generated by the simulator with time step 0.005 
seconds. The same procedures were used to calculate the corresponding output 
power (p). The power curve consists of primarily two input variables: wind speed 
and power output. Using FAST-AeroDyn simulator from NREL, and following 
the simulation characteristics of DeWindD6 WT, raw artificial SCADA data 
(active power), typically sampled at low frequency: from 30 s to 10 minutes, 
were generated along with wind speed required to construct the power curve. 

According to IEC 61400-1 standard, the wind speed of the power curve is "the 
undisturbed free-stream wind speed at hub height, normalized for a certain air 
density" [34]. Once the simulation process was complete, 10 minutes' averages of 
wind speed and active power were generated for 1000 points for every single 
GBoxEff percentage. 
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Figure 4 depicts a sample scatter plot of wind speed characterized by mean wind 
speed against active power output (i.e., the power curve) for both fault-free 
(GBoxEff=100%) and faulty operating modes (i.e., GBoxEff=90%). 

 

Figure 4 

Sample of power curve's scatter plot from raw SCADA data for both fault-free and faulty operating 

modes 

3.4 Mathematical Modeling and Parameters Estimation 

To study the system's behavior, we need to generate the system's residuals.       
The least-squares (LS) algorithm is used to estimate the model that describes the 
system (wind turbine power curve) and to generate the system's residual in 
addition to study the behavior of the system according to the obtained artificial 
SCADA data from FAST-AeroDyn Simulator (experimental data). Likewise, 
according to the experimental data, a model that describes the system behavior 
was formulated to explain the experimental data and allowed to make predictions 
of the future responses of the system (WT power curve). Consequently, 
systematic procedures were applied to generate the system's residuals preparing 
for the fault detection test. 

WT's Power Curve Model Formulation 

A parametric model of WT's power curve is chosen to describe the system. 
Parametric models assume some finite set of parameters (𝜃), given the 
parameters, future predictions (�̂�) which are independent of the experimental data 
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(𝑝). These parameters are usually collected from a single parameter vector 𝜃 = [𝜃1 𝜃2 . . . 𝜃𝑛] [35]. 

WT Power Curve Model Structure 

Polynomial expressions of different orders (degrees) are widely used in many 
works found in the literature [36] to model the WT's power curve. In this 
research, a polynomial model was used to describe the WT's power curve as a 
simple empirical model. 

Given the power curve of m data pairs of power (p1, p2, ….., pm) versus wind 
speed (w1, w2,…..,wm), an nth order polynomial was defined as follows: 

 �̂�(𝑤) = 𝑎1𝑤𝑛 + 𝑎2𝑤𝑛−1 + ⋯ + 𝑎𝑛𝑤 + 𝑎𝑛+1 (4) 

It is worth mentioning that the fitted model is linear in its parameters. 

The main objective is to minimize the least square error between the fitted value 
and the actual value as: 

 {𝑎𝑙} = arg min ∑ {(𝑝𝑗 − �̂�(𝑤𝑗))2}𝑚
𝑗=1  (5) 

where {𝑎𝑙} is the set of polynomial coefficients, l  [1; n+1]. 

Modeling assumptions and parameter estimation 

To fulfill the abovementioned objective, the LS algorithm was used to fit the 
power curve data and generate residual from the fitted polynomial model 
(residual generator). The LS algorithm estimates the coefficients of the model 
(parameters) by minimizing the summation of squares of the residuals. 

3.5 Power Residuals Generation 

Residuals can be calculated as the following: 

Where 𝑟𝑖 is the power residual, 𝑝𝑖  is the actual power, and �̂�𝑖  is the estimated 
power based on the power curve model. 

Figure 5 depicts a sample of power residuals generated from the estimated 6th-
degree polynomial model for fault-free operating mode (𝑘 ≤ 1000) and faulty 
operating mode (𝑘 > 1000). In faulty mode, the wind speed is increasing from 2 
m/s to 18 m/s, and then it is reversed from 18 m/s to 2 m/s (to avoid the abrupt 
degradation in wind speed). The right side of the figure (i.e., 𝑘 > 1000) shows 
faulty mode with GBoxEff=90% where wind speed is changing from 18 m/s to 2 
m/s. 

 𝑟𝑖 = 𝑝𝑖 − �̂�𝑖  (6) 
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Note that in the case of the fault-free operating mode (𝑘 ≤ 1000 in Figure 5), the 
variance of the first 400 points is smaller than the rest. This set of points are 
located within a low wind speed area in which the residuals have a small 
magnitude (superimposed). In the case of the faulty operating mode (𝑘 >1000 in Figure 5), it is the opposite: the variance of the last 400 points is smaller. 

 

Figure 5 

Sample from the generated residuals - fault-free and 90% GBoxEff faulty mode- time on the x-axis is 

expressed as the number of samples 

3.6 Model Validation 

The regression model was validated (limited validation within the same data set) 
by analyzing the goodness of fit of the regression by calculating the mean 
squared error (MSE) between the actual (experimental) data and the fitted model 
(measured). 

The MSE is a measure of the quality of an estimator, it is always positive, and the 
smaller value is, the better. 

 𝑀𝑆𝐸 = 1𝑛 ∑(𝑝𝑖 − �̂�𝑖)2𝑛
𝑖=1  (7) 

Where n is the number of data points of the power, 𝑝𝑖 is the actual power 
(experimental) and �̂�𝑖 is the estimated (measured) power. 

The MSE of the fitted polynomial models with order (degree) 3 up to order 6 are 
illustrated in Table 3, the smaller MSE between the experimental data and the 
fitting is selected. 

Thus, a 6th-degree polynomial model is the best fit for the experimental data and 
could be considered an accepted model. 

https://en.wikipedia.org/wiki/Goodness_of_fit
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Table 3 

Best fit -polynomial degree 

 Polynomial degree  

Fault-free operating mode  
GBoxEff 100% 

3rd 4th 5th 6th 

MSE 1657.3 1339.5 765.1 651.7 

 

Figure 6 

Superposition of the fault-free residuals in blue and the faulty residuals in red 

Power residuals are assumed "approximately" to be normally distributed.          
The histogram in Figure 6 shows the superposition of the fault-free residuals in 
blue and the faulty residuals in red. 

3.7 Mathematical Model of the Identified System 

Referring to equation 4, the 6th-degree polynomial model that fit the experimental 
data of the fault-free operational mode of the WT is considered as the first 
developed model in this research and described below as a function of wind 
speed: �̂�(𝑤𝑖) =  0.0012𝑤𝑖 6  −  0.0523𝑤𝑖5  +  0.7154𝑤𝑖 4  −  3. 0313𝑤𝑖 3  + 5.3390𝑤𝑖 2  +  3.2694𝑤𝑖  +  1.2002 (8) 

Where:  �̂�(𝑤𝑖) is the measured power, and 𝑤𝑖  is the wind speed. 

Figure 7 shows the estimated 6th degree polynomial model. 
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Figure 7 

Power curve estimated model: fault-free mode (GBoxEff=100%) 

3.8 Tuned Model toward the Nominal Power Curve 

Referring to the manufacturer's nominal power curve (Figure 3), the rated power 
at the nominal wind speed (12.5 m/s) should be a constant. 

Thus, a new (tuned) power curve model depicted in Figure 8 is formulated to be 
more consistent with the manufacturer's nominal power curve at power limitation 
or constant power region (see region C in Figure 3). 

To achieve this, a non-linear optimization fit was performed through constrained 
function minimization, as depicted in Figure 8. The polynomial coefficients can 
be determined as follows: 

 {𝑎𝑙} = min ∑(𝑝𝑖 − �̂�(𝑤𝑖))2608
𝑖=1  (8) 

Subject to: �̂�(12.5) = 𝑃𝑟 

where {𝑎𝑙} is the set of polynomial coefficients, l  [1; 7], and 𝑃𝑟  is the rated 
power. 

The optimization problem in (9) was simplified using a penalty function to 
convert the constrained problem into an unconstrained problem. The general 
technique is to add a component to the objective function that produces a high 
cost if the constraint is violated, as is indicated in equation (10). 
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{𝑎𝑖} = min ∑(𝑝𝑖 − �̂�(𝑤𝑖))2608
𝑖=1 + 𝜆|𝑃𝑟 − �̂�(12.5)| (9) 

Where 𝜆 is the penalty coefficient, and point (i=608) is the corresponding point 
of the fault-free mode in which the wind speed (𝑤𝑖) is equal to 12.5 m/s where 
the constant power generation (region C) starts. 

  

Figure 8 

Tuned power curve estimated model based on the nominal power curve 

4 Fault Detection: CUSUM Statistical Change 
Detection Algorithm 

The generated residuals are evaluated using an on-line CUSUM statistical change 
detection algorithm to perform the fault detection (performance degradation). 

4.1 Residual Evaluation 

The general purpose of a cumulative summation (CUSUM) test is to test two 
hypotheses, ℋ0 and ℋ1, against each other to determine which of them describes 
the data. In our study, ℋ0 and ℋ1 represent the fault-free and faulty operating 
modes, respectively. 

In order to detect small changes in the power residuals, the CUSUM statistical 
change detection algorithm was used for every single power residual point. 
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The power residuals vector was not evaluated at once due to the changes in the 
off-diagonal values of the residual covariance matrix, which are changing 
significantly over time; thus, the matrix should be updated continuously.            
To avoid this, positive change detection in the residuals' mean was applied using 
the CUSUM algorithm for each power residual component [28]. 

We have a scalar set of power residuals {r (1),...., r(k)}: 

Assuming that the power residuals approximately follow a Gaussian (normal) 
distribution, and the probability distribution function is: 

 𝑝𝜇(𝑧) = 1𝜎√2𝜋 𝑒𝑥𝑝−(𝑟−𝜇)22𝜎2  (10) 

The hypotheses are as the following: ℋ0: 𝑟(𝑖)~ 𝒩(𝜇0, 𝜎2) 𝑓𝑜𝑟 𝑖 = (1, … , 𝑘) ℋ1: 𝑟(𝑖)~ 𝒩(𝜇0, 𝜎2) 𝑓𝑜𝑟 𝑖 = (1, … , 𝑘0) , 𝑟(𝑖)~ 𝒩(𝜇1, 𝜎2) 𝑓𝑜𝑟 𝑖 = (𝑘0, … , 𝑘) 

Where: 

 𝑘0 is the unknown change time 

 𝜇0 and 𝜇1 are the residual means before and after the possible change 

The corresponding log-likelihood ratio 𝑠(𝑖)  for detecting a change in the residual 
mean from 𝜇0 and 𝜇1 can be calculated as the following: 

 𝑠(𝑖) =   𝜇1 − 𝜇0𝜎2 (𝑟(𝑖) −   𝜇1 + 𝜇02 ) (11) 

Where  𝛽 =  𝜇1 − 𝜇0 is the change in the mean and 𝑏 =   𝜇1−𝜇0𝜎  is the signal-to-

noise ratio. 

Figure 9 depicts (radical degradation at gearbox efficiency) the corresponding 
log-likelihood ratio 𝑠(𝑖)  for the residuals with 𝜇0 = 0.0043 before k=1000,  𝜇1=-34.146 after k=1000, 𝜎 = 25.5353 calculated from equation (12). 

Note that the typical behavior of the log-likelihood ratio 𝑠(𝑖)   shows a negative 
drift before the change (before k=1000), and a positive drift after the change 
(after k=1000) as depicted in Figure 9. 
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Figure 9 
Log-Likelihood ratio of the residuals (residuals realization), radical GBoxEff degradation, time on the 

x-axis is expressed as the number of samples 

The recursive form of the CUSUM algorithm is an efficient and practical way to 
implement the CUSUM algorithm. Depending on the fact that the threshold 'h' is 
always positive, only the contributions to the cumulative sum that add up to a 
positive number must be considered to determine the decision function [37]. 

The recursive calculation of the decision function is as the following: 

 𝑔(𝑘)  =  𝑚𝑎𝑥 (0;  𝑔(𝑘 −  1)  +  𝑠(𝑘)) (12) 

And the alarm function is: 

 𝑑(𝑘) = {1, 𝑖𝑓 𝑔(𝑘) > ℎ0,           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (13) 

The recursive CUSUM test was implemented on the residuals' sets and on two 
levels; level one represents the progressive (slight) degradation in gearbox 
efficiency (GBoxEff: 100-99-98-97% respectively), and the other level represents 
the radical degradation in gearbox efficiency (GBoxEff: 100-90% at once). 

A user-defined threshold was defined to avoid or reduce the false alarm and 
missed detection due to the variations of the parameters. The user-defined 
threshold needs to consider the maximum magnitudes of residuals under the 
fault-free test. It is defined as follows: 

 ℎ = 1.5 ∗ (𝑚𝑎𝑥 𝑔(𝑘) 𝑏𝑒𝑓𝑜𝑟𝑒 𝑘 = 1000) (14) 

Where μ1 is the average of the means for faulty modes (99.98 and 97%). 

The stopping time (also called alarm time) 𝑘𝑎, is the time instant at which g(k) 
crosses the user-defined positive threshold h: 

 𝑘𝑎 = 𝑚𝑖𝑛{𝑘: 𝑔(𝑘) ≥ ℎ} (15) 
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The fault occurrence time 𝑘0, can be estimated as the time instant �̂�0 at which 
S(k) has changed from a negative to a positive slope. It is formally expressed as: 

 �̂�0 = 𝑘𝑎 − 𝑁(𝑘𝑎) (16) 

Where N(k) is the number of successive observations for which the decision 
function remains strictly positive. 

 𝑁(𝑘) = 𝑁(𝑘 − 1)1{g(k−1)>0} +  1 (17) 

where 1{x} is the indicator of event x, namely, 1{x} = 1 when x is true, and 1{x} 
= 0 otherwise. 

In equation (14), if 𝑔(𝑘) > ℎ, an alarm is issued, and an estimate of the change 
occurrence time �̂�0 is provided by equation (17), and the decision function is re-
initialized to 0. 

The re-initialization after an alarm allowed us to check whether the change in the 
mean persists as time elapses or not. The result is a sequence of alarm time 
instants 𝑘𝑎 and estimated change occurrence times �̂�0 for increasing time horizon 
k. 

Figures 10 and 11 below depict the evolution of the recursive CUSUM decision 
function with re-initialization when an alarm has been issued for the radical and 
progressive degradation with 𝜇0 before k=1000, and with 𝜇1 after k=1000. 

 

Figure 10 

Evolution of the recursive CUSUM decision functions with re-initialization (radical degradation, 

GBoxEff=100-90%), time on the x-axis is expressed as the number of samples 
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For the case of radical gearbox efficiency degradation; from equation (16), the 
stop alarm is 𝑘𝑎 = 1009, while from equations (17) and (18), the fault 
occurrence time estimate is �̂�0 =  986. 

In Figure 10, it can be seen that there is a regular cross of the threshold started 
from k=1235, due to the relatively large signal-to-noise ratio; this indicates that a 
permanent failure has occurred. 

 

Figure 11 

Evolution of the recursive CUSUM decision functions with re-initialization (progressive degradation, 

GBoxEff=100-99-98-97%), time on the x-axis is expressed as the number of samples 

The threshold value h is calculated for each case according to equation (15). 

Similarly, for the level of progressive gearbox efficiency degradation, the stop 
alarm is 𝑘𝑎 = 2397, while the fault occurrence time estimate is �̂�0 =  1524. 
There is no regular cross of the threshold because the signal-to-noise ratio is 
small; accordingly, the algorithm needs more time for the detection. 

As shown in Figures 10 and 11, the CUSUM of the log-likelihood ratio is 
increasing during the fault occurrence. A more increment (higher slope) indicates 
a larger fault magnitude presence (larger percent of degradation in GBoxEff).    
At the time when the GBoxEff changed from fault-free mode to faulty mode, i.e., 
k=1000, there is a detection time delay; this delay may occur due to the value of 
threshold h. 

Detection time delay is expressed as the number of samples; for the radical 
GBoxEff degradation, it is 9, while for progressive GBoxEff degradation, it is 
1397. This could be interpreted by a high value of threshold h. At the same time, 
if we set the threshold to a lower value, there may be issues of false alarms.        
It indicates that there is a trade-off between false alarms and detection time.  
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From Figures 10 and 11 it can be concluded that the larger the fault (larger 
percent of degradation in GBoxEff), the shorter the detection time. 

Conclusions and Future Work 

In this research, an early fault detection model for the Wind Turbine gearbox, 
was presented. The power residuals of the model were assumed to be normally 
distributed; the small deviations residuals should not affect the detection.          
As found in the literature, the CUSUM algorithm has high robustness to non-
normality, and it is effective in detecting the changes in all sizes, even in highly 
skewed and heavy-tailed process distributions. The results of power residuals' 
evaluation using the CUSUM algorithm have been observed for the estimated 
model and all degradation levels. For progressive GBoxEff degradation level, the 
developed fault detection system was able to detect a fault magnitude of 2% 
under realistic wind turbulence. For the radical degradation level, the fault 
detection time was shorter than the progressive degradation, the larger the fault, 
the shorter the detection time. 

Thus, it can be concluded that the artificial SCADA data simulated by 
FAST_NREL, could be used as an efficient source of measurements with the 
absence of well-documented real SCADA data to study the behavior of a specific 
component of WT and to perform model-based fault detection, then to help to 
understand the fault effects. This allows better planning for maintenance 
activities and gives a better opportunity to implement a predictive maintenance 
strategy, that can result in the reduction of maintenance costs and increase the 
reliability of the WT. 

This work was validated for one fault type, and one fault indicator was analyzed 
in the gearbox based on the power curve. This can be used as a framework in the 
future, to develop a model-based fault detection in WT's gearbox and to include 
other fault indicators, which could affect the WT's performance and predict, for 
instance, the remaining useful life (RUL) of the gearbox component, as a fault 
indicator. Further work can be done by considering a full fault diagnosis study, 
that includes, fault detection, isolation and estimation. In addition, the proposed 
model can be validated and the efficiency can be tested on real SCADA data. 
Moreover, as future work, power curve parameters and fault detection could be 
predicted using machine learning algorithms, such as ANN, for more prediction 
accuracy when dealing with a large amount of data or more complex systems.   
As a result, full implementation of a predictive maintenance strategy, could be 
carried out, based on this research, aimed at the development of even better 
maintenance planning and any associated scheduling activities. 
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Abstract: SLAM can be categorized into two groups: laser-based SLAM and visual-based 

SLAM. They are used to identify surrounded objects of a robot. This paper proposes a 

combination of visual-based SLAM algorithm and laser-based SLAM. The purpose is to 

reduce effort but still provides the high quality 3D-reconstructed map. First, this paper 

presents visual-based SLAM and laser-based SLAM separately. Then, two techniques are 

integrated into one system. In addition, bi-direction RRT* path planning algorithm is 

developed to create a feasible and optimal trajectory. A self-tuning Fuzzy-PID controller 

also is introduced for driving the robot to follow the trajectory precisely. The simulations 

and real experiments are conducted in order to illustrate the superiority of the proposed 

approach. 

Keywords: SLAM; mapping; 3D point cloud; sensor fusion; autonomous robot 

1 Introduction 

Simultaneous localization and mapping (SLAM) is one of the most important 
technique for localization and autonomous navigation of mobile robot [1].        
The essential principle of SLAM is to provide information of the surrounding 
environment based on its sensor system and to construct the map of the working 
space while estimate the robot localization and orientation. Recently, LiDAR-
SLAM (Light Detection and Ranging) and Visual-SLAM are two popular 
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practical approaches to build maps in 2D and 3D for the intelligent autonomous 
applications [2]. 

LiDAR is preferred to use to construct a grid map and to detect the obstacles [3]. 
Extended Kalman filter (EKF) is implemented to obtain the position and 
orientation of the robot [4]. However, this approach is very difficult to apply in 
real nonlinear systems as it has accumulated errors which may cause to inaccurate 
positioning and mapping. In [5], 2D LiDAR scanner is used for in-row robot 
navigation in orchards. A Particle Filter (PF) with a laser beam model and Kalman 
Filter (KF) are implemented for localization and a line-detection algorithm, 
respectively. Self Adaptive Monte Carlo Localization (SA-MCL) is implemented 
in [6] for autonomous navigation with 2D and 3D LiDARs. The advantage of this 
method is solving the kidnapping sub-problems. Cartographer methodology is 
proposed by applying the laser loop closing to both sub-map and global map. As a 
consequence, the accumulative error is smaller. As LiDAR emits infrared light, 
the objects that do not reflect infrared light such as matte-black, glasses, degrade 
the performance of the laser-based SLAM packages. In addition, long corridors, 
square-shaped rooms and open wide areas where no obstacle information can be 
acquired make the laser-based SLAM algorithms non-operational. 

Visual-based SLAM stirs up both scholar and commercial interests because of its 
effectiveness in the last decade. Compared to LiDAR-based SLAM, Visual-based 
SLAM is preferred as cameras have become much cheaper and also provide 
texture rich information about robot working environment. A survey of visual 
SLAM and Structure from Motion (SfM) in dynamic environments is introduced 
in [7]. This paper mentioned that Dynamic-SLAM is a robust visual SLAM.        
A study on 3D scenario reconstruction based on Growing Neural Gas (GNG) is 
investigated in [8]. The advantage of this method is accelerating the learning 
speed and reducing the noise from the capture system. In [9], a multi-level 
RANdom SAmple Consensus (RANSAC) approach is applied to segment and 
track moving objects. The problem of SLAM in a dynamic environment is studied 
in [10]. A Single Shot Detector (SSD) based on deep learning is constructed to 
detect dynamic objects. To improve the recall rate of detection, a proposed missed 
detection compensation algorithm is used. Then, the feature based visual SLAM 
system is produced using the feature points of dynamic objects to eliminate the 
pose estimation’s error. In [11], a fast Semi-direct monocular Visual Odometry 
(SVO) is implemented to integrate the feature point and direct tracking optical 
flow method. Other approaches such as DSO (Direct Sparse Odometry) [12], 
VINS-Mono (Monocular Visual-Inertial System) [13] are introduced to save 
computing resources in tracking and matching. The disadvantage is the 
insensitivity to features. 

In our previous study, we developed a robust six Degree of freedom (Dof) SLAM 
algorithm using an RGB-D (Depth Sensor) graph-based approach [14]. The RGB-
D camera-based SLAM of indoor environments is developed using plane features 
[15]. The STING-PE (Statistical Information Grid - Plane Extraction) and PAG-
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PM (Plane Association Graph based Plane Matching) have been integrated.      
The camera pose is calculated based on the matched plane feature. In [16], a 
solution to an active SLAM is applied within an MPC (Model Predict control) 
framework. In addition, a sub-map joining method is implemented to archive the 
effectiveness of the proposed method and improve the computation time. 

In [17], a deep CNN (Convolutional Neural Network) model is applied for terrain 
segmentation in wild environments. In similar approaches, RGB-D SLAMIDE 
(SLAM In Dynamic Environments) is investigated in [18-20]. The results are 
impressive by integrating SLAM framework with deep learning network. Many 
studies of SLAMIDE focused on the LiDAR SLAM and RGB-D SLAM as both 
information of the depth and surrounding environment are provided. In [21], a 
Learned Action SLAM, which combines path planning with SLAM is introduced. 
In this approach, heterogeneous robots are able to share their learnt knowledge 
through Learning Classifier Systems (LCS). A sensor fusion-based indoor 
exploration approach is introduced in [22] to simultaneously optimize the map 
quality and the exploration speed. 

Unlike the existing approaches, in our work, a combination of visual-based SLAM 
algorithm and laser-based SLAM are proposed for autonomous navigation.          
In which, laser-based SLAM algorithm used a 3600 Laser Distance Sensor 
Rplidar-A1 and visual-based SLAM is implemented using a RGB-D camera, Intel 
RealSense. The combination of a 2D Occupancy Grid Map and 3D Point Cloud 
Map on Robot Operating System (ROS), is proposed to increase the accuracy.     
In addition, a RRT* (Rapidly Exploring Random Tree) path planning algorithm is 
also investigated to create a feasible and optimized trajectory for the mobile robot. 
A Self-tuning Fuzzy PID Controller also is proposed for driving the robot to track 
the trajectory accurately. 

This paper is organized as follows. The visual-based SLAM, laser-based SLAM 
and integrated algorithms are briefly outlined in Section II. Section III presents the 
RRT* path planning. Section IV introduces Fuzzy-PID controller. Section V 
demonstrates simulations and experiment results for our research. Lastly, the 
conclusions and future works are given in section VI. 

2 SLAM Implementation 

In this section, we introduce LiDAR-based SLAM, Visual-based SLAM and the 
integrated approach. The aim focuses on the following three objectives and 
contributions: 1) developing a 3D-reconstructed mapped point cloud using 
LIiDAR sensor and RGB-D camera, 2) reducing effort and time of the point cloud 
data collection and registration process for ensuring construction quality and 
safety, and 3) providing high resolution registered RGB-mapped point cloud. 
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2.1 LiDAR-based SLAM 

LiDAR-based SLAM can create fast two dimensions working space from a 
LiDAR with low computation resources. It has proven to generate very low-drift 
localization while mapping in real-world autonomous navigation scenarios. 
However, LiDAR-based SLAM is not exactly a full SLAM approach as it does 
not detect loop closures, and thus the map cannot be corrected when visiting back 
a previous localization. Loop closure detection can be implemented by combining 
the data of LiDAR and addition sensor (e.g. encoder, IMU, camera, …). 

The laser scans can be used to build a map by employing a probabilistic approach. 
For a given robot’s pose, each range measurement determines the coordinates of a 
cell. Cells that are behind the detected obstacles are registered as unknown cells 
whereas the cells that are between the sensor and the detected obstacles are 
registered as obstacle-free cells. The robot should be able to obtain the distance 
value from certain objects. The map (in Fig. 1) is the result of LiDAR-based 
SLAM experiment when the robot moved around a room. As mentioned above, 
LiDAR-based SLAM does not detect loop closure, so the bigger the environment 
the larger the error. To minimize this error, in this experiment, the new potion of 
the map can be updated and overwrote the map constantly. As a result, the largest 
linear error is 3 cm and the largest angular error is 5 degree. 

 

 

Figure 1 

LiDAR-based SLAM results 
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2.2 Visual-based SLAM 

In this study, RTAB-Map (Real-Time Appearance-Based Mapping) based on an 
incremental appearance-based loop closure detector is implemented. It consists of 
three stages: sensor measurement, frontend, and backend stages. In the frontend 
stage, the sensor data is processed and the geometric constraints between the 
successive RGB-D frames are extracted. The backend stage is focused on solving 
the accumulated drift problem and detecting the loop closure detection. To avoid 
the dead-reckoning problem, in our previous study, Explicit Loop Closing 
Heuristic (ELCH) [14] is implemented. This method updates the accumulated 
errors of the new frame’s constraint. The error is distributed to all previous frames 
with proper weights. Using the Intel Realsense D435 sensor, the generated 3D 
map has proper quality. In addition, the rtabrviz interface gives several 
information while making 3D map as shown in Fig. 2. Window 1 is the RGB 
image that camera received. Window 2 shows the loop closure detection. Window 
3 gives the image after applying SIFT algorithm and highlight points that will be 
used for feature matching. Window 4 shows 3D-point cloud map. 

 

Figure 2 

Visual- based SLAM result 

An advantage feature of Visual-based SLAM over LiDAR-based SLAM is that 
the time of relocalization is significantly smaller. However, Visual-based SLAM 
works poorly or in some case fail in featureless environment. As shown in Fig. 3, 
the input data is a corner of the room which has no distinctive features for the 
detection algorithm. As a consequence, the system fails to conduct a reliable 
odometry. 
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Figure 3 

Visual-based SLAM in featureless environment 

2.3 Integrated LiDAR Visual-based SLAM 

In this study, the sensors are configured competitively to improve the output 
odometry. Visual-based SLAM provides loop closure detection to increase 
localization accuracy. LiDAR-based SLAM provides wider range of data to 
increase the field of view (FOV) of the system to overcome featureless 
environment. Both sensors provide point cloud data with the information of a 
surrounding environment. Then, feature-matching algorithm will be applied to 3D 
point cloud to update the map and 2D point cloud will be used to deduce the 
odometry information. The pose information of the robot is obtained based on 
integrated information. The sensor fusion flow chart is presented in Fig. 4. 

 

Figure 4 

Sensor fusion flow chart 
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When the robot starts its program, both RGB-D camera and LiDAR sensor 
provide point cloud: one is 3D, the other is 2D. The transformation tree is 
predefined by user and provides coordinate information. When 3D point cloud is 
received, it will be scanned to detect some key features. The feature detection 
method used in this study is SIFT/ BRIEF. The SIFT (the Scale Invariant Feature 
Transform) is used to transform image data into scale-invariant coordinates 
relative to local features. It generates large numbers of features that densely cover 
the image over the full range of scales and locations. 

The SIFT algorithm has four operations. Firstly, it estimates a scale space extreme 
based on the Difference of Gaussian (DoG). Secondly, it finds the key point 
localization by eliminating the low contrast points. Thirdly, a key point 
orientations are obtained based on local image gradient. Finally, it computes a 
descriptor for the local image region. For more detail, please refer to [24]. Binary 
Robust Independent Elementary Features (BRIEF) is another alternative method, 
which is applied in this study as requests less complexity than SIFT with similar 
matching performance. Feature Matching algorithm is implemented using Fast 
Approximate Nearest Neighbor Search (FLANN) [25]. Then, PnP (perspective-n-
point) and RANSAC (Random Sample Consensus) are applied to enhance motion 
estimation [26]. Those features will be used to compare the older frame with 
newer frame to deduce the robot position and update the map. Iterationately, the 
closest neighbor of each point in the source is found by using a search algorithm 
and the rigid body transformation between the target points and their closest 
neighbors. The entered target point cloud is then transformed using the rigid body 
transformation estimation and a new closest neighbor search is performed.       
This process is iterated until convergence. The 2D point cloud also gives 
information of the robot position using ICP (Iterative Closest Point) to minimize 
the difference between two point-clouds. In ICP algorithm, the target is fixed 
while the source is transformed. The data from LiDAR and 3D camera are 
configured competitively to improve the odometry. 

 
Figure 5 

Combining 3D point cloud with 2D grid map. a) 3D view; b) top view 
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The mapping process using ROS provides a graphical user interface named as 
rtabmapviz, which visualizes visual odometry, output of the loop closure detector, 
and a point cloud that is a 3D dense map. The reconstructed map is shown in 
Figure 5. In this experiment, the largest linear error/angular error of the 
combination method is smaller than sole methods. 

3 Path Planning 

The robot path planning problem is divided into classical methods and heuristics 
methods [28, 29]. Planning methods based on sampling-based motion planning 
(SBP) algorithms have applied on robot systems because of their capability in 
complex and/or time-consuming. SBP includes probabilistic roadmap (PRM) and 
rapidly-exploring random trees (RRT) [30]. Basicly, the path is generated by 
connecting points sampled randomly. This method is able to archive a feasible 
robot path relatively quickly, even in high-dimensional space [31-32]. 

In this paper, Bi-directional RRT* is proposed and implemented. Essentially, Bi-
directional RRT* is variant RRT* algorithm in which the tree grows from both the 
starting point and the ending point. In other world, there will be two trees grow in 
the space. When two trees’ nodes meet or close enough, a path is generated. 
Figure 6 compares the time-consuming of three path planning algorithms RRT*, 
extended RRT* and Bi-directional RRT* and the number of sampling nodes they 
need to generate. As can be seen from this figure, the Bi-directional RRT* only 
needs fewer than 150 sampling nodes to find the path in many trials while the 
RRT* need approximately 600 sampling nodes and the extend RRT* took over 
800 nodes. 

 

Figure 6 

Comparing each variation of RRT* algorithm 
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At first, when the sampling node number is smaller than 180 nodes, three 
algorithms have an insignificant difference in time. The Bi-directional RRT*, 
however, always find a path within 5 seconds meanwhile the RRT* could need up 
to 20 seconds and the time for extended RRT* could over 1 minute with more 
than 1000 nodes generated. The actual execution time by the technique reveals 
that Bi-directional RRT* is dramatically fast in generating path, leading to a 
decrease in computational burden. Therefore, it can state that, the Bi-directional 
RRT* algorithm is reliable and satisfactory for our autonomous navigation 
application. 

4 PID-Fuzzy Controller 

Compared with advanced algorithms, Fuzzy-PID method is relatively easy 
implemented in the practical applications. Therefore, in this research, Fuzzy 
controller is applied to find optimal parameters of the PID controller. In which, the 
proportional parameter and integral parameter are continuously tuned by Fuzzy 
logic, based on feedback signal as shown in Figure 7. 

 

Figure 7 
Self-tuning Fuzzy PID Controller 

Figures 8-11 present the comparison of Left/Right wheel’s velocities and 
Left/Right wheel’s errors respectively among PID, Fuzzy and Fuzzy-PID 
controllers. The gain Ku and ultimate period Pu then create two separately 
controller by Ziegler-Nichols method - basic type and non-overshoot (no OS) type 
as in Table 1. 

Table 1 
The optimal parameters of the PID controller 

Specification Kp Ki Kd 

Basic 0.60×Ku 2×Kp / Pu Kp× Pu /8  

Non overshoot 0.2×Ku 2×Kp / Pu Kp× Pu /3 
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For basic-PID controller, with the calculated Ku = 1.35 and Pu = 0.083, the 
overshoot is low (about 3%). Settling time is around 0.25 second, peek time is 
about 0.2 second. In the same parameters, the non-overshoot PID controller has no 
overshoot, however, peek time - nearly 0.5 second is two-times slower than other 
controllers. The fuzzy controller has smaller overshoot than PID controller.         
In addition, the peak time and settling time that is faster than PID’s ones.           
For Fuzzy-PID controller, the overshoot is smaller (about 2%), the peak time and 
settling time are slightly decrease comparing with Fuzzy controller. The wind-up 
problem is also minimized, and the system working process is smoothly.              
In conclude, a self-tuning Fuzzy-PID controller has better performance compared 
with sole Fuzzy and PID controllers. Therefore, this controller is applied for the 
mobile robot in this project. 

 

Figure 8 
The comparision of PID and Fuzzy/PID controllers for Left wheel’s velocities 

 

Figure 9 
The comparision of PID and Fuzzy/PID errors Left wheel’s error 
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Figure 10 
The comparision of PID and Fuzzy/PID controllers for right wheel’s velocities 

 

Figure 11 
The comparision of PID and Fuzzy/PID errors right wheel’s error 

5 Experiment Results 

We used Robot Operating System (ROS) for simulation environment.               
The experimental setup consists a mobile robot equipped with a Rplidar-A1 sensor 
and an Intel Realsense D435 sensor. The RPLIDAR A1 operates clockwise to 
generate an outline map for the robot working environment within 12 meters.    
The D435 sensor provides 3D real-time information precisely. The test cases is 
indoor environment with the approximate area 30 m2. The robot traveled with a 



T. T. Mac et al. Hybrid SLAM-based Exploration of a Mobile Robot for 3D Scenario Reconstruction  
 and Autonomous Navigation 

 – 208 – 

speed of 2 m/s. Figures 12 shows the robot mapping results using LiDAR-based 
SLAM and RRT* algorithm to avoid obstacle and reach the goal. By using 
LiDAR-based SLAM, the robot is able to conduct 2D map, however, the 
information of the robot working environment is quite simple. 

 

Figure 12 
Robot navigation by RRT* algorithm and Fuzzy-PID controller 

The results for the robot autonomous navigation using visual-based SLAM, and 
the integrated method are shown in Figures 13, 14, respectively. Compare to 
visual-based SLAM, integrated SLAM provides high resolution registered RGB-
mapped point cloud. Furthermore, this methodology is able to reduce effort and 
time of the point cloud data collection. Based on the generated map, the robot 
performs its autonomous navigation with bi-directional RRT* and Fuzzy-PID 
controller and find the optimal path. 

 

Figure 13 
Visual-based SLAM autonomous navigation 
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Figure 14 
Hybrid LiDAR, Visual-based SLAM autonomous navigation 

Conclusion and Future Work 

In this paper, we have presented a full solution for integrated SLAM with LiDAR 
sensor and RGB-D camera. The solution is a combination of LiDAR, RGB-D 
camera data. LiDAR-based SLAM, can generate 3D point cloud with a little 
computational burden. However, in some scenarios such as long corridors, square-
shaped rooms and open wide areas where no obstacle information can be acquired 
make the laser-based SLAM algorithms non-operational. On the other hand, visual 
SLAM with Rtabmap package comes with feature-matching and a 3D map that 
provide richer information on the surrounding environment. However, the 
computation time is large. The integrated SLAM reduces effort and time of the 
point cloud data collection, but still provides the high quality 3D-reconstructed 
map. In addition, we have implemented bi-direction RRT* path planning and 
Fuzzy-PID controller for the autonomous navigation purpose. Future work 
includes the development of the collaborations multiple mobile robot. The robot 
swarms can share information about their working environments for others.      
The proposed approach can be implemented in many real-life applications such as 
service robots in buildings, surveillance operations, agricultural robots, space 
exploration missions. 
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Abstract: This work deals with the improvement of selected manufacturing processes in the 

finishing activities of the foundry and the solution to a specific problem involving the 

bottleneck in the blasting area. The aim of this article is to improve the selected blasting 

and handling processes. In the practical part, the current status of the finishing operation, 

by using process analysis, is determined and proposed herein is the approach to improve 

the process. In the project section, industrial methods were used, such as, workshops and 

brainstorming. By synthesis of the outputs from the analysis and workshops we have 

elaborated a catalog for the improvement of the blasting process in the following sections, 

including the handling process. This work includes a proposal for the technical adjustment 

of the blasting equipment, which leads to an increase in the efficiency of the entire 

production process. 

Keywords: shot-blasting; efficiency; improving; performance; workshop; process; process 

analysis; DMAIC 

1 Introduction 
Quality Management and related improvements became the common part of 
management, with a strategic approach, for many small and large corporations. 
With regard to growing competition businesses are now in a situation where they 
must continuously search new ways of working efficiency, as well as, capital and 
technology development. Managers are systematically examining existing process 
behaviors, their experience is often reflected in proposals for changes and 
improvements that provide substantial advantages, client gratification, increased 
market share and improved economy inside the Corporation. 

The aim of this work is to optimize the shot-blasting process within the foundry 
industry. The reality is that in many Czech and Slovak foundries there are many 
occasions to improve this process. Stockpiled parts between work operations and a 
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high level of semi-finished components will illustrate the magnitude of any 
improvement. Detailed analysis of processes and the use of human resource, 
together with synergistic effects, can lead to the solution of specific problems, 
improved competitiveness and better economic results for the company. 

After the analysis of the foundries existing processes, the shot-blasting sector was 
selected, with its necessary portion of manipulation, with castings. Developed and 
implemented was a project, separated, according to the DMAIC method, which 
aims to improve the shot-blasting and manipulation. To reach such a target, 
workshops and brainstorming tools were used, that lead to the needed changes in 
the production processes. 

2 Literature Review 

2.1 Quality Management 

Valuable management is, above all, the effort for continuous improvement, 
resulting in more efficient processes and consequently, in lower costs and higher 
productivity. It is a broad topic, containing nearly all corporate processes. (Weske, 
Mathias 2007) 

Total Quality Management (TQM), can be defined as a holistic management 
philosophy that strives for continuous improvement, in all functions of an 
organization, and it can be achieved only if the total quality concept is utilized, 
from the acquisition of resources, to the customer service and after the sale 
(Kaynak, 2003). Both manufacturing and service firms can successfully adopt 
TQM (Claver-Cortés et al., 2008). TQM-adopting firms obtain a competitive 
advantage over firms that do not adopt TQM. Firms that focus on continuous 
improvement, involve and motivate employees to achieve quality output and focus 
on satisfying customer needs, are more likely to outperform firms that do not have 
this focus (Joiner, 2007). 

Many authors have suggested that TQM practices can have a positive impact on a 
firms operations, including customer satisfaction (Choi and Eboch, 1998), 
innovation (Hung et al., 2011; Prajogo and Sohal, 2004), manufacturing (Cua et 
al., 2001; Konecny and Thun, 2011), financial results (Hendricks and Singhal, 
2001; York and Miree, 2004), operations (Yunis et al., 2013) and quality 
(Arumugam et al., 2008; Prajogo, 2005; Prajogo and Sohal, 2006a). Also, some 
studies have adopted a mix of firms outcomes, as organizational performance, in 
their investigations of TQM׳s positive effects (e.g., Brah and Lim, 2006; Kannan 
and Tan, 2005; Kumar et al., 2009; Martínez-Costa et al., 2008; Pinho, 2008; 
Rahman and Bullock, 2005; Samson and Terziovski, 1999; Valmohammadi, 2011; 
Wang et al., 2012). 
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Nowadays, as competition increases and radical changes occur in the business 
world, there is a need to better understand the term “Quality” (Psomas & Jaca, 
2016). Understanding clearly, this term, from a business perspective, is 
fundamental for companies to be successful and become profitability leaders in 
the new global economy (Antony, 2013). More specifically, top managers should 
understand and apply quality philosophies to achieve high performance levels, in 
products and processes and to face the challenges of global competition. A leading 
force in shaping and spreading quality management ideology and practices, in 
modern business management, is Total Quality Management (TQM). TQM has 
been recognized as providing a competitive advantage for an organization’s 
success, since the 1980s (Boateng-Okrah and Fening, 2012). The credibility of the 
TQM philosophy is no longer an issue and cannot be questioned, since it has been 
demonstrated in various countries around the world, that competitive advantages 
and performance benefits can be created and sustained, through the adoption of 
the TQM (Zairi, 2013). More specifically, the trend of TQM, is strong in Europe, 
Japan, USA, Australia and elsewhere (Lam et al., 2012; Brown, 2013). 

It is known that TQM is based on Process Management. (Řepa 2012). First 
introduced by Deming (1986), process management was quickly popularized as a 
central element of quality management. Since its original introduction, process 
management has evolved into more modern forms, including ISO 9000 and Six 
Sigma (Ciencala, 2011). Many organizations have adopted the practice of process 
management to improve quality and reduce costs. As the focus of process 
management practices turned to decreasing variation and increasing efficiency, its 
effects also affect a firm’s capacity for creativity. 

Given the need for process management to be precise and consistent, it is 
frequently referred to as the reduction of epistemic uncertainty. Epistemic 
uncertainty is scientific ambiguity in a process (e.g., Six Sigma) model that can be 
reduced by obtaining relevant data to better understand the nature of the process 
itself (Kim, 2017). The DMAIC improvement cycle is the core tool used to drive 
Six Sigma projects. However, DMAIC is not exclusive to Six Sigma and can be 
used as the framework for other improvement applications (Gail, Erwin 2008). 

Enterprises, nowadays, have complex information systems, that support decision 
making processes, at all management levels. Some information is stored in the 
companies’ computer systems, some is written e.g. in the form of processes’ 
description documents, and some of it is stored in the heads of the experienced 
staff (Svozilová, 2011). That is why enterprises search for a convenient and 
effective way to describe the rules that can support the decision making process. 
Today’s recommended solution is the use of business rules. Such approach has 
been successfully applied in customer relationship management, marketing, the 
mortgage industry, insurance services, e-government, telecommunications, 
engineering, transportation and manufacturing. Possessing a well-designed 
business rule management system can bring a competitive advantage not only for 
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huge, globally operating enterprises, but also for small and medium manufactures 
(Boyer & Mili, 2011). 

The topic of Quality management system in Foundry industry is pursued by 
scientists in Poland as well. The size and complexity of decision problems in 
production systems and their impact on the economic results of companies make it 
necessary to develop new methods of solving these problems. One of the latest 
methods of decision support is business rules management. This approach can be 
used for the quantitative and qualitative decision, among them to production 
management. Their study has shown that the concept of business rules BR can 
play at most a supporting role in manufacturing management, but alone cannot 
form a complete solution for production management in foundries. (Stawowy, 
Duda, & Wrona, 2016) 

2.2 Foundry Processes Specifics 

Foundry industry is using complicated, partial, often very different processes, with 
its own scientific background. Foundry is subject supplying casts mainly to the 
automotive, machinery and construction businesses to be processed further.          
It means, that it is the sector of secondary production, different from metallurgical, 
primary sector. Machinery castings are semi-products for machinery works, as 
well as forgings, pressed or molded parts. Metallurgical parts are tools for another 
sector of metallurgy, such as molds, slag pans, cylinders etc. The trend of casting 
use by industry still remains, but the share of their weight in final products is 
decreasing. Casts as semi-products for further processing are encountering 
competition. When they are not formed precisely, they are replaced with accurate 
forgings, ceramics, plastics and metallurgical powders. Since in this situation, it is 
important to optimize foundry processing, not only as a products sector but, as the 
one of processes themselves. (Chrást, 2006) 

Actual threats for foundries are increasing prices in energy areas and other 
primary inputs. Another weak point is very high costs of materials. They are 
metallurgical batches, material for molds mix, and as the important material the 
abrasives, needed for foundry processes. To secure the future progress and 
increase foundries ability to compete, it is necessary to identify all kinds of 
wasting such as pointless operator trips, waiting time, needless manipulation and 
material losses. It seems rational, that foundry processes are researched by 
specialized experts and improving methods of industry engineering are applied. 
(Keřkovský, 2009) 

2.3 Basic Characteristics of Foundry Processes 

Production of foundry plants include two basic areas, foundry and polishing. 
Entering the processes are iron ingots and alloy additives. Great care is used to 
assure the input material quality. They are precisely dosed in each batch.           
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The material is melted in the foundry furnace and the sample is monitored prior to 
pouring the melted alloy into the mold. Mold mix is silica sand and furan resins. 

Melted metal is poured into closed molds. After the castings are cooled, they are 
placed on a vibrating grate and the molds are then broken. In this way, partial sand 
cleaning is performed, the sand is transported to the recovery process. After the 
cast is cleaned, the material is heat-treated according to its type. 

After this production procedures, castings are cleaned from sand completely, 
inspected, repaired and prepared for shipment. This part of foundry production is 
polishing. There the castings are shot-blasted, removing the remains of the sand, 
using blasting machines. 

Casts are then separated from the inlet system and overflows. According to the 
type of cast, either burning with a carbon electrode or chop saw is used in this 
step. 

After that, the cast is surface ground/milled and a capillary test is performed, 
indicating the compactness. When defects in compactness are detected, the critical 
point is ground and repaired by welding, ground again. If there are no other 
compactness defects indicated, casts are shot-blasted further. 

Shot-blasting is unifying the surface structure and reinforcing it, as well. Final 
inspection then follows and the cast is washed or finish-blasted, according to the 
customers preference. 

It is important to mention that the shot-blasting is often not, in the sphere of 
interest, by the management. It is a very dusty cleaning process, involving 
mechanically propelled abrasive particles, that are blasted toward the product.      
In the case of the Foundry, it is the propelling of steel or stainless steel balls using 
high velocity streaming machines toward a partially clean cast and thus, cleaning 
sand, controlling color and final surface unifications. The operation is 
accomplished using a special shot-blasting machine with blasting wheels and 
inside a closed chamber. 

During the shot-blasting machine operation, there is no need for operator 
attendance and they can perform other activities. The machine, during operation, 
is working in a suction regime, but dust particles leak into the production area, 
spilling abrasives from the machine. 

In past, this work was performed by less-qualified workers, with a minimum 
knowledge of processes, leading to high costs, low levels of production and a 
general lack of machine maintenance knowledge. (S+C Alfanametal s.r.o., 2016) 
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3 Research Methodology 
The first part of this work is description of the method, formulating basic terms 
and development of a theoretical solution, for consequent analytical and project 
layout engaging the blasting process. The flow of one casting piece in polishing 
work, using process analysis was, therefore detailed. Then, the worker steps are 
analyzed, using an empirical method of industrial engineering, workday snapshot. 
To specify external and internal activities the SMED analysis was employed.     
The peak of the worker movement around the place of work, is highlighted by the 
Spaghetti Diagram. The 5S Mini-audit, functioned as a tool to discover the status 
of the shot-blasting procedure to be improved. Synthesizing the above analysis led 
to the data for developing improvement of foundry processes. Here the workshop 
method was used, where brainstorming is applied, the output, being the catalog of 
measures. Based on this catalog, the elaborate timetable of the shot-blasting 
process optimization using the DMAIC method, is prepared. 

DMAIC, a cycle to improve, is a universally useable method, of its gradual 
development, an integral part of the Six Sigma method. It is used for any type of 
improvement, for example for quality of services, processes, applications and 
data. The individual phase of a complete cycle helps to achieve the real 
improvement. It is the perfected PDCA cycle. (Marques, Alexandre de 
Albuquerque & Matth, 2017) 

Phases of the DMAIC cycle are: 

 D  (Define)    Goals are defined, the object is described and goals of 
  improvement services, processes, applications, data, etc. 

 M (Measure)  Measuring the initial conditions according to the  
  principle “What I cannot measure, I cannot manage” 

 A (Analyze)  Analysis of established facts, reasons for imperfection 

 I (Improve)  Key phase of the complete cycle, where the  
  improvement is realized, based on analyzed and  
  measured facts. 

 C (Control)  Improved point is necessary to apply, manage and keep 

    alive. 
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4 Solving the Problem 

4.1 Definition of Addressed Problem 

As previously explained, that the castings cleaning procedure is an important 
operation in the foundry and is where the weak point is found. The workplace is 
part of the polishing unit and it contains two pendant sandblasting machines.     
One of them is used for cleaning iron-based products and the other is for stainless 
steel alloys, used by petrochemical industry. The actual situation often happens, 
when the semi-finished products are piled-up on two shot-blasting machine 
buffers. This works goal is to find the reasons of this situation and to propose 
possible solutions. 

4.2 Process Analysis, Analysis of One Piece of Material Flow 
and Daily Snapshot 

One piece of the material flow, through the polishing unit was recorded. As a 
sample, the cast of a U-shape was chosen, a typical product from the stainless 
steel class castings. Single stages were observed and recorded on the prepared 
blank document. The purpose of the analysis is to name each step of the given 
piece of material flow. 

The daily snapshot was then composed after one day of observations in plant and 
recorded one shift period. 

From one material flow record, it can be seen that, out of the total 10 operations 
performed on cast in polishing unit: 

4 operations, totaling 100 minutes, were sandblasting 

3 operations, totaling 185 minutes, in 4 workplaces, were grinding 

The complete time for the operations on casting was 345 minutes, the total time of 
sandblasting is 100 minutes and is 29% of the complete time for all operations. 

4.3 Shot-blasting Cost Measurement 

The cost of the production process is a necessary consideration. Involved in the 
shotblasting process, are an operator of the blasting unit, the maintenance crew, 
machine operation and spare parts, energy, abrasive materials and waste treatment. 

To compare and determine the correct steps, the total cost of the shot-blasting 
operation, during the time period, prior to 2018 changes, must be known.          
The volume of production in 2018 was 407 metric tons. 

Each cost is presented, based on available SAP information system. 
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After the cost sandblasting analysis, the proportional indicator was calculated, 
“Cost of one-ton shotblasting during the given period of time”. This indicator will 
be used to compare with the following year. If the cost of one ton decreases in 
2019, it corresponds to a savings. The total cost of such a savings can be 
calculated by multiplying the 1 ton saving figure and total production, during 
2019. 

An interesting figure from the cost analysis, is the share of abrasives costs and 
operator cost, on the total cost of the sandblasting operation, as seen on Fig. 1. 

Table1 

The cost of shotblasting process in 2018 (authors) 

  Year 2018       

No. Item description PCs 
Cost/PCs 
(CZK/pc) Total cost (CZK) 

Shotblasti
ng cost /1 

ton CZK – 
2018 

1 
Operator-shot-blasting 
(hour.)  2.00 403200 806400 1981 

2 
Maintenance crew (hour) 
-  0.15 441600 66240 163 

3 
Machine operating parts 
(CZK)     240000 590 

4 Spare parts (CZK)     115000 283 

5 Energy kW/h 59.00 2,50 333645 820 

6 Abrasives (tons) 13.50 96600 1304100 3204 

7 Waste (tons) 15.00 0.60 9000 22 

8 Total cost     2874385 7062 

9 
Production in metric 
tons 407.00       
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Figure 1 

Pareto diagram, cost of sandblasting (authors) 

4.4 Analysis of Measures Assessment 

During the analysis, all processes in the polishing unit were assessed and then a 
more detailed breakdown of sandblasting operation of works on the Illingen C 
machine. This unit is becoming the weak point, of production procedure. As a 
result, the backlog of castings in front of the machine became the reality. 

According to the research, using process analysis, it was confirmed, that the 
sandblasting process is essential for production and each casting must pass 
through it at least four times. Process analysis demonstrated, that the sandblasting 
operation is in comparison with the other polishing unit technology, under-
proportioned. 

1)  From one piece of material flow record, it can be seen that out of the total 10 
operations performed on cast in polishing unit, 

Four operations totaling 100 minutes were sandblasting and 

Three operations totaling 185 minutes in 4 workplaces of grinding. 

2)  Shot-blasting is the most full-occupied workplace of the polishing unit. 

3)  Complete time of operations on casting is 345 minutes; the total time of 
sandblasting is 100 minutes; it is 29% of all operations' complete time. 
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Shot-blasting is taking 29% of the time of all operations; it is thus, needed to 
concentrate just on this process and propose methods for improvement. 

Analysis of workday snapshot shows that: 

1)  The most repeated operation during the sandblasting process is the manual 
transfer of castings. By hand, the operator is moving 1644 kilograms of iron. 

2)  The waste of time was mainly observed as the waiting for the machine.    
This time total length was 67 minutes, which is 20.69% of all observed 
period. 

3)  Excess worker’s activities were observed as well and other limiting points: 

a) Manipulation with heavy castings using bridge crane, this operation 
taking 53 minutes at the Illingen C workplace. 

4)  Palette with abrasives is not stored within the machine reach, the operator 
must twice per shift walk 10 meters with the 25 kg bag of material. 

From the cost of sandblasting research, it is clear, that the higher cost is for 
abrasives, with the 45.37% of all cost, a second is a cost of blasting machine 
operator wages. The least important item is the energy, with the 11.61% share of 
total operation cost. 

4.5 Brainstorming as a Tool to Optimize the Analyzed 
Shortcomings 

During the two-day workshop, a regulated brainstorming method was used, where 
with the attendees host each participant can express their opinion about the 
addressed problems of foundry production. Others then host, were present the 
officials of casting enterprise, (president, production manager, maintenance 
manager, economist.), representatives of the abrasive material supplier 
(technologist) and designer from cooperating engineering corporation.              
The conclusions of the brainstorming are followed by a catalog of actions (see 
Table 2). 

Table 2 

Catalog of actions (authors) 

Who? What? Why? Deadline Output-
Plan 

Form 

Technician 
WALUE 

Machine 
status and 
used mix 
expert 
appraisal 

To shorten 
blasting time 

50th 
week of 
2018 

Expert 
report 

Binder A4 
pages 

Designer,  
industrial 

Project of 
machine 

Preventing 
abrasives 

 2nd. 
Week of 

Drawing 
document 

Drawing A3 
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engineer 
and 
production 
manager 

modification
–cabin doors 

leakage  2019 
 

for cabin 
doors 

Designer Project of 
blasting 
wheel 
positioning 

To shorten 
blasting time 
from  15 to 
12 minutes 

2nd week 
of 2019 

Drawing 
document 
for block 
of blasting 
wheels 
units 

Drawing A3 

Industrial 
engineer 
and 
economist 

Calculating 
the savings 
after design 
changes  

Investment 
decision 

2nd week 
of 2019 

Calculated 
costs, 
savings 
and 
payback 
period  

A4 – 
presented to 
the executive 
manager 

Industrial 
engineer 

To secure 
live test 

Live test of 
modification
s within 
other 
enterprise 
where they 
were 
implemented 

50th 
week of 
2018 

Live test 
with 
modified 
machine 

Technical 
report and 
observed 
blasting times 

Industrial 
engineer 

Selection of 
suitable 
suppliers 
according to 
the machine 
design 
changes 

Selection of 
suitable 
technology 
supplier to 
implement it 

7week of 
2019 

Offers 
processed 

Printed tab. 
A4 

Executive 
manager 

Contract 
with the 
blasting 
machine 
changes 
supplier  

Project 
implementati
on 

7th week 
of 2019 

Valid 
contract 

Print A4 

Production 
manager, 
industrial 
engineer, 
supplier  

Implementat
ion of 
changes,  
planning of 
machine 
temporary 
shutdown  

Increasing 
the machine 
efficiency, 
waste and 
machine 
shutdowns 
elimination 

11th 
week of 
2019 

Modified 
machine 

Project 
realized 

Production 
manager, 
industrial 
engineer, 
maint. mgr.  

Standards 
for blasting 
workplace 
and 
maintenance 

Setting of 
Standards 

12th 
week of 
2019 

Standard 
for 
blasting 
workplace 

Print A4 –
laminated  
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Maintenanc
e manager 
and 
industrial 
engineer  

Operators 
training 

Increase of 
knowledge 
and higher 
productivity 

12th 
week of 
2019 

Operators 
training 
performed 

List of 
attendees with 
signature 

4.6 Proposals for Blasting Operation and Manipulation 
Improvement 

To follow-up the conclusions of brainstorming those steps were implemented: 

1)  Technical report about the blasting machine. Then test of blasting with other 
technological design conditions was performed (another type of abrasive 
material, different type of blasting wheel). Based on resulting analysis it was 
discovered, that the casting can be blasted for 10 minutes, instead of the 
previous 15 minutes, after the technological changes of blasting operation. 
Changes were implemented. 

2)  Operators training about the blasting machine and blasting process details 

3)  New standards for blasting workplace and maintenance were developed 

4.7 Comparing the Costs Prior to Optimization and After 

In this chapter, the costs are compared with those of 2018 with the same 
production condition. Growing production volume is causing the time of 
investment return to shortening. 

Table 4 
Costs prior to optimization (authors) 

Costs of blasting operation in 2018 
  Year 2018       

No. Cost description 
No. of 
units 

Price of 1 
unit 

(CZK/unit) 
Total cost 

CZK 

Cost of 
blasting  

1 ton in 2018 

1 
Labor cost /1 hour 
(operator-blasting) 2.00 403200 806400 1981 

2 
Labor cost /1 
hour(maintenance) 0.15 441600 66240 163 

3 Operating parts (CZK)     240000 590 

4 Spare parts (CZK)     115000 283 

5 Energy/kW/h 59.00 2,50 333645 820 

6 Abrasives (tons)  13.50 96600 1304100 3204 

7 Waste (tons) 15.00 0.60 9000 22 

8 Total cost     2874385 7062 

9 Output in tons 407.00       
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Table 5 

Cost optimization (authors) 

Costs of blasting operation in 2019 
  Year 2019 

No. Cost description 
No. of 
units 

Price of 
1 unit 

(CZK/u
nit) 

Saving 
of 

blasting 
time 
20% 

Total cost 
(CZK) 

 Cost of 
blasting  
1 ton in 

2019 

1 
Labor cost /1 hour 
(operator-blasting) 2.00 403200   806400 1981 

2 
Labor cost /1 
hour(maintenance) 0.12 441600 13248 52992 130 

3 Operating parts (CZK)   0 48000 192000 472 

4 Spare parts (CZK)   0 23000 92000 226 

5 Energy/kW/h 59.00 2,50 66729 266916 656 

6 Abrasives (tons) 10.80 96600 260820 1043280 2563 

7 Waste (tons) 10.40 0.60 1800 7200 18 

8 Total cost       2460788 6046 

9 Output in tons 407.00         

As can be seen in presented Tabs, the total expected savings will be achieved by 
the shorter time of blasting operations, it means the costs items, based on this 
process. They are items directly related to the wear by blasting operation. It is 
mainly wear of abrasive, operation parts, spare parts, energy, waste and time for 
maintenance. 

One position not influenced will be the labor cost, blasting machine operator, the 
production must continue. When the production volume will increase, this 
position can bring the savings as well. Figure 2 demonstrates the results of 
savings: 



P. Bris et al. Use of Quality Management to Optimize Foundry Industry Processes 

 – 226 – 

 

Figure 2 

Cost prior to optimization and assumption of cost after (authors) 

Total assumed saving when the production level will be the same is 413597 CZK. 
This figure after rounding - off means 1016 CZK saving on every ton produced. 

4.8 Calculation of Project Payback Period 

Assessing the project payback period requires to take into consideration all project 
expenses and calculate a rate of return. 

Table 6 

Project payback period (authors) 

No. Item Cost in CZK 

1 Workshop – defining the actual status and 
problem, measuring actual status, teamwork 
to analyze problem 

8000 

2 Developing technical report about the 
machine status-technical solution, expenses 
by (7000 CZK, Kovobrasiv) 

7000 

3 Testing by another enterprise, verification of 
solution 

3500 

4 Proposal of machine design changes 28000 

5 Supplier inquiry 2000 

6 Supplier selection 1000 

7 Contract 1000 
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8 Implementing machine changes 
+ cost of external shot-blasting 

342000 
22000 

9 Trial operation 10000 

10 Operators training 1600 

11 Developing machine workplace and 
maintenance standards 

500 

Total costs   426600 

Cost of project:  426600 CZK/16100 EUR 

Savings on each ton: 1016 CZK / 39 EUR / ton 

Return on investment/payback period: 𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒑𝒓𝒐𝒅𝒖𝒄𝒆𝒅 𝒕𝒐𝒏𝒔 × 𝑺𝒂𝒗𝒊𝒏𝒈𝒔 𝒐𝒏 𝒆𝒂𝒄𝒉 𝒕𝒐𝒏𝑪𝒐𝒔𝒕 𝒐𝒇 𝒕𝒉𝒆 𝒑𝒓𝒐𝒋𝒆𝒄𝒕   

The result of this calculation are, keeping the actual production of 407 tons, as in 
2018, the resultant payback period is about 1 year. The condition for a 2 year 
payback, is then accomplished. 

4.9 New Processes Status 

Calculating the payback period, the process analysis was rewritten and the times 
for the shot-blasting procedure were considered. 

Improving the shot-blasting process total time of all operations is 329 minutes. 
With Illingen C machine the improvements, bring the reduction of shot-blasting 
time from 100 minutes to 84 minutes. 

5 Discussion 
This project was initiated following the foundry's request to solve the problem 
with castings pile-up, in front of the shot-blasting machine, Method DMAIC was 
used, at the beginning with the conversation was discovering the problem status. 
We were introduced to the production processes and specific shot-blasting 
operation in great detail. 

After defining the problems, the authors measured and analyzed the actual status. 
Analysis results were the basis for the project formation. The project was defined 
in cooperation with the Enterprise Management team. The main goal of project 
was established leading as the improvement shot-blasting operation and 
manipulation, and the overall customer satisfaction improvement with the blasting 
of castings, prior to the expedition. This customer request was a narrow point in 
the production process. 
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After the status analysis and discovery of the best solution, the workshop format 
and time was selected. Risks from implementation were minimized, by involving 
qualified team members. During the workshop, a brainstorming method was used 
to select the appropriate solution. Output developed as a Catalog of actions. 

Using the Catalog of actions, the timetable was made more precise.                   
The calculation of cost savings from the project realization and implementation 
started. Each action was described according to the timetable. 

Then the new process was developed, taking into consideration, expected time of 
shot-blasting. The total time of all operations was cut from 345 minutes to 329 
minutes. 

Time of one cast shot-blasting, in the production process, is now 84 minutes 
instead of the original, 100 minutes. Time of shot-blasting operation was thus 
shortened, by 16 minutes, which is an improvement of 16%. 

Payback time calculation of the project is based on a negative scenario, involving 
non-increased production and savings coming just from the shortest time of shot-
blasting. 

Total cost of project:  426600 CZK / 16100 EUR 

Project payback time:  1 year, if the production if not increased 

Machine temporary shutdown: Maximum 4 weeks 

Conclusions 

This work traces the shot-blasting and manipulation processes, occurring today, in 
foundries. The performed analysis and subsequent brainstorming, confirmed that 
those processes are in the production are underestimated. To improve the 
situation, it was necessary to become familiar with each part of the shot-blasting 
machine, castings flow and operator working procedures. 

The work led to the solution for a narrow point in the production cycle, by 
demonstrating the need for investment in machine modifications, thus, creating 
the possibilities for savings and alerts concerning the time needed for castings 
loading and unloading. 

The main contribution to the problem is the discovery of special production 
processes, in the foundry industry, with the larger space for improvement. It was 
then possible to help improving foundries economy. 

Another significant discovery is that it is very difficult to find experts on the shot-
blasting processes. Without detailed knowledge of the usual output of the shot-
blasting machine, it is not possible to develop the technical changes and shorten 
the blasting process. Another alternative of project solution was the investment in 
a second machine. This leads to the increase of Enterprise Capital, an increase of 
costs and lower fiscal efficiency. 
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This work can be used as an example, for the Foundry Industry, for how to 
improve the shot-blasting processes. A continuation of this work could be the 
further development of methods and emerging technologies for the improvement 
the blasting process in foundries. To realize this, it is necessary to further research 
the Czech and Slovak foundries. The given issue is applicable in various industries 
including, forging, machinery, automobile and the energy industry, where the 
shot-blasting process is used. 
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Abstract: Over the last few decades, the steel industry has focused efforts on the 

improvement of by-product recovery, based on sustainable solutions. These activities have 

led the steel industry to save natural resources and to reduce its environmental impact.     

In fact, the by-product recovery is perceived as improving the environmental sustainability 

of the steel production by saving primary raw materials and costs related to by-products 

and waste landfilling. The iron- and steelmaking industry is also looking at residues from 

other industrial sectors such as mining and mineral processing. The objective is to develop 

viable practices, combining different mining and mineral processing wastes in high quality 

pellets and reducing environmental impacts and operating costs in steelmaking. Reuse 

these wastes allows for their beneficial application, whereas, recycling extracts resource 

ingredients or converts waste into valuable products in a long term perspective. Laboratory 

phase experiments carried out on the possibilities of valuing ferrous sludges and dusts, 

leads to the production of experimental by-products – pellets, usable as raw material in the 

steel industry in the steel production sector. Related to the recovery technologies of ferrous 

waste for the purpose of “greening” the industrial environment, our research has focused 

on identifying possibilities for the recovery of industrial iron containing, small size and 

powdery waste, which are landfilled, in very large quantities, in the Hunedoara area of 

Romania and beyond. 

Keywords: raw materials; iron & steelmaking industry; waste recovery; pellets/ pelletizing 

1 Introduction 

Waste has become a major problem for the various industrial sectors, especially 
the mining, mineral processing and metallurgical sectors [1-4]. Concepts like 
prevention, reuse, recycling, recovery, disposal and their ranking are on the order 
of the day in the management of the different streams of waste. For materials 
industry, the issue of waste management through recovery (recovery and 
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recycling) is an environmental and economic priority [1-8]. Recovery shall 
include the collection, transport, storage, selection and processing of certain waste 
[5-12]. Waste contains substances generated by the industrial activity in which it 
is produced and the disposal of such waste from the productive cycle is carried 
out: 

 By appropriate recovery 

 By recovery and/or storage for recycling 

 By stabilisation for storage in landfills 

This waste can be reintroduced into a technological flow through internal and/or 
external recycling [5-12]. Finding economically and environmentally efficient 
solutions for technological flows in the materials industry must enable the superior 
recovery of waste. Small size and powdery ferrous waste can be reintroduced into 
the economic circuit of the steelmaking [8-24]. Thus, we can make by-products 
results from such industrial small size and powdery waste, from steelmaking and 
other industries such as mining and area of processing of minerals [8, 12-24]. 

During the iron- and steelmaking processes, several by-products are produced, 
such as slags, dusts, sludges and other residues [8-12]. Based on the iron- and 
steelmaking industry’s reports, on average, for one ton of steel 200 kg (in the 
scrap-based steelmaking, mainly based on the electric arc furnace) and 400 kg (in 
the iron ore-based steelmaking, based on agglomerating–blast furnace–convertor) 
of by-products are produced [8-12]. 

 

Figure 1 

Slags, dusts, sludge and other residues 

Dust and sludge (Figure 1) are mostly coming from the dust removal equipment, 
equipped with filters, that clean the gases and wastewater discharges from the 
various iron and steelmaking processes [8-12]. In particular, sludges derive from 
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dust or fines in different steelmaking processes. All these residues – be they waste 
or by-products – contain a relevant fraction of iron and other metal oxides [8-12]. 
Blast furnace dust includes gas ash and gas slime, it mainly is made of iron oxide 
powder, coke powder and coal powder, together with appreciable amounts of Si, 
Al, Ca, Mg, etc. Producing one ton of iron generate about 15-50 kg furnace dust 
[8-12]. The dust and sludge generated from the electric arc furnace (EAF) contains 
important metallic elements, such as Fe, Zn, Cr, Pb, Cd, etc. Producing one ton of 
steel generate about 10-25 kg dust [8-12]. 

Also, the mining and mineral processing sectors generates considerably amounts 
of waste materials that vary depending on their physical and chemical 
composition, the type of mining and the way the mineral is processed. These 
generally have very little economic value, making their exploitation not profitable. 
Though, mine tailings (Figure 2) may contain base transition metals, such as iron, 
copper, nickel and zinc, in relatively high concentrations [8-12]. 

 

Figure 2 

Mine tailings 

 

Figure 3 

Bauxite residue (red mud) 

For each ton of aluminum produced, around 1-2 tons of bauxite residue (red mud, 
Figure 3) are also produced, creating a massive amount of industrial waste to 
manage [8] [12] [15-18]. This residue, represents a significant challenge to the 
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industry due to its highly caustic nature and the significant quantities in which it is 
produced. While red mud composition varies based on the source of bauxite and 
other variables, it is comprised mainly of various oxides (the high iron oxide 
content found in the residue is what gives red mud its name). As one of the largest 
industrial by-products, finding an alternative use for red mud could turn an 
industry problem into a potential benefit and reducing environmental risks. 
Despite the significant waste challenge that this industrial by-product presents, red 
mud is also a waste, rich in resources, containing a variety of materials that could 
be useful, if recovered [8] [12] [15-24]. Bauxite residue is mainly composed of 
iron oxides, titanium oxide, silicon oxide and un-dissolved alumina together with 
a wide range of other oxides which will vary according to the country of origin of 
the bauxite. Therefore, the ability to recover such materials becomes increasingly 
attractive [8] [12] [15-18] [24]. 

Of all the waste generated in the industry, the small size and powdery waste has 
caused problems in recovery due to unsatisfactory granulometric composition as 
well as due to its high heavy metal content (Cd, Cr, Pb, Ni, Cu, Mn and Zn) [8] 
[12]. Powdery ferrous waste comes mostly from steelmaking activities and 
generally results from the various treatment of exhaust gases and waste water, 
either in dry form (from dry treatment plants) or below form of wet dust or sludge 
from wet treatment plants. The materials industry results in various wastes, such 
as dust, metal powders, metal oxides (Fe2O3, Al2O3, TiO2, ZnO, PbO, MgO, MnO, 
Cr2O3, etc.) or non-metallic oxides (SiO2, P2O5, CaO, coal, etc.). Small size and 
powdery ferrous wastes are present, in all cases, in the form of oxides [8] [12]. 

These residues are increasingly being reprocessed internally, as briquettes and 
pellets, at least at the integrated steelmaking route [5-8] [12]. In this sense, the 
recycling of converter dusts via briquetting and returning to the basic oxygen 
furnace is well established technique. Recycling of steel dusts via pelletizing and 
returning to the electric arc furnace is also a viable method [8] [12] [15-18].      
The internal recycling of blast furnace dust and agglomerating dust in the 
pelletization process has been developed and implemented, taking into account 
achieving a high quality of pellets and reducing environmental impacts and 
operating costs in steelmaking [8] [12] [15-24]. 

On the other hand, the residue which are not internally recycled can be externally 
sold and used by other sectors, in different applications [8] [12]. Or, they were 
disposed in landfill, although, in the past years, significant improvement has been 
realized reducing the level of materials sent to landfills [8] [12]. 

Therefore, iron- and steelmaking residues (slags, dusts or sludges) and the mining 
and related mineral processing wastes (mainly sludges) must be revalorized either 
within the steelmaking process or as industrial by-product as raw materials source 
via industrial symbiosis or internal cascading use, for several reasons [8] [12-18]: 

 The high content of iron and metal oxides makes residue valuable raw material 
for new steel charge. 
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 The chemical and physical properties allow reuse of residues and by-products 
of steel plant in other industries or contexts. 

 The tightening environmental legislation makes the landfill disposal of wastes 
more expensive. 

Pelletizing is a process of particle size enlargement used to small size and 
powdery ferrous materials into larger, cohesive particles, named pellets [12] [15-
18]. Employed throughout a wide range of industries, pelletizing is capable of 
transforming dusty or difficult to handle materials from iron- and steel industry 
and the mining and related mineral processing sectors into a more manageable 
form, even offering a number of technological, economic or environmental 
benefits as a result such [8] [12]: 

 Dust suppression and elimination of dust and powdery ferrous wastes 

 Mitigation of dust loss 

 Reducing the wastes from landfills 

 Conversion of a waste material to a marketable product 

 Increased porosity, density and melting abilities, etc. 

2 Materials 

We used wastes resulted from ferrous industry (steel dust, agglomerating–furnace 
dust) and mining and mineral processing sectors (red mud, anti–corrosive/ 
galvanic sludge) [12] [15-18] [24]. In addition, in the pellets recipes, graphite is 
used as the reducing agent, respectively bentonite and lime are used as binders 
(Figure 4). The chemical composition of the materials in the Table 1-4 are 
presented. 

Table 1 

Chemical composition of the agglomerating / blast furnace slag – Hunedoara, (%) [12, 24] 

SiO2 CaO MgO Al2O3 MnO FeO Fe2O3 ZnO Other oxides 

14.06 10.01 2.57 6.44 0.96 12.36 40.71 4.79 10.9 

Table 2 

Chemical composition of the steel dust (electric arc furnace) – Hunedoara, (%) [12, 24] 

Fe2O3 FeO MnO SiO2 CaO MgO Al2O3 Other oxides 

73.37 2.98 4.80 3.49 5.11 2.34 1.07 4.92 
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Figure 4 

Materials for the pellets recipes 

Table 3 

Chemical composition of the bauxite residue (red mud) – Oradea, (%) [12, 24] 

Fe2O3 Al2O3 CaO SiO2 TiO2 Na2O Cr2O3 ZnO Other oxides 

36.63 27.22 16.35 8.31 5.12 3.77 0.250 0.112 1.10 

Table 4 

Chemical composition of the anti–corrosive/ galvanically mud – Oradea, (%) [12, 24] 

ZnO Fe2O3 Na2O NiO P2O5 SiO2 Al2O3 CaO Cr2O3 Other oxides 

24.43 21.59 12.33 7.73 5.56 5.44 3.52 1.72 1.15 8.02 

Table 5 
Basicity of the recipe’s components [12, 24] 

Components Agglomerating / 
blast furnace 
slag – 
Hunedoara 

Steel dust (electric 
arc furnace) – 
Hunedoara 

Bauxite 
residue (red 
mud) – 
Oradea 

Anti–corrosive/ 
galvanically 
mud – Oradea 

Basicity, B 0.7119 1.4641 1.9675 0.3161 

Basicity defines the chemical composition and the metallurgical properties of such 
materials, being the ratio (in percent of weight) of basic and acid oxides in iron 
ore materials and in blast–furnace and steel dust and/or slags. In the simplest case, 
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basicity is defined as the ratio of CaO to SiO2 or of the total of Cao and MgO to 
that of Al2O3 and SiO2 [12, 15-18, 24]. The basicity of the recipe’s components in 
the Table 5 is presented. 

3 Research Methodology 

The experimental equipment used for pelletizing belongs to the Laboratory of 
Materials Processing, in Faculty of Engineering Hunedoara [12-24]. The disk 
pelletizer is shown in the Figure 5 [12-24]. 

A certain amount of waste is introduced into the peletizer and water is added for 
damping, and bentonite is used as a binder. The pelletization is continued until the 
pellet is obtained with a diameter of 10-15 mm. From each load, several raw 
pellets are retained to determine compression resistance, the rest being burned in 
electric furnace, and after cooling the physico–mechanical characteristics will be 
determined. 

 

Figure 5 

Pelletizing equipment and process with disk pelletizer [12, 15-18, 24] 

The production of ferrous pellets from small size and powdery ferrous content 
materials to finished by-product can differ based on a variety of factors, the 
process being a more operator dependent process than that of pressure 
agglomeration [8] [12]. Variables that affect the pelletizing process, as well as the 
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quality of the end by-products (i.e. pellets), vary depending on the raw materials 
and the process employed. In general, however, the following parameters play an 
influential role in the pelletizing process [8] [12] [24]: 

 Ferrous materials characteristics (chemical composition, particle size 
distribution, consistency, moisture content) 

 Additive and binder characteristics (particle size distribution, moisture 
content) 

 Proportionating rate and mixing the components (ferrous material feed rate, 
binder feed rate, additive feed rate, water quantity) 

 Pelletiser’s characteristics (rotational speed, disc angle and inclination) 

 Operating characteristics (temperature, retention time) 

 Procurement and receiving raw material related factors (raw material feed 
location, transport) 

The “green” pellets produced on a disc pelletizer into the balling process 
(pelletizing) are not uniform in diameter [12] [15-18] [24]. A significant portion of 
the discharge (about 70%) is smaller than target size and must be returned to the 
pelletizer after screening. The pelletizing operation, however, is stable for uniform 
raw material conditions (chemical composition, particle size, moisture content, 
etc.), being easily adjustable for varying small size and powdery ferrous raw 
material conditions by changing the rotational speed, disc angle and inclination, 
feed rate and moisture addition [12] [15-18] [24]. 

The hardening of the pellets is produced by burning, in electric furnace (Figure 6), 
following a proper treatment diagram (heating – maintenance – cooling), 
established on the basis of its own experiments (heating at 1150oC, for 2 hours, 
maintenance 30 minutes and cooling in the air) [12] [24]. After hardening, 
qualitative characteristics (chemical composition, dimensional analysis) and a 
mechanical characteristic (compression resistance of burned pellets) were 
determined in our laboratories [12] [15-18] [24]. 

 

Figure 6 

Hardening of the pellets [12, 24] 
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3 Results 

In our research, laboratory tests were carried out on the possibilities of recovery of 
powdery ferrous waste in the form of pellets. There were made pellets after 6 
laboratory recipes, in 6 technological variants. The recipes compositions and their 
percentile participation for the pelletizing charges in Table 6 are presented. In our 
views came the small size wastes that finally gave compositions of the pellets with 
high content of Fe2O3 (33-43%), but also appreciable quantities of SiO2 (10-17%), 
Al2O3 (2-8%), ZnO (5-16%) and CaO (7-12%), respective steel dust, 
agglomeration–furnace dust, red mud / bauxide residue and anti–corrosive sludge 
(Table 7). 

The raw materials were dried, classified and then processed. The raw materials 
were pelletized with the help of the pelletization plant (Figure 5), taking into 
account both the amount of material used and the amount of water needed to 
obtain the end by-products (i.e. pellets). Bentonite was used as a binder. After 
hardening (burning), for the determination of compression resistance, 15 mm 
diameter pellets were selected, the results being presented in Table 8. 

Table 6 
The recipes compositions and their percentile participation [12, 24] 

No. Used wastes R#1 R#2 R#3 R#4 R#5 R#6 

1. Steel dust 72 – 72 – 70 – 

2. Agglomerating–furnace dust – 72 – 72 – 70 

3. Bauxite residue / red mud 12 12 24 – – 24 

4. Anti–corrosive mud 12 12 – 24 24 – 

5. Graphite – – – – 1 1 

6. Bentonite 4 4 4 4 3 3 

7. Lime – – – – 2 2 

Table 7 
Chemical compositions of pellets [12] 

Name of oxides No. of experiments 

R#1 R#2 R#3 R#4 R#5 R#6 

Fe2O3 43.15 33.57 38.42 40.02 34.73 36.02 

SiO2 17.28 16.84 16.52 18.68 11.15 10.37 

ZnO 9.13 9.47 8.76 5.81 16.99 16.73 

CaO 11.56 11.08 10.96 9.56 7.57 7.44 

Al2O3 8.14 8.33 7.54 7.26 2.80 2.43 

Na2O 4.13 4.20 5.32 6.12 7.33 7.67 

MgO 1.15 2.08 1.89 2.37 2.60 2.56 

MnO 1.04 1.33 1.62 1.13 2.20 2.14 

P2O5 1.34 1.45 1.28 3.11 2.41 2.53 

Other oxides 3.08 11.65 7.69 5.9 12.0 12.0 
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Table 8 

Compression resistance of the resultant pellets [12, 24] 

Recipe no. R#1 R#2 R#3 R#4 R#5 R#6 

Compression 
resistance of pellets 
[daN/pellet] 

194 179.5 205 210.5 178 178.5 

4 Discussion 

Our analysis on the study of the influence of pellet’s chemical composition on 
compression resistance are graphically represented in Figures 7-15, based on the 
results obtained in our laboratory experiments. The following technological 
discussions are required: 

 In the diagram presented in Figure 7 [Rc = f(Al2O3, CaO/SiO2)] it is noted that 
the compression resistance increases with the increase in the content of Al2O3. 
At the same time as the increase in the basicity (CaO/SiO2 ratio), higher values 
being obtained for an Al2O3 content greater than 8-10%, even at low basicity 
values (0.7-0.8) 

 In the diagram presented in Figure 8 [Rc = f(ZnO, CaO/SiO2)] it is noted that 
the compression resistance decreases with the increase in ZnO content, while 
increasing the basicity, higher values being obtained for a ZnO content greater 
than 6-9%, even at low basicity values (over 0.7) 

 In the diagram presented in Figure 9 [Rc = f(Al2O3, Fe2O3)] it is noted that the 
compression resistance increases with the increase in the content of Al2O3, 
reaching values of about 200 daN/pellet at values of over 9.5%, even at low 
values of Fe2O3, framed in the range of 1-5% 

 In the diagram presented in Figure 10 [Rc = f(Al2O3, SiO2)] it is noted that the 
compression resistance increases with the increase in the content of Al2O3, 
reaching acceptable values above 7-8%, compared to an increase in SiO2 at 
values of more than 18% 

 In the diagram presented in Figure 11 [Rc = f(Al2O3, ZnO)] it is noted that the 
compression resistance has values of over 200 daN/pellet at over 7-8% Al2O3 
and increases with the increase in ZnO content (over 15%) 

 In the diagram presented in Figure 12 [Rc = f(Al2O3, CaO)] it is noted that the 
compression resistance increases with increase in CaO content (over 9%), in 
correlation with the provision of content of more than 6% Al2O3 

 In the diagram presented in Figure 13 [Rc = f(Fe2O3, CaO)] it is noted that the 
compression resistance increases with the increase of more than 35% of the 
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Fe2O3 component, correlated with contents of more than 8% CaO, but 
decreases with contents of about 40% Fe2O3 and over 10-10.5% CaO 

 In the diagram presented in Figure 14 [Rc = f(SiO2, CaO)] it is noted that high 
values of compression resistance are obtained at over 8-9% CaO and 12% 
SiO2, the trend being increasing with the increase in quantities of these 
components 

 In the diagram presented in Figure 15 [Rc = f(SiO2, Fe2O3)] it is noted that 
high compression resistance results are reached above 16% SiO2 and 37% 
Fe2O3. Good values are also obtained at lower values of SiO2 content (8-16%), 
but with increase in Fe2O3 content (over 37%) 

Based on the results obtained in our laboratory experiments, the followings are 
observed: 

 The increase in the content of CaO and Al2O3 ensures an increase of the 
compression resistance, based on the binding capacity of these oxides, both 
acting as a binder of fine and small size particles. In order to have high values 
for compression resistance (over 160-180 daN/pellet) it is advisable to place 
the values for oxides only in the determined range. 

 Concerning the SiO2 content, although it has a positive influence on 
compression resistance, as a result of the reduction of the superior iron oxide 
to FeO and the formation of iron silicate, a component that ensures the 
sintering of particles, it is desirable to have poor SiO2 content, concomitantly 
with Fe2O3 as high as possible, in order to have the greatest economic value of 
the obtained by-product (i.e. pellets). 

 From the point of view of the content of CaO and Fe2O3 it is appropriate to 
find contents of these oxides (in the field indicated by the graphs) so as not to 
form brittle calcium ferrites. 
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(a) spatial representation 

 

(b) horizontal projection level curves / correlation chart 

Figure 7 

Compression resistance of burned pellets according to the proportion of Al2O3 and basicity (expressed 

by CaO/SiO2 ratio) 
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(a) spatial representation 

 

(b) horizontal projection level curves / correlation chart 

Figure 8 

Compression resistance of burned pellets according to the proportion of ZnO and basicity (expressed 

by CaO/SiO2 ratio) 
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(a) spatial representation 

 

(b) horizontal projection level curves / correlation chart 

Figure 9 

Compression resistance of burned pellets according to the proportion of Al2O3 and Fe2O3 
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(a) spatial representation 

 

(b) horizontal projection level curves / correlation chart 

Figure 10 

Compression resistance of burned pellets according to the proportion of Al2O3 and SiO2 
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(a) spatial representation 

 

(b) horizontal projection level curves / correlation chart 

Figure 11 

Compression resistance of burned pellets according to the proportion of Al2O3 and ZnO 



Acta Polytechnica Hungarica Vol. 18, No. 6, 2021 

 – 249 – 

 

(a) spatial representation 

 

(b) horizontal projection level curves / correlation chart 

Figure 12 

Compression resistance of burned pellets according to the proportion of Al2O3 and CaO 
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(a) spatial representation 

 

(b) horizontal projection level curves / correlation chart 

Figure 13 

Compression resistance of burned pellets according to the proportion of Fe2O3 and CaO 
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(a) spatial representation 

 

(b) horizontal projection level curves / correlation chart 

Figure 14 

Compression resistance of burned pellets according to the proportion of SiO2 and CaO 
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(a) spatial representation 

 

(b) horizontal projection level curves / correlation chart 

Figure 15 

Compression resistance of burned pellets according to the proportion of Fe2O3 and SiO2 
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Overall, correlated with the results presented in [24], the following technological 
remarks are required: 

 The increase of the proportion of steelworks dust (with high intake of Fe2O3, 
over 70%) has an influence on compression resistance, the best values being 
obtained between 30-60% steelworks dust. Technologically it is recommended 
to use this assortment in 20-75%. 

 The agglomeration–furnace dust, with an intake of about 40% Fe2O3, can be 
used very well in pelleting recipes up to 60% if intended in electric arc 
furnaces. With the increase in addition, the resistance to compression 
decreases slightly due to the weaker wetting capacity of this assortment 
(contains carbon and different oxides in proportion of about 10%, they act 
during the hardening of the pellets as reducers). 

 Regarding the influence of red sludge (with significant input of Fe2O3 and 
Al2O3 and appreciably CaO and SiO2) the increase in its proportion leads to an 
increase in compression resistance, the technological explanation being that it 
has a high content of Al2O3 and SiO2, which also provides the role of binder. 
For this purpose, it can be used in a concentration of 10-12%. 

 Although compression resistance decreases with the increase in the proportion 
of sludge from anti–corrosive protection (they have low intake of Fe2O3, SiO2 
and Al2O3), it can be used without restrictions up to about 12% in the 
pelletizing charges. 

Conclusions 

Currently, in Romania, the total area occupied by industrial landfills has been 
estimated at about 10300 ha and more than 12000 ha of land are affected by the 
storage of industrial waste, of which about 50%, represent the areas occupied by 
waste dumps. In addition to the waste dumps, the largest areas of land are 
occupied by slag and ash dumps that are related to the metallurgical industry. 
There are numerous ponds or dumps of abandoned waste, slag or ash, which are, 
at the same time, areas of historical pollution and current pollution zones, storage 
being the most used method for the disposal of industrial waste in Romania. 
Theoretically these are temporary storage sites, until their use, recovery, recycling, 
treatment or final storage, but this temporary “storage” clearly takes several years, 
in some cases, essentially changing the storage area to an unprotected landfill.   
All these considerations lead to the conclusion that waste management requires 
the adoption of specific measures, appropriate to each waste disposal phase, the 
avoidance of overcrowding of controlled landfills (ponds or dumps) and the 
treatment of these types of waste, for economic purposes. 

Industrial and mining waste still poses a challenge for many states where 
industrial and mining facilities have existed or still exist. Waste may be stored at 
the generation site before transfer to long-term storage, landfill or subsequent 
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management (reuse, recovery, recycling, treatment or final disposal). However, 
these landfills may be: 

 A threat to local communities when they are abandoned without measures to 
reduce the risk to the environment. 

 An opportunity for local communities where spilled waste could generate 
activities involving the recovery of metals or other useful secondary raw 
materials. 

The steel industry must identify all possible sources with iron content, within the 
production–use–recycling cycle and implement the most effective methods for 
retaining all these sources. Successful management determines the protection of 
natural iron resources, the recovery of those consumed and thus, can reduce the 
costs and impact of waste disposed of on the environment. Finding economically 
and environmentally efficient solutions for the technological flows in the steel 
industry, and includes the exploitation of useful elements from small size and 
powdery wastes existing landfilled areas. 

Based on processes of reduction of oxide content materials, the technological 
solutions proposed in our research, are aimed at the valorization of secondary 
materials, consisting of powdery and small size waste, from the iron- and steel 
production industry and other mineral related processes. Based on the literature 
and our own experimental results, we believe that pelletization processes can be 
viable technological solutions, for the processing of this waste and a benefit to any 
related industries. 
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