
Acta Polytechnica Hungarica Vol. 6, No. 4, 2009 

 – 5 – 

Grid-based Support for Different Text Mining 

Tasks 

Martin Sarnovský, Peter Butka, Ján Paralič 
Centre for Information Technologies 

Department of Cybernetics and Artificial Intelligence 

Faculty of Electrical Engineering and Informatics 

Technical University of Košice 

Letná 9, 04200 Košice, Slovakia 

E-mail: martin.sarnovsky@tuke.sk, peter.butka@tuke.sk, jan.paralic@tuke.sk 

Abstract: This paper provides an overview of our research activities aimed at efficient use 

of Grid infrastructure to solve various text mining tasks. Grid-enabling of various text 

mining tasks was mainly driven by increasing volume of processed data. Utilizing the Grid 

services approach therefore enables to perform various text mining scenarios and also 

open ways to design distributed modifications of existing methods. Especially, some parts 

of mining process can significantly benefit from decomposition paradigm, in particular in 

this study we present our approach to data-driven decomposition of decision tree building 

algorithm, clustering algorithm based on self-organizing maps and its application in 

conceptual model building task using the FCA-based algorithm. Work presented in this 

paper is rather to be considered as a 'proof of concept' for design and implementation of 

decomposition methods as we performed the experiments mostly on standard textual 

databases. 
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1 Introduction 

The process of knowledge discovery is one of the most important topics in 

scientific and business problems. Nowadays, when the information overload 

means a big problem, knowledge discovery algorithms applied on very large text 

document collections can help to solve numerous problems and as text is still 

premier source of information on the web, the role of text mining is increasing. 

However, data are often geographically distributed in various locations. One 

approach to face this problem is distributed computing - distributed text mining 

algorithms can offer an effective way to mine extremely large document 

collections. 
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Motivation of this work is to use the Grid computational capabilities to solve text 

mining tasks. Grid is a technology, that allows from geographically distributed 

computational and memory resources create a universal computing system with 

extreme performance and capacity [1]. Nowadays the Grid projects are built on 

protocols and services that enable applications to handle distributed computing 

resources as s single virtual machine. 

Some of the methods are time-consuming and use of the Grid infrastructure can 

bring significant benefits. Implementation of text mining techniques in distributed 

environment allows us to perform text mining tasks, such as text classification, in 

parallel/distributed fashion. 

Knowledge discovery in texts is a variation of a field called knowledge discovery 

in databases, that tries to find interesting patterns in data. It is a process of 

semiautomatic non-trivial extraction of previously unknown, potentially useful 

and non-explicit information from large textual document collection. A key 

element of text mining is to link extracted information together to form new facts 

or new hypotheses to be explored further by more conventional means of 

experimentation. While regular data mining extracts the patterns from structured 

databases, text mining deals with problem of natural language processing. The 

biggest difference between data mining and text mining is in the preprocessing 

phase. Preprocessing of text documents is completely different than in the case of 

databases; in general, it is necessary to find a suitable way to transform the text 

into an appropriate internal representation, which the mining algorithms can work 

with. One of the most common internal representations of document collections is 

Vector Space Model [2]. Text mining phase is the core process of knowledge 

discovery in text documents. There are several types of text mining tasks as 

follows: 

• Text categorization: assigning the documents with pre-defined categories 

(e.g. decision trees induction). 

• Text clustering: descriptive activity, which groups similar documents 

together (e.g. self-organizing maps). 

• Concept mining: modelling and discovering of concepts, sometimes 

combines categorization and clustering approaches with concept/logic-

based ideas in order to find concepts and their relations from text 

collections (e.g. formal concept analysis approach for building of concept 

hierarchy). 

• Information retrieval: retrieving the documents relevant to the user’s 

query. 

• Information extraction: question answering. 

It is very usual that in any text mining process first three types are basic elements 

in order to support also information retrieval/extraction. Main goal of our work is 
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to show how well-known methods for text categorization, text clustering and 

concept mining could be adopted in Grid (distributed) environment in order to 

achieve more robust and faster application of text mining tasks. In our case we 

have implemented and tested three candidates, one per each type. After briefly 

presenting related work in Section 2, we describe every method with all 

modifications we have used in Section 3. In Section 4 we provide proposal and 

implementation details of Grid-based support in every case, and describe our 

experiments, results achieved and their evaluation (with emphasis on distribution 

aspects) in Section 5. Finally, we sum up the main results in conclusions section. 

2 Related Work 

In this section, we briefly describe related projects that utilize the Grid to perform 

advanced knowledge discovery in textual documents. DiscoveryNet1 provides a 

service-oriented computing model for knowledge discovery, allowing the user to 

connect to and use data analysis software as well as document collection that are 

made available online by third parties. The aim of this project is to develop a 

unified real-time e-Science text mining infrastructure that leverages the 

technologies and methods developed by the DiscoveryNet and myGrid2 projects. 

Both projects have already developed complementary methods that enable the 

analysis and mining of information extracted from biomedical text data sources 

using Grid infrastructures, with myGrid developing methods based on linguistic 

analysis and DiscoveryNet developing methods based on data mining and 

statistical analysis. National Centre for Text Mining3 is also involved in research 

activities covering the Grid based text mining. Primary goal of this project is also 

focused to develop an infrastructure for text mining, a framework comprised of 

high-performance database systems, text and data mining tools, and parallel 

computing. Our work, presented in this article is complementary to the previous 

projects. Some of our algorithms (classification and clustering tasks) have been 

used within the GridMiner project4. Moreover, the FCA approach as far as we 

know has not been approached in any of the projects listed above. 

                                                           
1
 www.discovery-on-the.net 

2
 www.myGrid.org.uk 

3
 www.cse.salford.ac.uk/nactem 

4
 www.gridminer.org 
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3 Text Mining Algorithms 

3.1 Classification Using Decision Trees 

Text Classification is the problem of assigning a text document into one or more 

topic categories or classes based on document’s content. Traditional approaches to 

classification problems usually consider only the uni-label classification problem. 

It means that each document in collection has associated one unique class label. 

This approach is typical for data mining classification tasks, but in a number of 

real-world text mining applications, we face the problem of assigning the 

document into more than one single category. One sample can be labelled with a 

set of classes, so techniques for the multi-label classification problem have to be 

explored. Especially in text mining tasks, it is likely that data belongs to multiple 

classes, for example in context of medical diagnosis, a disease may belong to 

multiple categories, genes may have multiple functions, etc. In general there are 

many ways to solve this problem. One approach is to use a multinomial classifier 

such as the Naive Bayes probabilistic classifier that is able to handle multi-class 

data. But most of commonly used classifiers (including decision trees) cannot 

handle multi-class data, so some modifications are needed. Most frequently used 

approach to deal with multi-label classification problem is to treat each category 

as a separate binary classification problem, which involves learning a number of 

different binary classifiers and use an output of these binary classifiers to 

determine the labels of a new example. In other words, each such problem answers 

the question, whether a document should be assigned to a particular class or not. 

In the work reported in this paper, we used the decision trees algorithm based on 

the Quinlan’s C4.5 [3]. A decision tree classifier is a tree with internal nodes 

labelled by attributes (words), branches departing from them are labelled by tests 

on the weight that attribute has in the document, and leafs represent the categories 

[4]. Decision tree classifies the unknown example by recursively testing of 

weights in the internal nodes, until a leaf is reached. While this algorithm is not 

suitable to perform multi-label classification itself, we use the approach of 

constructing different binary tree for each category. The process of building many 

binary trees can be very time consuming when running sequentially, especially on 

huge document collections. Due to the fact that these binary classifiers are 

independent on each other, it is natural to find a suitable way how to parallelize 

the whole process. Growing of these binary trees is ideal for parallel execution on 

a set of distributed computing devices. Such a distribution might be desirable for 

extremely large textual document collections or large number of categories, which 

e.g. can be associated with a large number of binary classifiers. 
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3.2 Clustering Using Growing Hierarchical Self-Organizing 

Maps 

Self-organizing maps (SOM) [5] algorithm is one of the methods for non-

hierarchical clustering of objects based on the principles of unsupervised 

competitive learning paradigm. This model provides mapping from high-

dimensional feature space into (usually) two-dimensional output space called map, 

which consists of neurons characterized by n-dimensional weight vector (same 

dimension as input vectors of the objects). Specific feature of SOM-based 

algorithms is realization of topology preserving mapping. Neurons are ordered in 

some regular structure (e.g. usually it is simple two-dimensional Grid) 

representing output space. A distance measure used in this space could be e.g. 

Euclidean distance based on the coordinates of weight vectors of neurons in the 

output space. Mapping created by learning of SOM then has a feature that two 

vectors which are closed each other in the input space are also mapped onto 

closely located neurons in the output space. Training consists of two steps: 

presentation of input document at the network input and adaptation of weight 

vectors. Based on the activation of the network best candidate from the neurons on 

the map is used as winner (e.g. Euclidean distance is used to find lowest distance 

to input vector). Next, weight vector of the winner and its neighbourhood neurons 

(with descending influence) are adapted in order to decrease its distance to the 

input vector. 

One of the disadvantages of SOM algorithm is that structure of the whole output 

space is defined apriori. It is possible to avoid these using modifications, which 

dynamically expand map according to needs of the input feature space. The 

problem of adapting map is that it could expand to really large Grid (so we get 

same result like in case of SOM structure with predefined larger size) and in some 

applications it is hard to interpret results usefully. This leads us to go for another 

modification in “hierarchical” dimension – algorithm called GHSOM (Growing 

Hierarchical Self Organizing Map) [6], where map expands in two different ways: 

• Hierarchically – according to the data distribution of input vectors some 

neurons on a map with large number of input documents assigned to 

them should be independently clustered in separate maps (each of these 

neurons expands into a submap on lower level), this provides hierarchical 

decomposition and navigation in submaps (Hierarchical SOM part). 

• Horizontally – change of size of particular (sub)maps according to 

requirements of the input space (as it is done by Growing SOM). 

Algorithm GHSOM consists of these steps: 

1 First, mean quantization error (deviation of all input vectors) is 

computed on at layer 0 (it could be seen as mean deviation of all input 

vectors with respect to a map with just one neuron - cluster). Then weight 
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vector [ ]Tnm 002010 ,...,, ηηη= contains average values for every 

attribute from the whole collection of input vectors. Mean quantization 

error of layer 0 is simply: 

xm
d

mqe −⋅= 00

1
, 

where d is the number of input vectors x. 

2 Learning of GHSOM starts with the layer on level 1. This map is usually small 

(e.g. 2x2). For every neuron i we need n-dimensional weight vector 

[ ] n

i

T

iniii mm ℜ∈= ,,...,, 21 ηηη , 

which is initialized randomly. Dimension n of these vectors has to be the same 

as dimension of input vectors. 

3 Learning of SOM is competitive process between neurons for better 

approximation of input vectors. Neuron with weight vector nearest to the input 

vector is the winner. Its weight vector as well as weight vectors of neurons in 

its neighborhood is adapted in order to decrease their difference to input 

vector. The grade of adaptation is controlled by learning parameter α(t), which 

is decreasing during time of learning. Number of neighboring neurons, which 

are also adapted, is also decreasing with time. At the beginning of the learning 

process many of winner’s neighbors are adapting, but near the end of learning 

only the winner is adapted. Which neurons and how much are adapted is 

defined by the neighborhood function hci(t), which is based on distance 

between winner c and current neuron i (in output space). As a combination of 

these principles we have the following learning rule for computing of weight 

vector mi: 

[ ])()()()()()1( tmtxthttmtm iciii −⋅⋅⋅=+ α , 

where x is actual input vector, i is current neuron and c is winner in iteration t. 

4 After some number of iterations (parameter λ) mean quantization error of map 

is computed using: 

∑⋅=
i

im mqe
u

MQE
1

, 

where u is number of neurons i at map m, mqei is mean quantization error of 

neuron i at the map m. Every layer of the GHSOM is responsible for explaining 

some portion of the deviation of the input data as present in its preceding layer. 

This could be achieved by adding of new neurons into map on every layer in 

order to have suitable size. Maps on every level grow until the deviation 
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present in the unit of its preceding layer is reduced to at least a fixed 

percentage τm. The smaller the parameter τm is chosen, the larger will be the 

size of SOM. If for current map condition 

MQEm ≥ τm . mqe0 

is fulfilled, new row or column of neurons is added into map. It is added near 

the error neuron (neuron with largest error). Addition of row or column 

depends on position of most distant neighbor neuron to error neuron (new row 

or column is inserted between them; distance is computed in input space – 

weight vectors of neurons). Weight vectors of new neurons are usually 

initialized as average values of neighboring neurons. After such a neuron 

addition learning parameters are setup to starting values and map is re-learned. 

5 When the learning of map on level 1 (or any other level) is finished, it means 

that 

0mqeMQE mm ⋅< τ , 

it is a time to expand neurons of the map to another level (if needed). Neurons, 

which have still high mean quantization error (comparing with mqe0), should 

be expanded and new map in next hierarchical level is created. Every neuron i, 

which fulfils next condition, have to be expanded: 

0mqemqe ui ⋅> τ , 

where τu is parameter for controlling of hierarchical expansion. 

6 Learning process follows for every new map identically with steps 2 to 5. Only 

difference is that in every new submap only inputs from one expanded neuron 

of parent map are used for learning of its submap, and only fraction of 

quantization error of the parent map is going to be analyzed (concretely error 

of expanded neuron). 

7 GHSOM algorithm is finished when there is no neuron for expansion, or some 

predefined maximal depth of hierarchy is reached. 

To summarize, the growth process of the GHSOM is guided by just two 

parameters. The parameter τu specifies the desired quality of input data 

representation at the end of the training process in order to explain the input data 

in more detail (if needed). Contrary to that, the parameter τm specifies the desired 

level of detail that is to be shown in one SOM. Hence, the smaller τm the larger 

will be the emerging maps. Conversely, the larger τm the deeper will be the 

hierarchy. 
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3.3 Use of Formal Concept Analysis in Text Analysis 

Formal Concept Analysis (FCA, [7]) is a theory of data analysis that identifies 

conceptual structures among data sets. FCA is able to identify and describe all 

concepts (extensionally) and discover their structure inform of conceptual lattice 

that can be e.g. graphically visualized. These formal structures present inherent 

structures among data that (in our case) can be understand as knowledge model – 

e.g. ontology. It is an explorative method for data analysis and provides nontrivial 

information about input data of two basic types – concept lattice and attribute 

implications. Concept is cluster of “similar” objects (similarity is based on 

presence of the same attributes); concepts are hierarchically organized (specific vs. 

general). Standard usage of FCA is based on binary data tables (object has/has not 

attribute) – crisp case. 

Problem is that classic data table from textual documents contains real-valued 

attributes. Then we need some fuzzification of classic crisp method. One approach 

to one-sided fuzzification was presented in [8]. Concept lattice created from real-

valued (fuzzy) attributes is called one-sided fuzzy concept lattice. The proposed 

algorithm for FCA discovery is computationally very expensive and provides a 

huge amount of concepts (if we use definition). One approach to solve the issue is 

based on the problem decomposition method (as was described in [9]). This paper 

describes one simple approach to creation of simple hierarchy of concept lattices. 

Starting set of documents is decomposed to smaller sets of similar documents with 

the use of clustering algorithm. Then particular concept lattices are built upon 

every cluster using FCA method and these FCA-based models are combined to 

simple hierarchy of concept lattices using agglomerative clustering algorithm. For 

our experiments we used GHSOM algorithm for finding of appropriate clusters, 

then ´Upper Neighbors´ FCA algorithm (as defined in [10]) was used for building 

of particular concept lattices. Finally, particular FCA models were labelled by 

some characteristic terms and simple agglomerative algorithm was used for 

clustering of local models, with the metric based on these characteristic lattices 

terms. This approach is easy to implement in distributed manner, where computing 

of local models can be distributed between nodes and then combined together. 

This will lead to reduction of time needed for building the concept model on one 

computer (sequential run). Next, we will shortly describe the idea of one-sided 

fuzzy concept lattice, process of data pre-clustering, concept lattices creation and 

algorithm for combination of concept lattices (introduced in [18]). 

3.3.1 One-sided Fuzzy Concept Lattice 

Let A (attributes) and B (objects) are non-empty sets and R is fuzzy relation on 

their Cartesian product, R: A × B → [0,1]. This relation represents real-valued 

table data with rows and columns as objects and attributes, respectively. In case of 

texts, object is document and attribute is term (word). Then R(b,a) express a grade 
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in which the document b contains term a (or in text mining terminology – weight 

of term a in vector representation of document b). 

Now we can define mapping τ: Ρ(B) → A[0,1] which assigns to every set X of 

elements of B function τ(X) with value in point a ∈A (Ρ – power set): 

τ(X)(a) = min{R(a,b): b ∈X}, 

i.e. this function assigns to every attribute the least of such values. This means that 

objects from X have this attribute at least in such grade. 

Another (backward) mapping σ: A[0,1] → Ρ(B) then simply assigns to every 

function f: A → [0,1] a set: 

σ(f) = {b ∈B: (∀a ∈A) R(a,b) ≥ f(a)}, 

i.e. those attributes, which have all values at least in grade set by the function f 

(these attributes the function of their fuzzy-membership to objects dominates over 

f). From properties of mappings we can see that the pair <τ,σ> is Galois 

connection, i.e. ∀ X ⊆ B and f ∈ A[0,1] holds f ≤ τ(X) iff X ⊆ σ(f). 

Now we can define mapping cl: Ρ(B) → Ρ(B) as the composition of the mappings 

τ and σ, i.e. ∀ X ⊆ B : cl(X) = σ(τ(X)). Because conditions X ⊆ cl(X), X1 ⊆ X2  → 

cl(X1) ⊆ cl(X2) and cl(X) ⊆ cl(cl(X)) are fulfilled, cl is a closure operator. 

As in crisp case, concepts are subsets X ⊆ B for which X = cl(X). Such pair 

<X,τ(X)> is called (one-sided) fuzzy concept (X – extent of this concept, τ(X) – 

intent of this concept). Then the set of all concepts, i.e. L = {X∈Ρ(B): X = cl(X)}, 

ordered by inclusion is a lattice called one-sided fuzzy concept lattice, operation of 

which are defined as following: X1 ∧ X2  = X1 ∩ X2  and X1 ∨ X2  = cl(X1 ∪ X2). In 

next parts we will use only term concept lattice, but we mean always one-sided 

fuzzy concept lattice presented above. 

3.3.2 Proposed Approach for Using of Problem Decomposition Method 

In our case, FCA can be used to create hierarchy of concepts and relations 

between these concepts. Problems with use of this method in textual documents 

domain is time-consuming computation of concepts and hard interpretability of 

huge amounts of concepts. Solution can be combination with other algorithms like 

clustering algorithms. Problem decomposition approach can be seen on Fig. 1 [9]. 
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Figure 1 

This diagram presents general scheme of the reduction-based conceptual model creation step. In 

clustering phase input dataset is divided in many smaller training sets. Then particular model Oi using 

FCA is created from every cluster Ci. Finally, all local models are merged together in the last phase of 

model generation step. 

“Pre-clustering” of input set of documents can be viewed as reduction step where 

interesting groups of similar documents are found. The reduction step is based on 

filtering of terms that these objects (inside cluster) do not contain cooperatively. 

This step is top-down reduction problem (divide-and-conquer) approach to 

conceptual model extraction phase. Every cluster has independent training set 

(with reduced cardinality of weight vector), for each one a small concept lattice is 

built with a help of fuzzy FCA approach. Small models are merged then together 

and whole conceptual model from tested collection is finally created. 

Important steps of our implementation are (more detailed description of every step 

is provided in [18]): 

1 We use GHSOM clustering method for dividing the initial large set of 

documents into a hierarchy of clusters. 

2 Find local concept lattices for every cluster of similar documents in the 

resulted GHSOM ´leafs´ (neuron without sub-map, in the end of 

expansion), i.e. in created hierarchy of maps particular one-sided concept 

lattices are built upon documents using ´Upper Neighbors´ algorithm (as 

presented in [10], updated for real-valued attributes). Before creation of the 

whole concept lattice documents are tested through attributes, if value of 

some attribute is lower than some threshold, value of attribute is set to zero. 
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This is inspired by work presented in [11] and is very useful for reduction 

of number of terms in concept lattice description. If we have higher concept 

in hierarchy of lattices, the number of concept’s terms and weights is 

smaller. Terms with non-zero weights can be used as characteristic terms of 

actual concept (set of documents in concept). 

3 Every concept lattice then can be presented as hierarchy of concepts 

characterized by some terms. Because we needed some description of 

lattice for merging of lattice to one model, we extracted terms from 

particular lattices and created their representation based on these terms. A 

weight of descriptive terms was based on level of terms in hierarchy (of 

course, important was highest occurrence of term). Then terms can be used 

for characterization of particular lattices and for clustering based on some 

metric. 

4 Merging phase is based on clustering of lattices. First, we created one node 

for every local hierarchy (for every concept lattice), which contains list of 

documents, list of characteristic terms (sorted by value of weights), vector 

of terms weight’s values (also in normalized type). Particular nodes are 

then compared using vectors of terms’ weights, so vectors are normalized 

into interval <0,1>. After this step differences between numbers of 

documents in particular nodes are respected. Comparison of lattices is used 

in process of agglomerative clustering of these nodes (for detailed 

description of algorithm see [18]). 

Final hierarchy contains nodes with list of documents in it and the sorted list of 

characteristic terms of nodes. Every node has link to upper node and list of lower 

nodes. ´Leaf´ nodes of hierarchy contain link on the particular local concept 

lattices. 

4 Distributed Support for Text Mining Algorithms 

4.1 Tools and Technologies for Grid-based Support 

JBOWL - (Java Bag-of-Words Library) [12] is an original software system 

developed in Java to support information retrieval and text mining. The system is 

being developed as open source with the intention to provide an easy extensible, 

modular framework for pre-processing, indexing and further exploration of large 

text collections, as well as for creation and evaluation of supervised and 

unsupervised text mining models. JBOWL supports the document preprocessing, 

building the text mining model and evaluation of the model. It provides a set of 

classes and interfaces that enable integration of various classifiers. JBOWL 
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distinguishes between text mining algorithms (SVM, SOM, linear perceptron) and 

text mining models (rule based classifiers, classification trees, maps, etc.). 

GridMiner [13] is a framework for implementing data mining services in the Grid 

environment. It provides three layered architecture utilizing a set of services and 

web applications to support all phases of data mining process. The system 

provides a graphical user interface that hides the complexity of the Grid, but still 

offers the possibility to interfere with the data mining process, control the tasks 

and visualize the results. GridMiner is being developed on top of the Globus 

Toolkit. 

4.2 Distributed Trees Induction 

The interface of the sequential and distributed versions of the service defines two 

main methods needed to build final model: BuildTextModel and 

BuildClassificationModel. While the first one is implemented as a pure sequential 

method, the second one can build the final model distributing the partial binary 

classifiers [14, 15]. This behaviour of the service depends on its configuration. 

Moreover, other methods were implemented to provide term reduction and model 

evaluation, but these methods were not used during the performance evaluation 

experiments discussed in the next section. 

1  BuildTextModel - This method creates the Text Model from the documents in 

the collection. The model contains a document-term matrix created using TF-IDF 

weighting, which interprets local and global aspects of the terms in collection. The 

input of the method is a parameter specifying the text model properties and the 

location of the input collection. 

2  BuildClassificationModel - The Classification Model, as the result of the 

decision tree classifier, is a set of decision trees or decision rules for each 

category. This service method creates such a model from the document-term 

matrix created in the previous method. The sequential version builds the model for 

all categories and stores it in one file. The process of building the model iterates 

over a list of categories and for each of them creates a binary decision tree (based 

on tree algorithm described in Chapter 3). The distributed version performs the 

same, but it distributes the work of building individual trees onto other services, so 

called workers, where partial models containing only trees of dedicated categories 

are created. These partial models are collected and merged into the final 

classification model by the master node and stored in the binary file, which can be 

passed to a visualization service. 
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4.3 Distributive Approach in Learning of GHSOM Model 

Distributed algorithm GHSOM is implemented as service in GridMiner system 

Grid layer using Jbowl (Java 1.5). Implementation contains distributed algorithm 

together with preprocessing of text documents and visualization of output model. 

After creation of first map several new clustering processes are started – building 

of hierarchical sub-GHSOMs, which consist of hierarchically ordered maps of 

Growing SOM. Main idea is parallel execution of these clustering processes on 

working nodes of Grid. Approach can be described easily (scheme of distribution 

is shown on Fig. 2) [16]: 

 

Figure 2 

Distribution scheme of GHSOM algorithm in Grid environment 

1 On master node deviation of input data and layer 1 map is computed, and 

neurons for expansions are chosen (as described in Section 3.2). Important is 

that before start of learning all necessary preprocessing steps are done and 

input collection is ready in vector representation based on tfidf terms 

weighting scheme. Then from the input collection related vectors are selected 

(which are needed for particular expanded neurons) and distributed on 

working nodes. Using GridMiner methods current list of available working 

nodes is retrieved. Number of nodes is important parameter for distribution. 

2 Distributed vectors are then used as inputs for GHSOM algorithm which runs 

on particular nodes in order to create hierarchical submodel. When end 

condition is reached (maximal depth or nothing to expand), particularly 

created GHSOM submodels are returned to the main node. 

3 Returned parts of GHSOM model are merged (on the main node) into one 

complete model. 
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Every clustering task contains identifier of neuron within layer 1 map, list of 

(identifiers of) input vectors mapped on this neuron and parameters of GHSOM 

algorithm. Assignment of clustering tasks to Grid nodes is following: 

Let h is number of neurons to be expanded and u is number of available working 

nodes on Grid, then 

1 If h ≤ u, into tasks queues of first h nodes exactly one clustering task per 

queue is assigned. 

2 If h > u, in first iteration u clustering tasks are assigned to first u nodes, in 

next iteration rest of the tasks is assigned similarly while is needed. 

After assigned tasks are distributed, particular submodels are created on separate 

nodes. When node finishes all tasks in queue, his work is finished. If all 

submodels are returned to the master node, merging of model finishes whole 

process. Reference to “parent” map node of level 1 is set correctly to main map 

created at start of the process as well as references to ”children” are correctly set 

to maps created on particular nodes. Then final merged model is saved as 

persistent serialized Java object (important for next usage). 

4.4 Combination of Local FCA Models Using Distributed 

Service-based Architecture 

The implemented algorithm for distribution of FCA-based algorithm (presented in 

Section 3.3) on the Grid can be divided into two basic fragments - the server and 

client (worker) side. The method that we have designed, implemented and tested is 

sketched on Figure 3. The method works as follows. 

In the first step, master node performes the following tasks: document pre-

processing (tokenization, elimination of stop-words, stemming, term selection), 

document clustering (use of GHSOM algorithm), assigning each cluster (each map 

including clusters, neurons) to client. Second step is based on the client side 

(worker nodes) where each client will get particular clusters, and then local FCA 

model is created on each client followed by sending of local FCA hierarchies to 

master node. Last step is again performed on server side (master node), in this 

case server receives local FCA hierarchies from all clients and final merged FCA-

based model is built. 
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Figure 3 

Distribution scheme for FCA-based problem decomposition method 

5 Experiments 

Two different data collections of text documents were used in this part of work. 

We used the collection “TIMES 60” which contains 420 articles from Times 

newspaper and Reuters ModApte dataset, which is standard corpus of textual 

documents that contains 12,902 documents. After pre-processing it contained 7769 

documents and 2401 terms. We performed the experiments with the distributed 

algorithms on different workstations. In general, all of the workstations were Sun 

machines with different performance and different memory. Differences between 

types of text mining tasks will be emphasised. 

5.1 Experiments with Decision Trees Induction 

In this section, we present experiments performed on the local area network of the 

Institute of Scientific Computing in Vienna. As the experimental test bed, we used 

five workstations Sun Blade 1500, 1062 MHz Sparc CPU, 1.5 GB RAM 

connected by a 100 MBit network. 
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The main goal of the experiments was to prove, that the distribution of processes 

mentioned above, can reduce the time needed to construct the classification model. 

We started the experiments using the sequential version of the service, in order to 

compare the sequential version with the distributed one. The time to build the final 

classification model on a single machine using the ModApte dataset was measured 

three times and its mean value was 32.5 minutes. Then we performed the first 

series of the distributed service tests without using any optimization of distribution 

of categories to the worker nodes. According to the number of worker nodes, the 

master node assigned the equal number of categories to each worker node. The 

results show us the speedup of building the classification model using multiple 

nodes (see also Figure 4). 

The detailed examination of the results and of the document collection proved that 

the time to build a complete classification model is significantly influenced by the 

working time of the first node. Examination of the dataset and workload of 

particular workers showed us that the first node always received a set of categories 

with the highest frequency of occurrences in the collection. It means that other 

worker nodes always finished the building of their partial models in a shorter time 

than the first one. It is caused by non-linear distribution of category occurrences in 

this collection. The most frequent category (category number 14) occurs in 2780 

documents and it was always assigned to the first worker node. That was the 

reason, why the first worker node used much longer time to build-up the partial 

model. 

After the first series of tests, we implemented the optimization of distribution of 

the categories to the worker nodes according to the frequency of category 

occurrences in the documents. Categories were sorted by this frequency and 

distributed to the worker nodes according to their frequency of occurrence, what 

means that each node was assigned with equal number of categories, but with a 

similar frequency of their occurrences. We run the same set of the experiments as 

in the first series and the results showed us more significant speedup using less 

worker nodes, see optimized bars in Figure 4. The best performance results were 

achieved using optimized distribution on 5 worker nodes (5.425 minutes), which 

was comparing to single machine computing time (32.5 minutes) almost 6 times 

faster. The minimal time to complete classification model is limited by the time of 

processing of the most frequent category - if this is assigned to a single worker 

node. 
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Figure 4 

Experiments with distributed decision trees induction 

5.2 Experiments with Distribution of GHSOM Maps Creation 

The goal of experiments was in comparison of time complexity between 

sequential and distributed version of GHSOM algorithm. Experiments were 

realized in network of servers and workstations under usual working conditions 

(they were at the same time used also by other services). In order to get more 

precise results experiments are averaged from three identical tests. Number of 

computing nodes and parameter τm of GHSOM were changed during experiments. 

Distributed version worked in testing Grid environment, which consisted of master 

server (4 x UltraSPARC-III 750 MHz, 8 GB RAM) and 6 SUN workstations, 100 

Mbit/s network, data collections Times60 (420 documents) and Reuters-21578 (12 

902 documents). 

Experiments on Times collection were realized with τm 0.3, 0.6 and 0.8. First we 

started with sequential runs on one node. And then we tested distributed version 

for 0.3 τm with 2, 3, 4, 5 and 6 nodes (12 expanded neurons on layer 1 map). For 

parameter set to 0.6 and 0.8 only 2, 3 and 4 Grid nodes, because there were only 4 

expanded neurons on layer 1 map. Graphical results of resulting computation 

times are shown on Figure 5. 

For experiments with Reuters collection only τm with 0.6 and 0.8 was used and 

maximum number of nodes was 4. Results are shown on Figure 6. 
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Figure 5 

Graph of times (in seconds, y axis) for Times 60 collection for different number of nodes (x axis, max 

4 nodes) with different values of τm parameter (legend – values 0.3, 0.6, 0.8) 
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Figure 6 

Graph of times (in seconds, y axis) for Reuters collection for different number of nodes (x axis, max 4 

nodes) with different values of τm parameter (legend – values 0.6, 0.8) 
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The results of the experiments show interesting improvements in computation 

times of the algorithm in distributed version, but also the fact that addition of more 

worker nodes sometimes does not lead to better time reduction. The reasons could 

be unbalanced distribution of data for worker nodes, different values of variance 

error in learning from particular data parts and different computational power of 

Grid worker nodes. Better optimization of workers usage should be interesting for 

the next experiments. Critical point in such distributed version of GHSOM 

algorithm is creation of level 1 map (very often it is more then 50% of computing 

time). This means that further reductions of computation times are not possible 

with current distribution strategy. Combination of parallel building of first layer 

map (e.g. using computational cluster) and then distribution of this maps on the 

Grid could be helpful for another reduction of time complexity. 

5.3 Experiments with FCA-based Distributed Approach 

Again, both data collections of text documents were used in this part of work. Our 

main goal was to compare time consumption of the algorithm depending on the 

number of worker nodes. We used 9 different workstations deployed on the Grid. 

We performed various experiments with different values of threshold parameter 

0.03, 0.05, 0.07 and 0.1. For each value of the threshold parameter we performed 

three runs of algorithm, final execution time of the algorithm was computed by 

averaging times of all three runs. The results of the experiments are depicted in the 

graphs. 

Figure 7 

Experiment results on the Times dataset 
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Figure 8 

Experiment results on the Reuters dataset 

We have compared number of the working nodes and its influence to the 

computing time of the merged FCA model generation. The results of experiments 

show that our distributed version has leads to clear reduction of computation time 

(even for small number of nodes). But the experiments in real environment also 

showed that increasing number of nodes leads (from some moment) to decreasing 

time complexity reduction. It is caused by heterogeneous computational power of 

involved worker nodes as well as their concurrent use by other, non-experimental 

tasks. More effective should be to optimize distribution of work according to the 

actual performance of particular nodes, i.e. dynamic distribution. 

5.4 Discussion 

Several questions could arise from the description of our grid-based approach. 

When discussing the difference between sequential and parallel running of tasks 

we have to emphasis that our approach cannot produce any information loss due to 

character of the decomposition and computing of the models. Text-mining results 

of the sequential and parallel run are therefore identical. Main aim of work 

presented in the paper is to provide the proof of concept for potential speedup of 

tasks computing that we have implemented. In this case proof of concept means 

that our approach is demonstrated on rather smaller number of computing units 

and applied on standard collections of text documents (Reuters) in order to prove 

that presented approach to distribution is scalable. Scalability of distributed 

algorithms is important issue, especially if applying them within large-scale 

distributed environment. Our experiments were aimed at algorithms behaviour in 

the testbed environment by increasing number of involved computing resources 

for which the selected datasets are sufficient. We assumed, that if our approach is 

proved to be scalable on our testbed, it can be applied in more large-scale fashion 
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(on larger datasets and using more computing resources) gaining similar results 

(speedup). Of course, bounds of scalability of these methods are data and 

environment-dependent. Our assumption based on experiments is that if data 

collections have approximately normal distribution of documents among the 

categories (in case of classification task), the scalability of our approach should be 

maintained also in larger scale. Similar assumptions can be expected also in case 

of clustering and FCA approaches. We have chosen three completely different text 

mining tasks, trying to cover text classification, text clustering and formal concept 

analysis tasks. Particular algorithms were chosen with respect to possibility of 

distributed implementation as our approach cannot be applied on several other 

algorithms. 

Conclusions 

Main aim of this article was to present the idea of suitable modifications and 

implementation of text mining services into the distributed Grid environment. 

Integration of the text mining services into the distributed service oriented system 

enables a plenty of various possibilities for building the distributed text mining 

scenarios. Using the Grid as a platform it is possible to access different distributed 

document collections and perform various text mining tasks. In this paper we 

focused on how to effectively use the Grid infrastructure by means of suitable 

decomposition of algorithms into the distributed fashion. We proposed three data-

driven distributed methods for text mining: induction of the decision trees, 

GHSOM clustering algorithm and FCA method. One of the main goals of this 

work was to provide the proof of concept that proposed approach is well suited for 

distribution on the Grid, and results showed, that Grid-enabling of text mining 

process should considerably decrease time costs in comparison with sequential 

versions of these algorithms. 
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Abstract: An application of fuzzy systems to nonlinear system adaptive control design is 

proposed in this paper. The fuzzy system is constructed to approximate the nonlinear 

system dynamics. Based on this fuzzy approximation suitable adaptive control laws and 

appropriate parameter update algorithms for nonlinear uncertain (or unknown) systems 

are developed to achieve H∞  tracking performance. It is shown that the effects of 

approximation errors and external disturbance can be attenuated to a specific attenuation 

level using the proposed adaptive fuzzy control scheme. The nonlinear gradient law 

guarantees the convergence of the training algorithm. 

Keywords: adaptive fuzzy control, Riccati equation, uncertain system, nonlinear systems 

1 Introduction 

Fuzzy logic controllers are in general considered being applicable to plants that 
are mathematically poorly understood and where the experienced human operators 
are available [1]. In indirect adaptive fuzzy control, the fuzzy logic systems are 
used to model the plant. Then a controller is constructed assuming that the fuzzy 
logic system approximately represents the true plant. 

Feedback linearization techniques for nonlinear control system design have been 
developed in the last two decades [2], [3]. However, these techniques can only be 
applied to nonlinear systems whose parameters are known exactly. If the nonlinear 
system contains unknown or uncertain parameters then the feedback linearization 
is no longer utilizable. In this situation, the adaptive strategies are used to simplify 
the problem and to allow a suitable solution. At present, a number of adaptive 
control design techniques for nonlinear systems based on the feedback 
linearization can be found in literature [4], [5]. These approaches simplify the 
nonlinear systems by assuming either linearly or nonlinearly parametrized 
structures. However, these assumptions are not sufficient for many practical 
applications. Recently, the fuzzy systems have been employed successfully in the 
adaptive control design problems of nonlinear systems. According to the universal 
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approximation theorem [6], [7], many important adaptive fuzzy-based control 
schemes have been developed to incorporate the expert information directly and 
systematically and various stable performance criteria are guaranteed by 
theoretical analysis [6], [8]-[12]. 

In this paper we combine the characteristics of fuzzy systems, the technique of 

feedback linearization, the adaptive control scheme and the H∞  optimal control 

theory with aim to solve the tracking control design problem for nonlinear systems 

with bounded unknown or uncertain parameters and external disturbances. H∞  

optimal control theory is well known as an efficient tool for robust stabilization 
and disturbance rejection problems [13], [14]. 

More specifically, we propose the fuzzy adaptive algorithm equipped with a 
gradient projection law. The resulting controller performances can be improved by 
incorporating some linguistic rules describing the plant dynamic behavior. 

The paper is organized as follows. First, the problem formulation is presented in 
Section 2. In Section 3, the adaptive fuzzy control is proposed. Simulation results 
for the proposed control concept are shown in Section 4. Finally, the paper is 
concluded in Section 5. 

2 Problem Statement 

We consider the n-th order nonlinear dynamic single input single output (SISO) 
system with n 2≥  of the following form 

( ) ( )

1 2

n

1

x x

x f x g x u d

y x

=

= + +

=

 (1) 

or equivalently 

( ) ( )( ) ( )( )n n 1 n 1x f x, x, , x g x, x, , x u d

y x

− −= + +

=

… …
 (2) 

where [ ]T1 2 nx x , x , , x= …  represents the state vector, u is the control input, y 

and d denote the system output and the external disturbance, respectively. All 

elements of the state vector x  are assumed to be available and the external 
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disturbance d is assumed to be bounded but unknown or uncertain. At the begining 

( )f x  and ( )g x  are assumed to be smooth and ( )g x 0≠  for x  in certain 

controllability region n
cU R⊂ . Without loss of generality we suppose that 

( )g x 0> , but the analysis throughout this paper can be easily tailored to 

systems with ( )g x 0< . Differentiating the output y with respect to time for n 

times gives the following input/output form 

( ) ( ) ( )ny f x g x u d= + +  (3) 

Note that the above system has a relative degree of n. 

Remark 1. For more general nonlinear system 

( ) ( )
( )

z F z G z u d '

y H z

= + +

=
 (4) 

where nz R∈ , u, v R∈ , ( )F z , ( )G z  and ( )H z  are smooth functions, we 

say that the system has a relative degree of m if m is the smallest integer such that 
m 1

G FL L H 0− ≠ . 

We obtain [2] 

( )m m m 1 m 1
F G F F Gu d ' d '

m 1
k 1 m k
F Gu d ' d ' F

k 1

y L H L L Hu L L H

L L L H

− −
+ +

−
− −
+ +

=

= + +

+∑
 (5) 

where ( )FL ⋅ , and ( )GL ⋅  denote the Lie derivatives with respect to F and G, 

respectively. If we let 1y x= , then (5) can be rewritten as the input/output form 

of (3). 

If ( )f x  and ( )g x  are known, a nonlinear tracking control can be obtained. Let 

ry  be the desired continuous differentiable uniformly bounded trajectory and let 

re y y= −  (6) 

be the tracking error. Then employing the technique of feedback linearization [2] 
the following suitable control law can be derived to achieve the tracking control 
goal 
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( ) ( ) a

1
u f x u

g x
= − + + ν⎡ ⎤⎣ ⎦  (7) 

where au  is an auxiliary control variable [13, optimal control] yet to be specified 

and 

( ) ( ) ( )( ) ( )n n 1 n 1
r 1 r n ry k y y k y y− −ν = + − + + −…  (8) 

Note that the coeficients 1 nk , , k…  are positive constants to be assigned such that 

the polynomial n n 1
1 ns k s k−+ + +…  is Hurwitz. As a result, the system error 

dynamic has the following input/output form 

( ) ( )n n 1
1 n ae k e k e u d−+ + + = +…  (9) 

which can be represented in space form as 

( )cc ae e b u d= + +Λ  (10) 

where 

c

n n 1 1

0 1 0 0 0

0 0 1 0 0

0 0 0 0 1

k k k−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥− − −⎣ ⎦

Λ  (11) 

[ ]Tcb 0 0 1=  (12) 

( ) ( ) Tn 2 n 1e e e e− −⎡ ⎤= ⎣ ⎦  (13) 

The above mentioned design method is useful only if ( )f x  and ( )g x  are 

known exactly. If ( )f x  and ( )g x  are unknown, then adaptive strategies must 

be employed. Let us now discuss a fuzzy system based adaptive algorithm. 

Fist, we employ two fuzzy systems ( )ff x | θ  and ( )gg x | θ  [15] to 

approximate (or model) the nonlinear functions ( )f x  and ( )g x  of the system 

(1). 
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In this article is used the set of fuzzy systems with singleton fuzzifier, product 
inference, centroid defuzzifier, triangular antecendent membership function and 
singleton consequent membership function with n inputs of 

[ ]
iiii xxxxi kc,kcx +−∈  for n,,1i …=  and [ ]1,0u∈  as the normalized 

output. The generalized expresion of the class of the fuzzy controllers can be 
written as 

∑ ∑
= =

−−=
2

1i

2

1i

1i
n

1i
1ii

1 n

n1

n1
xxNu  (14) 

∏

∑ ∑

=

= =
⎥
⎦

⎤
⎢
⎣

⎡

= n

1i
x

n

2

1j

2

1j
jjjjjj

ii

i

1 n

n1n1n1

n1

k2

CKR

N  (15) 

( )
( )

( )
( )
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x
j

x

j
1i

x
j

x

j

jj

1

n

n

n

n
1

1

1

1

1

n1 c1k

1

c1k

1
C

−−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−−
−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−−
−

=  (16) 

( )[ ] ( )[ ]
n

n

n1

1

1n1 x
j

xx
j

xjj c1kc1kK −−−−=  (17) 

On the other hand given the coeficients of the explicit form 
n1 iiN  we can 

reconstruct the rule base from the generalized expression of the class of fuzzy 
systems [16] by using the following theorem. 

Theorem 1: For a class of FLS with singleton fuzzifier, product inference, 
centroid defuzzifier, triangular antecendent membership function and singleton 
consequent membership function, i.e. given the coefficients of the explicit form, 

i.e. 
n1 iiN , the control function can be expressed in terms of fuzzy rules as 

∑ ∑
= =

=
2

1i

2

1i
jjiijj

1 n

n1n1n1
DNR  (18) 

with 

( )[ ] ( )[ ] 1i

x
j

x

1i

x
j

xjj
n

n

n

n

1

1

1

1n1
k1ck1cD

−−
−+−+=  (19) 

Proof: The proof is found by directly expanding terms and comparing 
coefficients. For details, please refer [16]. 

Therefore, one can express an equation in the form of generalized multilinear 
equations, such as polynomials, exactly as a rule base of FLS. Theorem 1 is useful 
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in cases where the implementation of an FLS performs inference on a given fuzzy 
rule base but without any numerical computation capability. 

Now, we can express the fuzzy controller in the form of fuzzy IF-THEN rules. 

1) For the nonlinear-cancellation fuzzy controller of ( )f x  

RULE i: IF 1x  is 1x
1A  and ... and nx  is nx

1A , THEN f
f iu R=  

2) For the nonlinear-cancellation fuzzy controller of ( )g x  

RULE i: IF 1x  is 1x
1A  and ... and nx  is nx

1A , THEN g
g iu R=  

The generalized expression of the class of the fuzzy approximators for nonlinear 
term cancelation with input x can be written as controller for pole-placement 

1 n

1 n

1 n

2 2
i 1 i 1f

f i i 1 n
i 1 i 1

u N x x− −

= =

=∑ ∑  (20) 

1 n

1 n

1 n

2 2
i 1 i 1g

g i i 1 n
i 1 i 1

u N x x− −

= =

=∑ ∑  (21) 

So terms for ( )ff x | θ  and ( )gg x | θ  can be written as 

( ) T
f f xf x | θ = θ ω  (22) 

with ( )b c

T T T
f ff k ,kθ =  

and ( )T T T
cx x , xω =  

and 

( ) T
g g xg x | θ = θ ω  (23) 

with ( )b c

T T T
g gg k ,kθ =  

and ( )T T T
cx x , xω =  

with 
b

T f f
f 1 nk k , , k⎡ ⎤= ⎣ ⎦  and 

b

T g g
g 1 nk k , , k⎡ ⎤= ⎣ ⎦  

where 
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f f
1 211 111

f f
2 121 111

f f
n 1 111 121

f f
n 111 112

k 2N

k 2N

k 2N

k 2N
−

=

=

=

=

…

…

…

…

  

g g
1 211 111

g g
2 121 111

g g
n 1 111 121

g g
n 111 112

k 2N

k 2N

k 2N

k 2N
−

=

=

=

=

…

…

…

…

 

The composite state vector cx  and the associated parameter vectors 
cfk , 

cgk  are 

defined as 

( )T
c 1 2 n 1 2 n 1 n 1 nx rx x x , rx x x , , x x ,1− −= … …  (24) 

( )
c c c

T f f f f
f n 1 n 2 n n 1 n nk k ,k , , k , k+ + + − +=  (25) 

( )
c c c

T g g g g
g n 1 n 2 n n 1 n nk k ,k , , k , k+ + + − +=  (26) 

where 

c

c

f f
n 1 222 222

f f
n 2 222 221

f f
n n 1 111 122

f f
n n 111 111

k 2N

k 2N

k 2N

k 2N

+

+

+ −

+

=

=

=

=

…

…

…

…

  
c

c

g g
n 1 222 222

g g
n 2 222 221

g g
n n 1 111 122

g g
n n 111 111

k 2N

k 2N

k 2N

k 2N

+

+

+ −

+

=

=

=

=

…

…

…

…

 

with ( )n 1
cn 2 n 1+= − + . 

Let 

( )
f

*
f f

x
arg min max f x,

θ
θ = θ  (27) 

( )
g

*
g g

x
arg min max g x,

θ
θ = θ  (28) 

be the best parameter approximation of fθ  and gθ , respectively, and let 

*
f ff

φ = θ −θ , 
*

g gg
φ = θ −θ  (29) 

be the corresponding parameter estimation errors. Then using the certainty 
equivalence principle [5] the following fuzzy adaptive control law is derived 
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( ) ( )f a
g

1
u f x, u

g x,
⎡ ⎤= − θ + + ν⎣ ⎦θ

 (30) 

Applying this control law to the system (1) yields 

( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( )( )

n

g g

f g a

y f x g x u d

f x g x u g x, u g x, u d

f x f x, g x g x, u u d

= + +

= + − θ + θ +

= − θ + − θ + + ν +

 (31) 

By means of the best approximation (using the universal approximation theorem 
[6], [7], [17]), the above equation can be rewritten as 

( ) ( )( )
( ) ( )( ) [ ]

*
c f fc

*
g g c a

e e b f x f x

g x g x u b u w

⎡= + θ − θ⎢⎣
⎤+ θ − θ + +⎥⎦

Λ
 (32) 

where 

( ) ( )( ) ( ) ( )( )* *
f gw f x f x g x g x u d= − θ + − θ +  (33) 

In order to track the desired signal ry , the fuzzy systems ( )ff x | θ  and 

( )gg x | θ  should be trained to achieve ( )*
ff x | θ  and ( )*

gg x | θ  respectively, 

so that the term 

( ) ( )( ) ( ) ( )( )* *
f f g gf x f x g x g x u 0⎡ ⎤θ − θ + θ − θ =⎢ ⎥⎣ ⎦

 (34) 

The effect of w, denoting the sum of the approximation errors and external 
disturbances in the above error dynamics equation, is crucial and will be 

attenuated by au . Fortunately, the H∞  control design approach [12] can be 

efficiently employed to attenuate the effect of w in the error dynamic system (32). 

Our solution utilizes the concept of H∞  tracking performance to deal with the 

robust adaptive tracking control problem. Then, the problem we are investigating 

becomes that of finding an adaptive scheme for au , fθ  and gθ  to achieve the 

following H∞  tracking performance [12], [18] 
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( ) ( ) ( ) ( )

( ) ( )

T T T T

f f0
f

TT 2 T

g g 0
g

1
e edt e 0 e 0 0 0

1
0 0 w wdt

≤ + φ φ
γ

+ φ φ +ρ
γ

∫

∫

Q P

 (35) 

for appropriate positive definite weighting matrices T=Q Q , T=P P , positive 

weighting factors fγ  and gγ , prescribed attenuation level ρ  and time T. In the 

inequality (35), T is the terminal time of the control effort and can take any finite 

or infinite value. The initial errors ( )e 0 , ( )
f

0φ  and ( )
g

0φ  are considered to 

be free of the disturbances which can influence the tracking error e . The physical 

meaning of (35) is that the effect of w on the tracking error e  is attenuated by a 

factor ρ  from an energy point of view. In general ρ  is a small value less then 1. 

Remark 2. From the above analysis, we note the following 

o In the case of ρ→∞ , (35) becomes the 2H  tracking performance 

without consideration of disturbance attenuation [12]. 

o The weighting factors fγ  and gγ  are called the adaptive gains of fθ  and 

gθ  update algorithms, respectively. It can be seen from (35), that the larger 

the value of fγ , the smaller the effect of ( )
f

0φ  on the tracking error e . 

Similar argument for ( )
g

0φ  can also be made. However, it is easy to see 

that large values of fγ  or gγ  will cause fθ  and gθ  to change rapidly. 

This may be harmful to the system. 

3 Adaptive Fuzzy Control 

The following theorem gives the solution of the adaptive H∞  tracking problem 

for the SISO nonlinear system (1). 

Theorem 2. Consider the nonlinear system (1) with unknown or uncertain ( )f x  

and ( )g x . If the following adaptive fuzzy control law is adopted 

( ) ( )f a

g

1
u f x u

g x
⎡ ⎤= − θ + + ν⎣ ⎦θ

 (36) 
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with 

T
ca

1
u b e

r
= − P  (37) 

T
f c xf e bθ = γ ωP  (38) 

T
g c xg e b uθ = γ ωP  (39) 

where the signal ν  is given by (8), r is a positive scalar, the fuzzy systems 

( )ff x | θ  and ( )gg x | θ  are defined by (22), (23) and the positive definite 

matrix T=P P  is the solution of the Riccati-like equation 

T TT
c c c cc c 2

2 1
b b b b 0

r
+ + − + =

ρ
Λ P PΛ Q P P P P  (40) 

then the H∞  tracking performance in (35) is achieved for a prescribed attenuation 

level ρ . 

Proof. Consider the Lyapunov function in the form 

T T T

f f g g
f g

1 1 1
V e e

2 2 2
= + φ φ + φ φ

γ γ
P  (41) 

Taking the time derivative of V along the trajectory of the error dynamic (8), we 
have 

( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )

TT T T

f f f f
f f

T T

g g g g
g g

T T T TT T
c cc c a a

T T
* * T
f f g g c

T * *
c f f g g

T T
c c

1 1 1 1
V e e e e

2 2 2 2

1 1
2 2

1 1 1 1
e e e e e b u u b e

2 2 2 2
1

f x f x g x g x u b e
2

1
e b f x f x g x g x u

2
1 1

e b w w b
2 2

= + + φ φ + φ φ
γ γ

+ φ φ + φ φ
γ γ

= + + +

⎡ ⎤+ θ − θ + θ − θ⎢ ⎥⎣ ⎦

⎡ ⎤+ θ − θ + θ − θ⎢ ⎥⎣ ⎦

+ +

P P

Λ P PΛ P P

P

P

P
TT T

f f f f
f f

T T

g g g g
g g

1 1
e

2 2

1 1
2 2

+ φ φ + φ φ
γ γ

+ φ φ + φ φ
γ γ

P

 (42) 
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Using (22), (23), (28), (39) and the fact that 

ff
φ = θ , gg

φ = θ  (43) 

we obtain 

T TT
c cc c

T T T
x x cf g

T T T TT
c cf f g g

f g

1 2
V e b b e

2 r

u b e

1 1 1 1
w b e e b w

2 2

⎡ ⎤= + −⎢ ⎥⎣ ⎦
⎡ ⎤− φ ω + φ ω⎣ ⎦

+ φ φ + φ φ + +
γ γ

Λ P PΛ P P

P

P P

 (44) 

Introducing (40) into (44) implies 

T T T
c c2

T T
x c ff

f

T T
x c gg

g

T TT
c c

1 1
V e e e b b e

2 2

1
b e

1
u b e

1 1
w b e e b w

2 2

= − −
ρ

⎛ ⎞
−φ ω − θ⎜ ⎟γ⎝ ⎠

⎛ ⎞
−φ ω − θ⎜ ⎟⎜ ⎟γ⎝ ⎠

+ +

Q P P

P

P

P P

 (45) 

Using the adaptation laws (38) and (39), equation (45) can be rewritten into the 
form 

T
T T 2 T
c c

T

T 2 T

1 1 1 1
V b e w b e w w w

2 2

1
e e

2
1 1

e e w w
2 2

⎛ ⎞ ⎛ ⎞
= − −ρ −ρ + ρ⎜ ⎟ ⎜ ⎟ρ ρ⎝ ⎠ ⎝ ⎠

−

≤ − + ρ

P P

Q

Q

 (46) 

Integrating the above equation from 0 to T yields 

( ) ( )
T TT 2 T

0 0

1 1
V T V 0 e edt w wdt

2 2
− ≤ − + ρ∫ ∫Q  (47) 
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Since ( )V T 0≥  inequality (47) implies that 

( ) ( ) ( ) ( ) ( ) ( )
T TT T T T 2 T

f f g g0 0
f g

1 1
e edt e 0 e 0 0 0 0 0 w wdt≤ + φ φ + φ φ +ρ

γ γ∫ ∫Q P   

 (48) 

This is the H∞  tracking performance of (35). 

Q.E.D. 

Remark 3. If w is bounded, then the H∞  tracking performance will be improved 

as the prescribed attenuation level ρ  is decreased. 

Remark 4. The Riccati-like equation (40) can be rewritten into the form 

TT
c cc c 2

1 2
b b 0

r
⎛ ⎞

+ + − + =⎜ ⎟ρ⎝ ⎠
PΛ Λ P P P Q  (49) 

As it follows from Theorem 1, the sufficient condition for the H∞  tracking 

performance existence for the nonlinear system with adaptive fuzzy control law 
(37)-(39) is that the solution P of (40) must be positive definite and symmetric. It 
can be shown that in order to achieve this requirement the following condition 
must be satisfied [12] 

22 rρ ≥  (50) 

i.e., if the inequality (50) is satisfied, then for the nonlinear system (1) the H∞  

tracking performance with the prescribed attenuation level ρ  can always be 

achieved via the adaptive fuzzy control (37)-(39). In general, as ρ  is decreased r 

must be decreased in order to satisfy the inequality (50). However, (37) implies 

that the control variable au  must be increased to attenuate w to the desired level 

ρ . Thus, there is a tradeoff between the H∞  performance and the control 

magnitude. 
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4 Simulation Example 

Example 1 

The above described adaptive fuzzy control algorithm will now be evaluated using 
the inverted pendulum system depicted in Fig. 1. 

l 

1x=θ

 

Figure 1 

The inverted pendulum system 

Let θ=1x  and θ=2x . The dynamic equation of the inverted pendulum is 

given by [6] 

( ) ( )

( )

( )

( )

1

c

c

1
2

c

1

c

1
2

c

11
2
2

1

2

21

xy

du

mm

xcosm

3
4

l

mm

xcos

mm

xcosm

3
4

l

mm

xsinxcosmlx
xsing

x

xx

=

+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

−

+
+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

−

+
−

=

=

 (51) 

where g is the acceleration due to gravity, cm  denotes the mass of the cart, m is 

the mass of the pole, l is the half-length of the pole, the force cu  represents the 

control signal and d is the external disturbance. In simulations following 

parameter values are used: Kg1m c = , Kg1.0m =  and m5.0l = . The 
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reference signal is assumed to be ( ) ( ) ( )tsin30/ty r π=  and an external 

disturbance ( ) ( )tsin1.0td = . 

If we require 

6
x

π
≤ , 180u ≤  (52) 

and substitute the functions sin(.) and cos(.) by their bounds, we can determine the 
bounds 

( ) 2
221

M x366.078.15x,xf +=  (53) 

( ) 46.1x,xg 21
M = , ( ) 12.1x,xg 21m =  (54) 

2k1 = , 1k 2 =  and ( )diag 10,10=Q  are set. In order to simplify further 

calculations 22r ρ=  is chosen. Then the algebraic Riccati equation solution is 

15 5

5 5

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P  and ( )min 2.93λ =P . Five Gaussian membership functions for 

both 1x  and 2x  (i=1,2) are selected to cover the whole universe of discourse 

( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
π

π−
−=μ

2

i
iF 24

6x
expx1

i
 (55) 

( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
π
π−

−=μ
2

i
iF 24

12x
expx2

i
 (56) 

( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
π

−=μ
2

i
iF 24

x
expx3

i
 (57) 

( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
π
π+

−=μ
2

i
iF 24

12x
expx4

i
 (58) 

( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
π

π+
−=μ

2

i
iF 24

6x
expx5

i
 (59) 
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Using the method of trial and errors 50f =γ  and 1g =γ  are chosen. The 

pendulum initial position is chosen as far as possible ( )( )10 x 12θ = = π  to 

emphasize the efficiency of our algorithm. 

Two cases have been considered in order to show the influence of the linguistic 
rules incorporation into the control law: 

Case one: the initial values of fθ  and gθ  are chosen arbitrarily. 

Case two: the initial values of fθ  and gθ  are deduced from the fuzzy rules 

describing the system dynamic behavior. For example, if we consider the unforced 

system, i.e. 0u c = , the acceleration is equal to ( )21 x,xf . So intuitively we can 

state: 

“The bigger is 1x , the larger is ( )21 x,xf ”. 

Transforming this fuzzy information into a fuzzy rule we obtain 

( )1
fR : IF  1x  is  5

1F  and  2x  is  5
2F , THEN  ( )21 x,xf  is “Positive Big” 

where “Positive Big” is a fuzzy set whose membership function is ( )iF
xl

i
μ  given 

by (55)-(59). The acceleration is proportional to the gravity, i.e. 
( ) ( )121 xsinx,xf α≅ , where α  is a constant. As ( )21 x,xf  achieves its 

maximum at 2x1 π= , using (53) we obtain 16≅α . The resulting set of 25 

fuzzy rules characterizing ( )21 x,xf  is given in Tab. 1. 

Table 1 
Linguistic rules for ( )21 x,xf  

( )21 x,xf  
1x  

 1
1F  2

1F  3
1F  4

1F  5
1F  

 
6
π

−  
12
π

−  0 
12
π  

6
π  

 1
2F  

6
π

−  -8 -4 0 4 8 

 2
2F  

12
π

−  
-8 -4 0 4 8 

2x
 

3
2F  0 -8 -4 0 4 8 

 4
2F  

12
π  -8 -4 0 4 8 

 5
2F  

6
π  

-8 -4 0 4 8 
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Now the following observation is used to determine the fuzzy rules for 
( )21 x,xg : 

“The smaller is 1x , the larger is ( )21 x,xg ”. 

Similarly to the case of ( )21 x,xf  and based on the bounds (53)-(54) this 

observation can be quantified into the 25 fuzzy rules summarized in Tab. 2. 

Table 2 
Linguistic rules for ( )21 x,xg  

( )21 x,xg  1x  

 1
1F  2

1F  3
1F  4

1F  5
1F  

 

6
π

−  
12
π

−  0 

12
π  

6
π  

 1
2F  

6
π

−  1.26 1.36 1.46 1.36 1.26 

 2
2F  

12
π

−  1.26 1.36 1.46 1.36 1.26 

2x  3
2F  0 1.26 1.36 1.46 1.36 1.26 

 4
2F  

12
π  

1.26 1.36 1.46 1.36 1.26 

 5
2F  

6
π  

1.26 1.36 1.46 1.36 1.26 

To obtain the same tracking performances the attenuation level ρ  is equal to 0.2 

in the first case and to 0.8 in the second one. 

The tracking performance of both cases for a sinusoidal trajectory is illustrated in 
Fig. 2. 
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Figure 2 

The state 1x  in case 1(dashed line), in case 2 (dotted line) and desired value 

( )ty r  (solid line) for ( ) ( )T0,120x π=  

Example 2 

In this example, we apply the adaptive fuzzy controller to the system 

0u5.0y7.1y
y25.0

1
y ''' =−+

+
+  (60) 

Define six fuzzy sets over interval <-10, 10> with labels N3, N2, N1, P1, P2, P3. 
The membership functions are 

( ) ( )2x53N e1

1
x ++
=μ  (61) 

( )
( )25.1x2N

e

1
x

+
=μ  (62) 

( )
( )25.0x1N

e

1
x

+
=μ  (63) 



M. Kratmüller Adaptive Fuzzy Control Design 

 – 46 – 

( )
( )25.0x1P

e

1
x

−
=μ  (64) 

( )
( )25.1x2P

e

1
x

−
=μ  (65) 

( ) ( )2x53P e1

1
x −−+
=μ  (66) 

The reference model is assumed to be 

( )
1s2s

1
sM

2 ++
=  (67) 

and the reference signal is the series of jumps with variant magnitude. 

We choose 
50 30

30 20

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P , 2k1 = , 1k 2 = , and ( )min 1.52λ =P . To satisfy 

the constraint related to x  we choose 0.01ρ = . 
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0

0.2
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0.6

0.8

1

1.2

1.4

1.6

1.8

2[-]

[s]
 

Figure 3 
The state 1x (dashed line), its desired reference model value ( )tym  (dotted solid line) and reference 

signal (solid line) 
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At 75th second of simulation the system (60) was switched to another system 

( )
0u5yy7.1

y25.0

1
y5y '

2
''''' =−+⎥

⎦

⎤
⎢
⎣

⎡
−

+
++  (68) 

All initial states have been set to zero ( ) ( ) ( ) ( ) 00y0y0y0y '''''' ==== . 

As it can be seen from Fig. 3, the simulation results confirm good adaptation 
capability of the proposed control system. The system dynamic changes are in 
particular manifested by changes of control input signal (Fig. 4). 

0 20 40 60 80 100 120
-1

0

1

2

3

4

5

6[-]

[s]
 

Figure 4 

Control signal 

Conclusions 

In this paper the adaptive fuzzy controller has been proposed for the class of 
nonlinear systems subject to large uncertainties or to unknown variations in the 
parameters and the structure of the plant. 

The proposed adaptive control scheme has involved both fuzzy systems and ∞H  

control. The adaptive fuzzy systems can be considered as a rough tuning control 
for approximation of the nonlinear system and the ∞H  control can be considered 

as a fine-tuning control used to filter the approximation errors and external 
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disturbances. Therefore, the proposed adaptive algorithm will be useful for the 
unknown (or uncertain) nonlinear system control design. The simulation results 
show that approximation errors and external disturbances can be successfully 
attenuated using the proposed control design method within a desired attenuation 
level, i.e. ∞H  tracking performance is achieved. 

Further work is under investigation to apply the proposed robust adaptive 
algorithm to multi input multi output (MIMO) systems. 
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How Safe the Human-Robot Coexistence Is? 
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Abstract: It is evident that industrial robots are able to generate forces high enough to 

injure a human. To prevent this, robots have to work within a restricted space that includes 

the entire region reachable by any part of the robot. However, more and more robot 

applications require human intervention due to superior abilities for some tasks 

performance. In this paper we introduce danger/safety indices which indicate a level of the 

risk during interaction with robots, which are based on a robot’s critical characteristics 

and on a human’s physical and mental constrains. Collision model for a 1 DOF robot and 

“human” was developed. Case study with further simulations was provided for the PUMA 

560 robot. 

Keywords: robotics, safety, human-robot interaction, danger index 

1 Introduction 

Most safety standards require an installation of the safeguarding systems, so any 

access to the hazard (robot work space) is prevented, or the cause of hazard is 

removed without requiring specific conscious action by the person. The prescribed 

action to be taken by the robot system upon detecting an intrusion into the 

safeguarding space is to remove all drive power and all other energy sources. 

Thus, robots must be surrounded by the safeguarding space and production must 

be designed to allow the maximum number of tasks to be performed with 

personnel outside the safeguarding space. However, this approach is not 

applicable for the new tendency in robotics where humans and robots interact in 

unstructured space and where their working zones are overlapped (social robotics, 

collaborative tasks, etc.) [1-3]. A typical situation in industrial robotics where a 

human operator can be hit, trapped between the safety equipments and the robot 

parts is during maintenance, teaching or collaboration [4], [5]. To avoid or 

minimize the severity of injury we should keep the risk level at a minimum. 
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Concerning injuries caused by robots, only very little data or literature is available. 

In [6] the United Auto Workers (UAW) union published a report which provides 

raw data on various injuries related to robot operations. There are many types of 

injuries which could potentially occur during the interaction between a human and 

a manipulator. These include cuts or abrasions, which might result from contact 

with a sharp or abrasive surface, as well as more serious injuries including bone 

fracture which could result from manipulator pinch points or direct crush loads. 

However, when a human operator works near a robot, the most dangerous accident 

is the potential impact with large loads that may cause serious injury or even 

death. 

Therefore, the danger criterion should be constructed from measures that 

contribute to reducing the impact force in case of unexpected human-robot impact, 

as well as reducing the likelihood of the impact itself. Concerning to this issue we 

introduced a new criteria (danger index) which is based on the critical measures of 

impact forces, accelerations and distances to reduce a probability of the dangerous 

collision. 

2 Related Work 

A number of standard indices of injury severity have been developed. Some of 

them attempt to relate resulting head acceleration to the severity and likelihood of 

injury [7], [8], [9], [10]. The basis of these measures is the Wayne State University 

Tolerance Curve (WSTC) (See Fig. 1) which relates acceleration and duration to 

the likelihood of severe brain injury. 

 

Figure 1 

The Wayne State tolerance curve [12] 

To evaluate the potential for serious injury due to impact an empirical formula was 

developed by the automotive industry to correlate head acceleration to injury 

severity known as the Head Injury Criteria (HIC) [11], which is computed as the 
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maximum integral of the resultant acceleration of the centre of mass of the head 

during the crash (1). 
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Where 
ha is the resulting acceleration of the human head and Δt is a period of 

impact that should not be more than 15 ms. 

Prasad and Mertz [12] introduced a set of curves which statistically relates 

measured HIC values to the severity and likelihood of a head injury. Using these 

curves, in combination with evaluated HIC values, it is possible to define the level 

of an injury resulting from a given head acceleration time history. The resulting 

injury indices can be also used to judge the severity of the injury with further 

consultation of biomechanical expertise, like e.g. the so called Abbreviated Injury 

Scale (AIS) [13]. Figure 2 illustrates an exponential correlation between AIS and 

HIC criterion, which evaluation is based on post mortal experiments. It is seen that 

from a certain value of AIS (1.6) the HIC rises drastically. The HIC of 250 is 

correlated to the AIS1+ value where injuries to the human are negligible. 

The HIC is a commonly used frontal impact criteria that has been used for decades 

to assess the level of head injury risk in frontal collisions. A HIC of 1000 is 

conventionally considered to represent the threshold where linear skull fractures 

normally begin to appear. According to this assumption a head can sustain 

acceleration more than 90 g. However, for the lateral or transversal impacts this 

value can result in severe injuries especially if this acceleration was caused by 

collision with a rigid surface (manipulator arm). Therefore, more experiments 

have to be provided and more restricted boundaries have to be introduced. 

 

Figure 2 

The AIS – HIC dependency curve [13] 

Most research related to the HIC criteria were based on the automobile crash-

testing results defined this criterion as an impact involving a collision of the head 

with another solid object at appreciable velocity. This situation is generally 

characterized by large linear accelerations and small angular accelerations during 

the impact phase. 
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In the work [14] Head Injury Criterion was evaluated for robot masses up to  

500 kg with the linear velocities (0.2, 0.5, 1.0, 1.5, 2.0, 2.5, 3) m/s. Results 

indicated that at some point increasing robot mass does not result in a higher HIC. 

Moreover, according to this criterion, no robot, whatever mass it had, became 

dangerous at the operating speed up to 2 m/s as long as the time of impact was less 

than 36 ms. In this research typical severity indices, established in the automobile 

industry, were claimed to be not applicable for a human-robot interaction domain 

in view of the much lower operating velocities. 

In another study [15] Manipulator safety index (MSI) was introduced, which 

evaluation was also based on the HIC criterion, where a head acceleration was 

computed from a human robot a collision model. The resulted index depends on 

the manipulator's effective inertia, interface stiffness, and initial robot velocity 

mappings. However, in graphical representations of this analysis the velocity and 

the stiffness characteristics become dominant while the inertial weight - 

negligible. Moreover, in view of the conflict of some parameters (low stiffness 

with high inertia configuration) this index can not reflect the real hazard caused by 

the robot under its certain configurations. In spite of the fact that the advantage of 

the HIC criteria application in the robotic field is questionable at some extent in 

this research evaluations were also based on this criteria. 

3 An Introduction to a Danger Severity Evaluation 

Since it is not feasible to adequately treat all different contact types of injuries in 

this work only blunt contacts were considered. To develop a quantitative measure 

which relates the severity and likelihood of injury to the physical characteristics of 

a given manipulator factors as force, acceleration and distance were taken into 

account. In the case of mechanical injury at a collision accident, the severity of an 

injury mostly depends on impact force and the likelihood depends on the distance 

to impact area before collision. In turn, an impact force mostly depends on robots 

physical characteristics, specific configurations, approaching speed, direction, and 

the contact duration. [16], [17] Among the minor factors that contribute to the 

Index are diverse robot tasks, failure rates, presence of any safety features, shape 

of the instrument, joint compliance, control methods, etc. Moreover, the severity 

of impact will also depend on the human factor [18]. For instance, characteristics 

as age, sex, weight will change personnel physical and mental hazard perception 

as well as a reaction on it. In this paper human physical constrains were 

considered to establish the boundaries on the robot performance, assuming that a 

physical contact may occur. Critical characteristics were obtained from the 

biomechanical injury/pain tolerance estimations, acquired experimentally in the 

works [7], [19]. These results were approximated and the mean values were used. 
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The proposed generalized form of the danger index consists of a linear 

combination of qualities that take into account the relevant distance (Did(t)), the 

contact force (Dif (t)) and the human head acceleration factors (Dia(t)) (2). The 

sum of these indices with their corresponding weights has to be less or equal to 

one for a safe human robot interaction: 
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Where Fi is an actual value of the force exerted by a manipulator, i.e. a producible 

impact force of the robot, Fc is a critical, admissible force, that doesn’t cause 

serious injury to a human at a collision body part. Li is an actual distance measured 

from the visual or sensory monitoring system, Lc is a distance that robot overpass 

after stopping signal was sent to the robot control. This stopping distance mainly 

depends on the actual robot speed vi and its load. Parameter ai is an acceleration of 

a head measured after collision with manipulator that is compared with a critical 

one ac obtained from the AIS scaling. 

All indices are time dependent. An acceleration related index is examined under 

the condition when the head acceleration (or other body part) achieves the 

maximum value. This occurs at the minimum or critical time interval Δt. [20] 

Coefficients αd, αf and αa are weights of the distance, force and acceleration terms 

respectively. The indices evaluation and the corresponding weights distribution is 

based on the initial task description, risk assessment results and information 

available during analysis. For instance, for collaborative tasks in close vicinity 

distance factor is not important since the distance is negligible or even contact 

between human and robot is possible. However, if a robot effective mass and, as a 

consequence, exerted force at some configurations is greater than the admissible 

value human can be injured. In this case the force related danger index plays the 

dominant role. On the other hand, if a robot is performing task in the automatic 

regime with the maximum (optimal for the task) characteristics, it is essential to 

keep the safe distance to avoid the likelihood of impact under these conditions, i.e. 

the weight for the distance related index will be under consideration. 

3.1 Distance Related Danger Index 

Sufficient distance provides with time to reduce impact force by braking actions to 

avert the collision. Thereby, keeping that distance can be a criterion for a danger 

evaluation. To compute this value we should know mutual robot, personnel 

approaching speed and the time needed to stop all movements. 

A minimum distance to hazard Lc (3) depends on a robot’s operational speed, a 

sensory system reaction time, control system response time and robot’s braking 

characteristics. Time Ti expresses a robot’s stopping time that varies depending on 
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the applied drivers stopping category, braking system idle time and the safety 

system response time (if the safety distance is controlled by the external present 

sensing device). [21] It was assumed that in (3), (4) acceleration (deceleration) is a 

constant value. 

iic TL ×=ν  (3) 

chii LattvL >−+= 2/)( 2ν  (4) 

1)2/)/(()( 2 <−+×= attTDi hiiid ννν  (5) 

When the distance to contact is sufficient (4) we have time to decelerate the robot 

and avoid the undesired impact. When the speed of a robot can be reduced with 

some deceleration to the condition when the contact with a human becomes not 

likely, the distance is claimed to be safe. At this distance robot can move at its 

normal operational speed and in the case of a safety distance violations, it 

decelerates or cease all movements. In (4), (5) νh is a human average walking, 

hazard approaching speed. According to the human factor analysis its mean value 

is 1.6 m/s. νi is a robot operational speed, t is a time scale. At the distance Li robot 

is fulfilling its task at the max speed or at the speed needed for the effective task 

performance till there is no human entering the monitoring area. As soon as a no 

authorized access to this zone has been recognized robot’s speed is decreases with 

an acceleration a. If the critical distance Lc is overrun (or near to be), a robot is 

forced to stop. This situation occurs if human continues to move toward the robot 

in spite of the warnings, or if the robot does not have enough time to decelerate to 

the speed established as a “safe” for the current distance at the time t. 

Therefore, the distance related danger index is evaluated basing on the relation 

between the critical and the current distances, where the later should be kept 

always greater than the critical one to avoid undesirable contact. This danger index 

formulation is represented in (5). Danger index can be displayed as a circle 

(sphere) which radii corresponds to the value 1. All characteristics inside this 

circle will comply with the safety requirements, exceeded values will require 

appropriate danger reduction procedures. 

For our analysis robot speeds νi were set in the interval [0, 0.2, 0.7, 1, 1.5, 2, 2.9] 

m/s. Time Ti with respect to the speed νi was chosen according to the experimental 

results provided in the work [22] From the relation in (5) we define the time 

interval where in compliance with the danger index analysis this function should 

be less than zero (6). Fulfillment of this condition decreases the probability of the 

human robot contact since the minimum distance between them is provided by the 

danger index control. 

0)(2/)( 2 <++−= iirhir Ttattf ννν  (6) 

From Fig. 3 we can see that the requirements are met within the time interval [t1, 

t2]. Graphical representations in Fig. 4 (a) indicate the minimum required 



Acta Polytechnica Hungarica Vol. 6, No. 4, 2009 

 – 57 – 

deceleration values for the speed range: 0.25, 0.6 and 1 m/s. It is evident that 

lower velocities need less time to decelerate. Integrating human walking speed in 

the danger index formulation system has to apply greater accelerations to convey 

with the safety (danger index) requirements. (See Fig. 4 (b)) 

 

Figure 3 

The distance related danger index function 

 

 

(a) 

 

(b) 

Figure 4 

An acceleration dependent danger index representation: with human movement (a) and without (b) in 

consideration (Ti=0,5 s, linear velocities v: 0.25, 0.6, 1 m/s) 
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3.2 Force Related Danger Index 

The force F as well as acceleration a in general can be defined as a function of 

different influencing elements, i.e.: approaching velocity, robot effective mass, 

inertia, stiffness, kinetic energy, etc. In this study an effect of the manipulator arm 

effective mass and approaching speed is investigated. According to the Newton’s 

theory the impact force depends on the robot (here) acceleration or speed at the 

moment of collision, therefore, both characteristics will be considered in the 

analysis. In general, the second Newton's low formalization provides with 

description of the linear motion, where applied force F depends on the mass m 

moving with acceleration a. This formulation can be also described in terms of the 

linear momentum mv where a rate of change of the linear momentum is equal to 

the applied forces. With a reference to a collision model (will be discussed later) 

we yield (8): 

uF=
Δ
−
t

mm '

u0u νν  (8) 

Where Δt is a time of the collision duration, v’ is a velocity after impact, mu is a 

scalar value of the mass at the direction u, Fu is a resulted force at the same 

direction. At some conditions the value of this force can become infinite or very 

large. This situation is very dangerous especially when the human is under the risk 

of impact. Therefore, to establish tolerable boundaries on the exerted force 

magnitudes is an issue that has to be investigated. One of the possible solutions is 

to introduce a danger index (9) that would indicate an admissible level of the 

controlled parameter. 
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In the force related danger evaluation the producible force Fi should be is 

compared with the critical one Fc, which is maximum “safe” value, and 

established basing on the largest force magnitude that does not cause serious 

injury or pain to a human (here). In the course of the injury limit evaluation the 

most vulnerable part of a human body was considered, head. 

Similarly, with respect to Newton’s law, acceleration related index can be yielded. 

However, it was also decided to investigate HIC criteria and its applicability for a 

HRI field, thus, two critical acceleration will be used for a acceleration related 

danger estimation, based on Newton’s low and on HIC index. 

According to the studies provided in [22] the level of injury can be measured on 

the basis of the head human skull bone fractures, however, the threshold of the 

fracture highly depends on the contact area. For instance, the fracture force of the 

occipital bone is estimated 6.41 KN, while the fracture force of the maxilla bone 

was measured of only 0.66 KN. On the other hand, considering that analysis is 

provided for friendly human-robot interactions even any causes of pain should be 
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avoided. Since this characteristic also depends on the area of impact, each body 

part can be considered separately. 

Therefore, it was determined for the most critical estimations (pain tolerance) 

apply more restrictive tolerance limits on the robot exerted forces. There have 

been few reports discussing the human pain tolerance limits when static or 

dynamic stimuli are applied to the whole body. For this study a critical force value 

causing pain was derived from the analysis provided in the work [19], where 

somatic pain tolerance is investigated. Parameters of the pain tolerance were 

acquired from a human response on the applied mechanical stimuli. For instance, 

for the parts under the most frequent exposure to the hazard (hand, arm, back and 

head) the critical force was found as 140 N, 180 N, 240 N and 130 N respectively. 

In this analysis, for the further evaluations an effect of a head impact will be 

investigated. Thus, the most restrictive danger criteria will be based on the force 

equal 130 N. 

4 Manipulator Effective Mass Formulation 

For a multi-link manipulator the effective mass at the direction of impact is 

changing with each robot configuration. We consider the impact itself in the 

operational space of a manipulator, therefore, the mass and inertial properties have 

to be evaluated in that space. Since the mass properties of a manipulator are 

generally expressed with respect to its motion in joint space the transformation 

method should be introduced. 

The manipulator’s dynamic model in the joint (10) and operational spaces (11) is 

described in [23]. 

τ=++ )(),()( qgqqvqqM  (10) 

FxgxxvxM xxx =++ )(),(  (11) 

Here )(qM is n×n joint and 
xM  is end effector kinetic energy matrices, 

),( qqv , ),( xxvx
 are the vectors of centrifugal and carioles forces, )(qg is the vector 

of gravity, τ , F are the generalized vectors of joint and end effector force 

respectively. The relation between two matrices can be expressed as in (12). 

11 ))()()(()( −−= qJqMqJqM T

x
 (12) 

Where J(q) is the basic Jacobian associated with the end-effector linear and 

angular velocities and  M(q) is a symmetric positive defined mass matrix. 

Assuming that impact occurs within a robot’s transition movement (close distance 

collision), J(q) is equal to Jv(q) (Jacobian matrix associated with the linear velocity 

of the end effector). If an impact occurs when the end-effector is moving along an 
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arbitrary direction, a kinetic energy matrix in this case is a scalar (m) representing 

the mass perceived at the end effector (point of impact) in response to the 

application of a force (F) along this direction (13) (See Fig. 5). 
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To evaluate the effective mass at the direction of impact the mass matrix Mv(q) 

should be diagonalized in order to avoid the effect of coupling between its 

elements. One of the methods that can be introduced is the eigenvectors (V) and 

eigenvalues (λ) determination with an ellipsoidal geometrical representation of the 

mass matrix properties as it is shown in (14). This representation provides a 

description of the square roots of the effective mass properties (eigenvalues) in the 

arbitrary directions (eigenvectors) [24]. 
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The eigenvalues and eigenvectors associated with the matrix Mv(q) or its inverse 

provide a useful characterization of the bounds on the magnitude of the mass 

properties. The eigenvectors of this matrix define the principal directions of the 

ellipsoid and the inverse of the square roots of the eigenvalues indicate the 

corresponding equatorial radii. Moreover, by identification of the maximum 

eigenvalues (eigenvectors) characteristics (15), it is possible to assess the extent of 

the manipulator actual configuration danger and establish corresponding 

boundaries in compliance with safety requirements and danger criteria of the task 

(16). (See Fig. 5) 
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Figure 5 

Effective mass ellipsoid with two intersecting danger index (Di1, Di2) spheres 
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5 Collision Modeling 

For more precise danger indices analysis we refer to the dynamic simulation of the 

impact which is based on the one DOF mass-spring collision model (See Fig. 6). 

An assumed dynamic model is described in the equations of motion in (17): 

 0  (t)) x- (t)Ke(x  aM hrrr =+  (17) 

In here Mr and ar are manipulator arm effective mass acting in the direction of 

impact and its deceleration value after collision respectively, Ke is a measured 

effective stiffness, difference in displacements xr and xh describes a robot and a 

human (head) mutual allocation after impact. 

 

Figure 6 

Mass-spring collision model [15] 

In this assumption a mass M of the manipulator is an effective mass that reflects 

the inertial manipulator properties at the point of impact. The real value of the 

acceleration ah and the period of impact can be found from the relations below, 

assuming that the impact occurs with a maximum spring compression 

maxx(t) defined from (18): 
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Setting first derivative of the time dependant generalized form equation of motion 

(19) equal to 0 the impact period when a head is exposed to a maximum 

acceleration ah can be evaluated: 
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Here ωn is a natural frequency of the oscillation after impact. For stiff surfaces, as 

a robot is, this period is assumed to be less than duration of the impact ( tT Δ≤2/ ; 

mst 015,0=Δ ). Further, considering provided above measures, a manipulator and a 

head accelerations after impact had been estimated: 
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Where cos(ωnt)=1 if  -T/2<t<T/2 

Accelerations can be also computed for the mass-spring-damper system, which 

behavior depends on the natural damping ratio ξn (23). The system is critically 

damped when ξn = 1, over damped if ξn > 1, and oscillatory damped when ξn < 1. 

The equation of motion for this system is shown in (24): 
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Here ωd is a damped natural frequency, ζ is a damping ratio and C is a friction 

coefficient. 

Consequently, the head acceleration can be found similarly to (22) and expressed 

as in (25): 
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Where cos(ωdt)=1 if  -T/2<t<T/2 

However, in a view of the fact that the robot (here) has a very high stiffness, 

damping ratio will be very small ( 410− ) and doesn’t contribute significantly to a 

danger index value. Therefore, for the further computations mass spring damping 

system will not be considered. 

Finally, according to estimations provided in (2), (9), knowing acceleration and 

force critical values we can establish the acceleration and the force related danger 

indices. 
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6 HIC-based Danger Estimation 

According to AIS scale a head can sustain quite high accelerations if the loading is 

relatively short and if the time duration is relatively long. 

Table 1 [8] demonstrates a relation between the peak linear head acceleration and 

the severity injury level. In this research we consider situations where “no” or only 

“minor” injuries are acceptable. Therefore, according to the AIS scale the 

threshold for a maximum head acceleration has been established up to 50 g with 

the assumed impact duration Δt=15 ms. These assumptions imply the HIC 265 

computed in (26) that is correlated with the AIS1 level. 
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Table 1 

AIS Head Injury Scale [13] 

Peak linear 

acceleration, 

g 

AIS head 

injury severity 

Injury 

interpretation 

<50 0 No 

50-100 1 Minor 

100-150 2 Moderate 

150-200 3 Serious 

200-250 4 Severe 

250-300 5 Critical 

>300 6 Unsurvivable 

By substituting identified accelerations in Ch5 into a HIC criterion formulation (1) 

we can establish a relation between the AIS scale and the manipulator based 

collision model as in (29): 
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Taking a define integral from (29), a new HIC criteria that depends on the 

manipulator’s operating characteristics can be yielded as following: 
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Where sin(ωn (Δt/2))=1 for Δt>T/2 

Hence, human head acceleration from HIC index is: 
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Furthermore, substituting this expression into (9) a HIC-based acceleration and 

force related danger criterion can be obtained: 
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By definition, these two danger evaluations should be equivalent and both can be 

used independently for the safety level identification. 

7 Case Study 

To cite an example a PUMA 560 robot was applied (See Fig. 7). First, an effective 

mass matrix at a given robot configurations: q1(0), q2(0), q3(0), q4(0), q5(90), 

q6(10) grad was computed. Analysis was provided with two assumptions: the last 

3 joints of the robot do not contribute significantly into a kinetic energy matrix of 

the PUMA robot, therefore, the mass matrix M(q) in joint space has a dimension 

3x3; the distance before collision is relatively small, thus, the motion of the end 

effector in the direction of impact is considered translational. 
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Figure 7 

PUMA 560 

In Fig. 7 vectors P3 and P6 identify the center of mass of the link 3 and the point 

of impact respectively: 
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According to (10) and basing on the evaluations provided in [25] the mass matrix 

in a joint space was computed according to the assumption in (35) and for the 

considered joint angles its final numerical form is presented in (36): 
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To identify the mass matrix in the manipulator operation works space according to 

formulation in (12), Jacobian of the P6 vector (impact point) is yielded as in (37): 
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Finally, substituting (12) with evaluated expressions we can identify the required 

mass matrices in operation space for given robot configurations. The mass matrix 

numerical representation with obtained eigenvalues is presented in (38): 
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It is seen that the maximum effective mass in the direction of the eigenvector 

[ ]TV 1,0,0)1( =λ (39) (Fig. 8 (a)) can not cause serious injury to a human (sphere H), 

however, if the configuration/direction is changed, as it is shown in Fig. 8 (b) 

( [ ]TV 0,..1)1( =λ ), with no variations in the maximum effective mass value, 

personnel can be under a great risk to be injured. 

      

(a)                                                    (b) 

Figure 8 

PUMA robot configurations: a) “safe motion/ configuration,” b) dangerous motion 
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To estimate the level of this risk we refer to the acceleration and force related 

danger indices computation assuming that the manipulator interface stiffness K is 

250 KN/m and the mass m of a human head is 5 kg. 

7.1 Acceleration Related Danger Index Computation 

From the simulation results it was obtained that the mean duration of an impact Δt 

is 0.025 s. Thus, the critical acceleration value was recomputed with respect to this 

value in (44): 

gsmac 39/390
025,0

265
81.9 2

5,2 =<×=  (40) 

Furthermore, basing on acceleration related danger indices evaluated in (26), (32) 

and considering that the maximum robot effective mass M is 40 kg, boundaries for 

an initial robot speed were defined: 
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From the graphical representations below it can be noticed that in spite of the 

equivalency of two definitions, there is a significant characteristics alteration in 

the condition when the critical level is overrun. In the HIC based formulation an 

extent of danger increases much greater. (See Fig. 9 (b)) 

  

(a)                                                  (b) 

Figure 9 

Acceleration related danger Index based on: a) collision modeling-based, b) HIC criteria-based 

The impact force that corresponds to the estimated critical acceleration is 

estimated as 2 KN. This force is more than enough to cause fracture to the human 

facial bone. In the case of clamping (trapping) the extent of a penetration (σ) 

(computed according to (43)), with the facial bone stiffness Kfb=100 KN/m, can 

reach 20 mm, that is above the tolerable level. 
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fbKF /=σ  (43) 

Therefore, this criterion cannot be used under certain critical conditions. To meet 

more restrictive safety requirements, where no bone whatever stiffness it has can 

be under the risk to be fractured (or even no pain caused) a force related danger 

index should be applied. 

7.2 Force Related Danger Index Computation 

Computations were provided on the basis of evaluations presented in (33) for 

different critical forces including pain tolerance limits and the robot safety 

standardized requirements. In the (44) and (45) boundaries on the manipulator 

operating velocities were established based on the pain tolerance (130 N) and 

maxilla fracture limit forces (660 N) respectively: 
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Figure 10 illustrates the danger index behavioral characteristics according to 

identified boundaries assuming that the actual manipulator velocity is 0.7 m/s. In 

this case robot operating safe conditions can be only reached when an arm 

effective  mass is not greater than 3 kg for a pain tolerance (See Fig. 10 (a)) and 14 

kg for a maxilla fracture criteria (See Fig. 10 (b)). 

    

(a)                                                   (b) 

Figure 10 

Force related danger index chart (case study) with critical forces F=130N (a), and F=660N (b) 

With a reference to a safety standard [26], where robot speed should not exceed 

0,25 m/s and exerted force -150 N, we can identify that only the force related 

danger index approach meets requirements of this standard. In the Fig. 11 four 

indices including standard requirements are represented. The mapping was 

provided for the robot speeds 0.14, 0.25, 0.6 and 1 m/s. Velocities 0.14 and  
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0.6 m/s were related to a psychological factor. Experimental researches from 

different groups [27] showed that at these velocities person does not feel fear or 

discomfort during interactions with robots. The speed 0.14 m/s was also associated 

with the first level of interaction (L1, collaborative), while 0.6 m/s was considered 

for a second level (L2, interior monitoring). From the charts in Fig. 11 it can be 

seen that at the velocities 1m/s all danger indices exceed the admissible level for 

the effective mass M=40 kg with interface stiffness K=200 KN/m. (See Tab. 2) At 

0.6 m/s, only the acceleration related index had positive results. Meanwhile, slow 

end effector motions were found acceptable for all safety requirements. 

 

 

Figure 11 

Danger indices comparison characteristics: force related (F (130,660 N)), ANSI/RIA standard 

(F(150 N)) acceleration related (ah=39 g) for chart evaluated for a speed range: 0.14, 0.25, 0.6, 1 m/s 

Table 2 

Danger Indices Comparative Characteristic 

Danger 

Index 

Me(kg) 

 

Fc, 

N 

0,14m/s 0,25m/s 0,6m/s 1m/s 

Di(Fcp) 130 15 - 8 - 3 - 2 - 

Standard 150 18 - 10 - 4 - 2,

5 

- 

Di(Fcf) 660 72 + 40 + 18 - 10 - 

Di(Fah) 1950 238 + 136 + 56 + 33 - 

‘+‘ indicates the fulfillment of the danger criteria conditions for the manipulator effective mass 40 kg 
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The results showed that the only force related danger index approach meets 

requirements stated in the robot safety standard. If it is necessary for a task 

performance to increase robot speeds, with configuration where robot effective 

mass is relatively high, then to avoid the risk of serious injury an interface 

stiffness of this robot has to be lowered. For instance, if we apply a soft rubber 

material for a robot wrist with the stiffness 100 KN/m, speeds can be raised to the 

value up to 1 m/s as it is shown in the Fig. 12a (M=40 kg). From the diagram (Fig. 

11b) it can be noticed that in this approach a head acceleration is reduced in 

almost 1,5 times. 

 

(a) 

 

(b) 

Figure 12 

Effect of the Stiffness change on the admissible velocity range (a) and acceleration after impact (b) 

8 Proposed Applications 

To keep a “safe” level of interaction on the basis of provided estimations various 

strategies can be introduced. For instance, for large effective mass configurations, 

when the danger index is exceeded already at a relatively low velocity, and if there 

is a possible contact with a human, manipulator trajectory (points) should be 

redesigned to maintain a tolerable level of danger. Thus, the whole robot path (or, 

if it is hard to provide, near points) must be hazard free. Fig. 13 (a) illustrates a 

situation when the manipulator is moving in the direction where the human 
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presence is not acceptable (danger index circle is violated). In this case, when 

personnel are detected in the zone, robot control should whether stop the operation 

or make all possible corrections for the danger reduction. Fig. 13 b illustrates a 

field where human is allowed to approach a robot operating space. This area is 

resulted from an intersection of a danger index sphere and an effective mass 

ellipsoid, represented as a 3-D conic space with an angle φ. For instance, taking 

danger index associated with a critical pain tolerance force (Fcp=130 N) where 

permissive effective mass value is estimated as 8 kg, at a maximum robot 

operating speed 0.25 m/s along the direction u an angle φ will be 132 grad (See 

Fig. 13 b, c). However, zone outside this area should be restricted to prevent any 

non authorized entering. This approach does not require any on-line changes in the 

robot configurations or speed during task performance while personnel are inside 

the “safe” space. Fig. 14 displays a manipulator that is tracking a linear path (from 

A to B) with low effective mass (inertia) control and constant operating velocity 

(0.5 m/s here). During this motion a maximum effective mass is changing from 40 

to 110 kg, however, effective mass at the direction of the following trajectory mu, 

is controlled to not exceed the threshold value (8 kg for interaction Level 1). 

Thereby, this trajectory is “safe” from any harmful impact to a human, even if 

there is an unexpected robot motion takes place. 

  

                             a                                                    b                                                    c 

Figure 13 

Robot safeguarding strategies: a) safety violation b) 3D conic field, c) danger index representation for 

pain tolerance criteria (Fcp=130 N) 

 

Figure 14 

Robot “safe” path tracking 
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Conclusion 

In the presented work three danger indices were developed and investigated. It 

was identified that even for very low or minor injury severity levels according to 

AIS scale, there is a risk to be injured at some critical conditions (trapping). Force 

related danger index is found to be more appropriate for these situations and closer 

to the robot safety standard requirements fulfillment. Introduced indices enable to 

provide analysis on robot operating hazardous characteristics and identify the 

extent of the potential task/robot related danger. Developed approach allows to 

human and robot collaborate within all interaction levels maintaining the risk and 

probability of an accident occurrence at a very low level. 

In the future work it is planned to integrate this approach into a safety monitoring 

system, that would provide the faster and more reliable response of the robot 

system to the non anticipated failures and hazardous situations. 
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Abstract: The paper describes the influence of shot-peening onto aluminium alloy D16-T 

surface. There are estimates focusing into microgeometry of the shot peened surfaces, their 

roughness and a size of selected shot peened material - the corund. Based on the results of 

measurements, the evaluation was oriented on the curve of roughness, functionality of the 

surface roughness Ra and the necessary quantity of shot peening material qnR of estimated 

material depending on the grain size dz. 

Keywords: shot peening, functional surface, surface roughness 

1 Introduction 

Surface strengthening by shot peening can make use shot peening to increase 
resistance to fatigue stress of engineering components. Some alloys (on the basis 
of magnesium) are inclining to fatigue cracks. Defects like grains and systemless 
structures begin and accelerate this cracks – tension focusing. 

By high frequentional cyclical density, for smallest numbers of cycles to crash 
locations of cracks start appearing on the surface [1, 2]. For higher numbers of 
cycles to crash are locations of cracks begin to appear in the thermal area of the 
experimental sample [3]. After thermal treatment of some alloys the obtained 
structure, the compound of which is balanced polyedric grains with concrete 
phases. It involves mechanical properties growth and resistance to fatigue as well 
[4]. 
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In present time there is enough developed imagination of deposition process of 
thermal spraying coatings on the surfaces of steel engineering accessories. 

Lifetime of coatings depend on the ideal adhesion of functional coatings [5, 6, 7]. 
Adhesion is conditioned by ideal pretreatment of the functional surface. Shot 
peening is one of the most frequently used technologies of mechanical 
pretreatment of surface under thermal spraying coatings. The surface is cleaned by 
shot peening. It is created applicable microgeometry of the surface, too. It is 
known that the activation energy of surface made from deformation of surfaces 
layers during shot peening is definitely influencing on the coating adhesion [8]. 
This energy value reduces exponentially as a result of background influence. 
Therefore coating is to be deposited between 1-3 hours. Adhesion of coating to 
basic material can be evaluated by mechanism of adhesion. Mechanical adhesion 
of coating in surface relief of sample takes 50-80%. The Van der Walls forces 
make about 5% and power of chemical compounds make up 15-45%. In 
comparison with surface pretreatment by cauterization, shot peening is more 
convenient than cauterization. The technology of surface shot peening can be used 
for surface strengthening and producing good roughness of surface. The 
experiment was focused on the research of the microgeometry of surface, 
character of surface, influence of concrete parameter for making good, strong 
coating and the substance. 

To use of thermal spraying technologies are actual for aviation components 
renovation, made from light alloys on the base Al, Mg, Ti. Experiment research 
the influence of sorts and dimensions shot peening material grain and shot peening 
parameters on the necessary quality of surface under thermal spraying coatings. 

2 Experiment Methodology 

Experimental research was headed to analyse shot peened coating microgeometry 
and the influence of technological parametres on the required quality of surface. 

2.1 Evaluation of Shot Peened Coatings Microgeometry 

Shot peening is a specific form of coatings pretreatment of components. Character 
of shot peened surface is typical for this technology. In the shot peening process 
the component surface is hacked. Roughness is evaluated by a touch-profimeter. 
These appliances have bigger scale of measured parameters of surface roughness, 
for example Ra=30 µm. Middle arithmetic aberrance Ra was selected for surface 
evaluation. For measuring values and for making profigrams of shot peened 
surfaces, profimeter HOMMEL Tester T3 was used. 
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To obtain relevant results the next conditions have been used [7, 8]: 

• length of measured distance L= 6,3 mm, 

• terminal undulation (cut-off) l = 1,25 mm 

• number of measurements n = 10. 

Poligrams were taken out following next conditions: 

• length of measured distance L= 6,3 mm, 

• terminal undulation pinch l=∞. 

Medium arithmetic value as a statistic value has been calculated from measuring 
values of roughness. Each surface was evaluated by two profilegrams. 

2.2 Experimental Samples Preparation 

Dural samples D16-T (STN EN 42 49 11) were used in the experiment. Sample 
dimensions were chosen in such way to eliminate unwanted influence of shot 
peening device in process of shot peening (e.g heterogeneous consistency of the 
grain touches in the entire field of shot peening beam). Samples dimensions 
enabled as to realize adhesion test after thermal spraying coatings on surfaces of 
shot peened samples. Samples were made by turning into the form of a roll with 
diameter of 30 mm (Fig. 1). The functional surface of the samples before shot 
peening had the roughness of Ra=0,6 µm. 

 

Figure 1 

Sample of the D16-T aluminium alloy after shot peening 
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2.3 The Material Used for Shot Peening 

There are not uniform selected criteria for shot peening material by now. Selection 
of the shot peening material was based on the basic material properties. 

For surfaces’ shot peening process a corund granular was used (STN EN 22 40 
12). This material is produced in all granularities and the shot peening material is a 
polydisperse. To explain the influence of the grain size into the surface roughness 
was the shot peening material selected by wire screen with a specific grain 
diameter. The chosen gain diameter was according to STN 15 3105. 

2.4 Shot Peening Process 

For shot peening of the evaluated sample surfaces a laboratory equipment [5] was 
used. The influence of the sort of the shot peening material was tested during the 
experiment at the following speeds: v1=78,1 ms-1, v2=95,5 ms-1 a v3=112,4 ms-1. 
Grain angle incidence of shot peening material on sample surface was α=75°. The 
sample distance to the shot peening wheel was L=200 mm. By Matling and 
Steffens, one cannot prevent hobbing of the shot peening material onto the shot 
peened surface. It can make galvanic cells [9]. Impresses (by hobbing) can be 
made by harder shot peening materials, too. Therefore for shot peening of the 
D16-T material corund was used with a minimum grain speed of v1=78,1 ms-1. 
Next, corund of medium grain diameters: 0,36; 0,56; 0,71; 0,9; 1,12 mm were 
used. 

3 Methodics of Determining the Hacking Curve of the 

Shot Peened Surface 

The experiment was aimed to determination of the necessary quantity qnR of 
abrasive material, which is needed to completely cover the shot peened surface. 
Initiate accound was determinated from character hackingcurves, with completing 
by visual scan by Meopta stereomicroscope with zoom 100x. The Hacking curve 
technique specifies the functional dependancy of the shot peened surface 
roughness onto the quantity of the abrasive material, which shapes the measured 
surface (Fig. 2). Area from first to second part is important for the determination 
of covering surface shot peening grade by Hackingcurves (Fig. 2) [6]. 
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Figure 2 

The hacking curve 

3.1 D16-T Material Hacking Curves Determination 

Samples from the D16-T material were shot peened gradually by amount of 
1000 g, with covering grade q=0,5 gcm-2, number of amount 10. Next samples 
were shot peened by two amounts of 1000 g, fraction diameter dz=0,36; 0,56; 
0,71; 0,9 and 1,12 mm. After each shot peening the roughness Ra was measured. 
Each of Ra is the arithmetic average of 10 measured accounts. After each shot 
peening the surface was evaluated by means of optical microscope. After each 
shot peening another material was selected. The number of amounts in the 
experiment was selected so that the hacking curve could capture the first and 
second part, and partially the third one (Fig. 2). Hacking curves are in Fig. 3. 
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Figure 3 

D16-T hacking curves with corundum fractions of diameters dz 
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3.2 Necessary Quantity of an Abrasive Material Determination 

To cover of shot peened surface with touches by shot peening, it is necessary to 
know the microgeometry of the shot peened surface. The grade of covering of this 
surface is to be n=1. Now, the necessary quantity of abrasive material for surface 
covering is on the hackingkurve qnR. It is expected that the linear and planar 
covering grade is 1 (Fig. 2). 

The dependency of determining the necessary quantity of the abrasive material in 
terms of the grain dimension can be solved from the hackingkurves (Fig. 3). The 
necessary quantity of abrasive material qnR for dimension of the grain tested dz was 
determined (Fig. 4). This way is valid for the shot peening applied. 
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Figure 4 

The correlation of necessary quantity of shot peening material qnR on grain diameter dz 

3.3 Grain Diameter Influence of the Shot Peened Material on 

the Roughness Ra 

The roughness value Ra of shot peened surface was dedicated as an arithmetic 
avarage from 10 measurements. Finished values for concrete grain diameters of 
shot peening material by speed v1=78,1 ms-1 are in diagram (Fig. 3). There are 
necessary quantities involved of shot peening material qnR, too. From function 
dependancy it follows that as the grain diameter grows than the roughness value of 
shot peened material growth too. It is related directly with the touch size after the 
grains of the shot peening material falls on the surface. 

 

 



Acta Polytechnica Hungarica Vol. 6, No. 4, 2009 

 – 81 – 

4 Experimental Results Discusion 

In the shot peening process were hacked samples surfaces gradually. So one can 
state that roughness change is different in measured values (Fig. 4). That were 
given material properties of the evaluated samples. The values Ra, qnR, and dz are 
in Table 1. 

Table 1 

dz, Ra and qnR values of the material D16-T 

dz [mm] 0,36 0,56 0,71 0,9 1,12 

Ra [µm] 5,8 7,5 9,25 10,8 12,5 

qnR [kgm-2] 50 70 90 105 120 
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Figure 5 

The correlation of surface roughness Ra of D16-T material  on grain diameter dz. 

Conclusions 

Upon analyses, study and realized experiments, can be said: 

• the measured accounts were the basis for drawing the hacking curves – the 
change depends on the roughness Ra on the quantity of the shot peening 
material qnR , which fall on the measured surface, 

• the change in the roughness of the shot peened surface is influenced by the 
size of the grain of the shot peening material, as the size of diameter grows so 
does the roughness of the shot peened surface, 

• necessary quantity of shot peening material qnR  for full covering of shot 
peened surface can be determined by the hacking curves, 

• necessary quantity of shot peening material qnR  (corund) influences: shot 
peening parameters, especially the grain diameter, 

• for the shot peenned material D16-T a corund is the most suitable substance. 
By it can be achieved the cleanness of the shot peened surface and less 
necessary quantity of abrasive material qnR  with high accounts of roughness. 
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Abstract: Customer relationship management (CRM) can help organizations manage 

customer interactions more effectively to maintain competitiveness in the present economy. 

As more and more organizations realize the significance of becoming customer-centric in 

today’s competitive era, they adopted CRM as a core business strategy and invested 

heavily. CRM, an integration of information technology and relationship marketing, 

provides the infrastructure that facilitates long-term relationship building with customers 

at an enterprise-wide level. Successful CRM implementation is a complex, expensive and 

rarely technical projects. This paper presents the successful implementation of CRM from 

process perspective in a trans-national organization with operations in different segments. 

This study will aid in understanding transition, constraints and the implementation process 

of CRM in such organizations. 

Keywords: Customer Relationship Management, Customer, CRM, Implementation 

1 Introduction 

Companies that enter to compete in a new market weaken the existing and solid 
ones, due to new ways of doing and conceiving businesses. One of the factors that 
have driven all these changes is the constant change and evolution of technology. 
Because of this reality, the CRM concept has evolved in such a way that 
nowadays it must be viewed as a strategy to maintain a long-term relationship 
with the customers [1]. A good customer relationship is the key to business 
success. Relationship building and management, or what has been labelled as 
relationship marketing, is a leading approach to marketing [2]. The use of 
customer relationship management (CRM) systems is becoming increasingly 
important to improve customer life time value [3]. Understanding the needs of 
customers and offering value-added services are recognized as factors that 
determine the success or failure of companies [4]. So more and more businesses 
begin to attach great importance to electronic customer relationship management 
(eCRM), which focuses on customers instead of products or services, that is, 
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considering customer’s needs in all aspects of a business, ensuring customers’ 
satisfaction. By providing information on customer data, profiles and history they 
support important areas of a company’s core processes, especially in marketing, 
sales and service [5]. eCRM is all about optimising profitability and enabled 
businesses to keep customers under control, as it makes the customer feel they are 
really a part of the business progress [6]. When managing the transition to a 
customer-centric organization, it is mandatory to develop the capabilities to 
acquire the necessary resources, knowledge and tools to meet customer’s 
requirements with the appropriate products and services [1]. A knowledge based 
system is most effective in the managing of semi-structured problems. The 
abilities of such systems are usually applied on the managing level of strategic 
planning [7]. An effective CRM system should enable an organization to gain 
greater insight into customer behaviour and preferences whereas ERP analytics 
are more likely to focus on supply and demand for key resources and materials 
[4]. 

In spite of the wide use of sales force automation systems in sales [8], a Forrester 
study [9] observes significant deficits in today’s marketing, sales and service 
processes. It was found that just 22% of the companies surveyed possess a 
uniform customer view and only 37% know which customers are looked after by 
individual business units [10]. To eliminate weaknesses in customer contact, many 
companies are either planning or in the process of implementing CRM systems. 
According to Gartner survey [11], 65% of US companies intended to initiate CRM 
projects in 2002. In Europe, roughly 3% of companies had fully implemented a 
CRM project in 2001, 17% had initiated more than one local project and 35% 
were developing concepts for the introduction of CRM [12]. The software CRM 
market is expected to increase from $7 billion in 2000 to 23 billion in 2005, even 
though conventional wisdom is that 30 to 50 percent of CRM initiatives fall short 
of meeting company objectives, while another 20 percent actually damage 
customer relationships [13]. 

Different organizations are approaching CRM in different ways. Some view CRM 
as a technology tool while others view it as an essential part of business. 
According to Verhoef et al. [14], the success rate of CRM implementation varies 
between 30% and 70%. According to industry analysts, almost two-thirds of CRM 
system development projects fail [15]. According to IDC (International Data 
Corporation) and Gartner Group, the rate of successful CRM implementations is 
below 30% [16], hardly justifying the cost of implementation [17]. Another report 
estimates that between 60 and 90 percent of enterprise resource planning 
implementations do not achieve the goals set forth in the project approval phase 
[18] Hence, key factors of success or failures during CRM implementation have 
been the subject of active research in recent years [19]. The study performed by 
Forsyth took a sample of 700 companies, with regards to the causes of failure to 
reach the CRM benefits [20]. The main causes of failure were: 

• Organizational change (29%) 
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• Company policies/inertia (22%) 

• Little understanding of CRM (20%) 

• Poor CRM sills (6%) 

The results show that there is no ‘unique’ CRM project and that successful 
implementations are rarely technical projects [10]. Therefore the objective of this 
paper is to report successful CRM implementation and lessons learned in an 
organization involved in many countries with operations in different segments. 

CRM is a synthesis of many existing principles from relationship marketing [21], 
[22], [23] and the broader issue of customer-focused management. CRM systems 
provide the infrastructure that facilitates long-term relationship building with 
customers. Some examples of the functionality of CRM systems are sales force 
automation, data warehousing, data mining, decision support, and reporting tools 
[24], [25]. CRM systems also reduce duplication in data entry and maintenance by 
providing a centralized firm-database of customer information. This database 
replaces systems maintained by individual sales people, institutionalizes customer 
relationships, and prevents the loss of organizational customer knowledge when 
sales people leave the firm [26]. Centralized customer data are also valuable to 
firms managing multiple product lines. In many cases customers will overlap 
across different lines of business, providing an opportunity for increasing 
revenues through cross-selling. 

The paper is organized as follows: Section 2 reviews the literature on CRM 
implementation. In Section 3 we have presented the CRM implementation in a 
multinational organization. Finally Section 4 draws conclusions from the case 
study in terms of its practical relevance and lessons learned. 

2 Literature Review 

The first requirement for the successful implementation of CRM is clarity 
regarding CRM terminology. From the many approaches available, the distinction 
between the following three areas has become generally accepted [27]. 

• Operational CRM supports front office processes, e.g. the staff in a call 
center. Operational integration points exist to human resource systems 
for user data and ERP systems for transferring order information which 
was captured e.g. from a call center representative [10]. From an 
operations perspective, Bose [28] pointed out that CRM is an integration 
of technologies and business processes that are adopted to satisfy the 
needs of a customer during any given interaction. 
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• Analytical CRM builds on operational CRM and establishes information 
on customer segments, behaviour and value using statistical methods. It 
is useful for management and evaluation purposes, the operational 
customer data are integrated with a centralized data warehouse which is 
consolidated data based on certain criteria (e.g. sales, profits). Here the 
data mining tool analyses defined dimensions, e.g. compares the 
characteristics of one customer with another, leading to the determination 
of a customer segment and thus providing the basis for a targeted 
marketing campaigns [10]. 

• Collaborative CRM concentrates on customer integration using a 
coordinated mix of interaction channels (multi-channel management), 
e.g. online shops, and call centres. Approximately 60% of the companies 
surveyed use internet portals in their customer communication for 
selected or suitable activities [10]. 

CRM is therefore understood as a customer-oriented management approach where 
information systems provide information to support operational, analytical and 
collaborative CRM processes and thus contribute to customer profitability and 
retention. While potential benefits are attractive, CRM implementation must be 
managed carefully to deliver results [4]. 

Automation refers to using technologies including computer processing to make 
decisions and implement programmed decision processes [29]. The CRM system 
is the automation of horizontally integrated business processes involving “front 
office” customer touch points –sales (contact management, product 
configuration), marketing (campaign management, telemarketing), and customer 
service (call center, field service)-via multiple, interconnected delivery channels. 
Therefore, CRM system implementation is commonly used in functional areas 
such as customer support and services, sales and marketing. CRM life cycle 
includes three stages: Integration, Analysis and Action [30]. In the first stage, The 
CRM lifecycle begins with the integration of front office systems and the 
centralization of customer-related data [19]. Second stage called Analysis is the 
most critical to CRM success [30]. CRM analytics enable the effective 
management of customer relationships [19]. Using CRM analytics, organizations 
are able to analyse customer behaviours, identify customer-buying patterns and 
discover casual relationships [30]. The final phase, Action, is where the strategic 
decisions are carried out. Business processes and organizational structures are 
refined based on the improved customer understanding gained through analysis 
[31]. This stage closes the CRM loop and allows organizations to cash in on the 
valuable insights gained through analysis. Systemic approaches to CRM help 
organizations coordinate and effectively maintain the growth of different customer 
contact points or communication channels. The systemic approach places CRM at 
the core of the organization, with customer-oriented business processes and the 
integration of CRM systems [32]. 



Acta Polytechnica Hungarica Vol. 6, No. 4, 2009 

 – 87 – 

According to Gefen and Ridings [33], a CRM system consists of multiple modules 
including: operational CRM, which supports a variety of customer-oriented 
business processes in marketing, sales and service operations; and analytic CRM 
which analyses customer data and transaction patterns to improve customer 
relationships. Operational and analytic CRM modules provide the major functions 
of a CRM system. Successful CRM implementation often entails significant 
organizational transformation due to the complexity of multiple operations 
involved in managing customer relationships [34]. Implementing a CRM system is 
only part of the needed change. To adopt the new ways of interacting with 
customers, firms need to align various organizational aspects with their CRM 
systems, e.g. business processes, strategies, top management support, and 
employee training [35]. A typical CRM implementation can be classified into six 
iterative processes including exploring and analysing, visioning, building business 
case, planning and designing solution, implementing and integrating, and realizing 
value [31]. Resulting from a variety of catastrophic ERP implementation failures, 
research on ERP systems points to the need to reduce application complexity. The 
likelihood of success is related to reduced project scope, complexity, and 
customization of the application. Defining a reasonable (i.e., smaller) system 
scope by phasing in software functionality over a series of sequential 
implementation phases is an important means of decreasing complexity. Similarly, 
reducing or eliminating customization of the specific functionality of CRM 
application software is critical to lowering risk. It is business needs that should 
determine the CRM application functionality – the scope of functions to be 
implemented [36]. Organizations are finding that implementing CRM 
functionality beginning with quick, clear-cut and profitable ‘hits’ helps to insure 
the initial success, and thus long- term success of a CRM initiative. 

Generally, the case study method is a preferred strategy when “how” and “why” 
questions are being posed, and the researcher has little control over events [37]. 
The case study method, a qualitative and descriptive research method, looks 
intensely at an individual or small participants, drawing conclusions only about 
the participants or group and only in the specific context [37]. The case study 
method is an ideal methodology when a holistic, in-depth investigation is required 
[38]. Case studies are often conducted in order to gain a rich understanding of a 
phenomenon and, in information systems research, the intensive nature, the 
richness of a case study description and the complexity of the phenomenon are 
frequently stressed in case study reports [39]. 
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3 Case Study 

3.1 Organization Background 

Organization is a trans-national enterprise with operations in different segments. 
This company engages in the design, manufacture, and sale of precision motion 
and fluid controls, and control systems for various applications in markets 
worldwide. The company has been growing rapidly in all segments. 

3.2 Information Technology Infrastructure 

The company has highly skilled engineers and has grown from being a small to a 
large company. IT in the company has been “home-grown”, i.e. systems were 
created using available tools to capture processes. Employee empowerment is very 
high in the company. This also meant that the company’s business units could 
decide what systems – hardware, software and networks it wanted individually. 
This has led to a plethora of IT systems. The CIO (Chief Information Officer) of 
the company started rationalizing the “basic” infrastructure to Lotus Notes for e-
mail and Microsoft Office Suite for office applications. An Enterprise Resource 
Planning System (ERP) from QAD called MFG/PRO was implemented to take 
care of manufacturing, financials and logistic transactions of the company. This 
system was implemented individually in each country. Customization was not 
allowed without confirmation by a change request committee. Since reporting in 
MFG/PRO was weak, the company went ahead with a data-warehousing solution 
called “Cubes” based on a Progress database. Data needed for financial and 
management reporting was extracted on a daily basis from MFG/PRO into the 
cubes for analysis. The group is now considering moving all the disparate 
MFG/PRO systems to its data centre in the main office. 

3.3 The Search for IT Solution 

The company has doubled its’ operations over the past five years. The growing 
number of customers in various segments calls for a solution in information 
technology (IT). The company has over 5,000 customers spanning various 
markets like Power, Plastics, Metal Forming, etc. Due to large number of 
customers using the company’s components in various markets for various 
applications and lesser profitability, it was decided to bring together senior 
managers in the company for determining its future strategy for the IT solution. 
They found that use of IT in CRM would help the company in maximizing 
revenues in a cost-effective manner through various applications to a consolidated 
database, for example, sales forecasting, decision of marketing strategies, and 
customer identification. 
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3.4 Impetus for CRM 

CRM can be defined as a management process of acquiring customers by 
understanding their requirements; retaining customers by fulfilling requirements 
more than their expectations; and attracting new customers through customer 
specific strategic marketing approaches. This requires total commitment from the 
entire organization. CRM uses IT to track the ways in which a company interacts 
with its customers; analyses these interactions to maximize the lifetime value of 
customers while maximizing customer satisfaction. The company has a large 
customer base, though the value of business from each customer is currently low. 
CRM would help the company in identifying customers who provide the greatest 
revenues for every marketing or service dollar spent or customers who cost little 
to attract. Typically, these ‘good’ customers present 80 to 90 percent of the 
company’s profits, though they are only 10 to 20 percent of the client base. 

The motivation for selecting CRM in the company was to increase business value 
due to the following: 

• Information about customers is stored in disparate applications as the 
employee empowerment is very high. This customer related information 
from various systems needed to be brought in, analysed, cleansed and 
distributed to various customer touch-points across the enterprise, so that 
the various stakeholders – marketing, sales and engineering teams see a 
single version of ‘truth’ about the customer. 

• This single source of customer data can be used for sales, customer 
service, marketing, etc. thereby enhancing customer experience and 
reducing churn-rate. Churn-rate measures the number of customers who 
have stopped using the company’s products. 

• By storing information about past purchases, sales team can make 
customized selling or personal recommendations to the customer. Also, 
this helps in up-selling or cross-selling opportunities. 

• Capability to improve current sales forecasting, team selling, 
standardizing sales and marketing processes and systems. 

• Support direct-marketing campaigns by capturing prospect and customer 
data, provides product information, qualified leads for marketing, and 
scheduling and tracking direct marketing communication. Also, it helps 
the marketing team fine-tune their campaigns by understanding the 
prospect of customer conversion. 

• To help engineering in understanding market demand for specific 
product designs and act accordingly. 

• Single out profitable customers for preferential treatment, thereby 
increasing customer loyalty. 

• Easing sales account management through consolidated information. 
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3.5 CRM Implementation Process 

3.5.1 ERP Selection 

Since there were two different ERP systems in the company, with one mail 
system, it was difficult for the company to choose the right CRM system. In the 
end, a relatively unknown system called Relavis was selected as the preferred 
ERP system. Relavis was chosen because it tightly integrated with IBM Lotus 
Notes which is the common infrastructure across the whole enterprise. Relavis is a 
small company. The product is more economical than a Seibel, SAP or Oracle. 
The system has modules to cater to eMarketing, eSales and eService. 

3.5.2 Scoping 

The scope covered sales and marketing processes and followed the ‘service 

platform’ approach. A service platform integrates multiple applications from 
multiple business functions (in this case, sales, marketing, engineering), business 
units or business partners to deliver a seamless experience for the customer, 
employee, manager or partner. As shown in Figure 1, the new system (Relavis) 
was implemented to gain integrated information from marketing and sales 
departments to provide input to the ERP and Data warehousing applications and 
finally create analytical reports to make better business decisions e.g. to 
understand the sales results of specific leads, recommend better selling techniques 
and target specific leads etc. The new application could track the status of a lead 
through all stages of the sales and marketing lifecycle. 

 

Figure 1 

Enterprise’s CRM Implementation Overall Process Flow [40] 
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Marketing was working on branding strategies and segmentation. Events were 
managed by marketing. These events would come up with a huge number of leads 
for new opportunities and marketing wanted to handover leads to sales. Sales 
filtered the leads from marketing and their own sources into opportunities. 
Opportunities were defined as those having specific sales persons assigned. These 
accounts were carefully evaluated to see if they fit with company’s overall 
strategy of increasing revenue and profitability by solution selling. The Miller 
Heiman Process was used to capture relevant information on the opportunity and 
the blue-sheets of Miller Heiman were closely monitored by VP Sales and top 
management. The non-strategic product sale was channelled to distributors and 
agents. Consolidated forecast numbers were reviewed by senior management on a 
regular basis. Orders that were received were executed. 

3.5.3 Design 

A “gap analysis” was conducted since the CIO (chief information officer) wanted 
a successful “business” implementation of the system vis-à-vis a technical 
implementation, the sales and marketing process was mapped. The “as-is” process 
described the cradle-to-grave aspects of the process. The “to-be” process 
incorporated Relavis, together with other tools like Miller Heiman eforms, The 
Horizon system for forecast, MFG/PRO system for order execution and 
Datawarehouse Cubes for analysis. Relavis was customized to include “Business 
Intelligence” – a piece of software extracting account specific information from 
past sales through the Cubes. 

3.5.4 Implementation 

Implementation involved reviewing the resource requirements and availability, 
both in terms of hardware and software. The company had Lotus Notes skills in 
the organization. The system was simple. Hence the implementation was done 
using in-house resources. Training on the product was arranged from Relavis and 
its partners. The system approach involved a “big-bang” approach. After all, an 
audit and review should be undertaken to determine the monetary as well as non-
monetary benefits against costs incurred. The implementation primarily consisted 
of the major steps as given in Table 1. 

3.5.5 Impact 

The system was packaged software, with very minimal customization. The only 
additions to the software were the Business Intelligence part and electronic Miller 
Heiman blue-sheet for strategic opportunities and gold-sheets for Large Accounts. 

Some key users were involved in the decision-making. The project 
implementation plan was received well by all. The IT department made sure that 
the project was driven by sales for the eSales module and marketing for the 
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eMarketing module. A steering committee comprised of senior managers of each 
country (called REPCOTE or Relavis Pacific COre TEam) was formed to drive 
the implementation. IT took the role of being facilitator. 

Table 1 

Major tasks during implementation and their duration [40] 

ID Task Name Duration

1 Infrastructure readiness 2 days

2 Get Licenses 1 day

3 Synch with Lotus Notes team on training 0.1 days

4 Client PCs / Notebooks and network connecti 0.1 days

5 Give training sys implementn doc to local IT s 1 day

6 Process Mapping 5 days

7 Sales process data gathering 3 days

8 "To-be" Sales process mapping 1 day

9 "To-be" Support process map 1 day

10 Data cleanup 15 days

11 Send excel formats to countries 1 day

12 Identify account-supporting documents to be 1 day

13 Existing - MFG/PRO data 4 days

14 Update MFG/PRO customer data with lat 3 days

15 Download cust, add, contact, type ... to ex 1 day

16 Contact data (non-MFG/PRO sources) 2 days

17 Update data to Relavis 1 day

18 Upload existing customer activities into Relav 5 days

19 Review business rules 1 day

20 Train users 4 days

21 Configure user profiles and relationships 0.5 days

22 Install Training Database in all users 0.5 days

23 Miller Heiman eLearning 0 days

24 Notes training 1 day

25 Calendaring, sharing calendars,  to-do lis 1 day

26 Relavis training 2 days

27 Relavis Product training 1.5 days

28 Business Intelligence 0.1 days

29 Horizon screen-show 0.2 days
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With the implementation, sales believe that the whole process needs to be 
changed. Business Process Maps with the process, key performance indicators 
(KPIs), responsibilities and systems were drawn up for possible scenarios. After 
training, in local languages (Japanese, Korean, Mandarin-Chinese), the users were 
comfortable. A pre-cursor course of general Lotus Notes training was offered to 
make sure that users were comfortable with functions such as calendaring, to-do 
lists, etc. An audit of the implementation is planned for the end of the year to find 
out key success factors and lessons learnt from the implementation. Besides 
facilitation of documentation about effectiveness of the new system, this audit also 
provides a baseline measure for future reference. It is best if the audit can provide 
information about monetary and non-monetary benefits. For example, a balanced 
scorecard (BSC) approach, a framework developed by Kaplan and Norton, can be 
adopted. The BSC is organized around four different perspectives: financial; 
customer (user, or internal customers); internal business processes; and 
innovation, learning and growth. This approach provides a balance between 
quantitative and qualitative outcome measures. This project provides company a 
chance to look for the potentials of virtual office, business process reengineering 
and knowledge management activities. Knowledge is best to capture in work 
groups and projects by direct definition by humans, extraction from successful 
practice, verification and experience [41]. The potential benefits derived here 
should not be underestimated. 

4 Discussion 

Whether outcomes are positive or negative, they are likely to change the 
organizational context in some way. For example, a successful CRM 
implementation should increase knowledge management capabilities, willingness 
to share data capabilities and to share data etc. Similarly, an unsuccessful 
implementation may lead to an opposite effect making staff more reluctant to 
collaborate or to use the new technology [4]. Sauer’s model [42] classifies the list 
of CRM CSFs (Critical Success Factors) as follows: 

• Context: knowledge management capabilities, willingness to share data, 
willingness to change processes, technological readiness. 

• Supports: top management support. 

• Project organization: communication of CRM strategy, culture change 
capability, and systems integration capability. 

These three serve to connect the CRM CSFs to the extant body of knowledge on 
information systems success/failure and to provide a higher-level of abstraction to 
the CSF list. They also suggest a set of high-level relationships between the CSFs. 
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Alt and Puschmann [10] applied the following benchmarking procedure (Table 2) 
to investigate the use of CRM in organizations to identify successful practices. 
This approach has proved suitable for obtaining information on current practices 
and results [43]. Alt and Puschmann [10] found that benchmarking showed that 
CRM involves significant changes regarding the organization of marketing, sales 
and service activities. Most organizations reorganized internal processes and 
implemented them on a cross-functional and cross-organizational basis. It is also 
interesting to know from this study that implementing a CRM system is not 
mainly driven by the possible savings, 55% of the benchmarked companies agreed 
that strategic or qualitative goals have been the main drivers for introducing CRM. 

Table 2 

Summary of benchmarks, criteria and success factors [10] 

Benchmarks Criteria Critical success factors 

Introduction Project High level of 
implementation 
Running CRM system 
(>6 months) 

Start with operational CRM and 
enhance with analytical and 
collaborative CRM 
Rapid evaluation of CRM 
information systems 
Medium-term projects which need 
to be broken down in manageable 
sub-projects 

Organization and 
customer process 

Customer process 
thinking 
Analytical CRM 
(Customer segmentation) 
Customer centered 
organization structures 

Redesign of customer interaction 
points and orientation on customer 
process activities 
Centralized organization unit for 
standardization 
Involvement of top management 

System architecture Centralized customer 
database 
Integration of CRM 
applications 
Integration of Internet 
portals 

Select CRM system depending on 
CRM focus 
Use standard CRM software with 
minimal customization 
Integrate systems for analytical and 
collaborative CRM with 
operational CRM systems 

Efficiency Quantification of CRM 
effects 
Availability of 
measurement system 

Management of projects ‘in time’ 
and ‘in budget’ 
Measurement of small quantifiable 
benefits 

Culture CRM as corporate 
philosophy 
Availability of change 
management 

Involve users in early stage and 
communicate CRM goals 
CRM should not conflict with 
established organization culture 
Ensure use of CRM on 
management level 
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As mentioned in section 3.4.5 information system audit and balanced scorecard 
(BSC) approach is underway for comprehensive evaluation. After CRM 
implementation, team tried to collect information via interviews with key 
stakeholders and found encouraging results. Quicker turnaround time, reduced 
internal costs and marketing costs, higher employee productivity and customer 
retention are some of the benefits as mentioned by stakeholders which will 
eventually lead to increased revenues and profitability. In terms of intangible 
benefits stakeholders observed increased customer satisfaction, depth and 
effectiveness of customer satisfaction, streamlined business processes, closer 
contact management, improved customer service and better understanding of 
customer requirements. Therefore this CRM implementation seems successful to a 
good extent qualitatively in this regard. A questionnaire is under development to 
measure the effectiveness empirically (validating the CSFs) and report this to all 
stakeholders as feedback towards further improvement on specific CSF’s 
attributes. The simulation model will also be used for further research to CRM 
implementation and benefits. The questionnaire will provide data as initial values 
for the CSF variables in the simulation model. Using these values and other 
parameters, the simulation can move onward in time in order to explore different 
scenarios and the consequences of different decisions. This will provide managers 
with a new and powerful tool with which to exploit the potential of CRM for 
organizational success. King and Burgess [4] suggested that there is a need for 
stronger theoretical models of the entire CRM innovation process which can be 
used by managers to better understand the underlying causes of success and 
failure. Kim and Kim [44] recommended having an organizational evaluation 
mechanism to manage, control, and assess the effectiveness of CRM 
implementation and operational practices. They further argued that a practical 
perspective based on real experiences as well as theoretical studies is also 
important to build a framework for measuring CRM performance. CRM is still at 
an early stage regarding adoption in practice as well as the understanding of 
success factors in detailed level [10]. They suggested that further research is 
needed to derive empirically testable hypotheses as suggested by Romano [45] to 
embed the success factors in a methodology which guides enterprises in 
successful CRM implementations. 

Conclusions 

Organizations face considerable challenges in implementing large-scale integrated 
systems such as ERP and CRM. Implementation of a CRM system was identified 
as a critical need to align with the overall business strategy of selling solutions, 
instead of products. The implementation was driven by the business users, with IT 
playing a facilitating role, thereby making sure that users derive maximum value 
from implementation. After successful implementation, the CRM system may get 
into an impact mode, which may challenge business strategy. Various case studies 
provide different findings which are unique to CRM implementations because of 
integrative characteristics of CRM systems. As a future plan we would like to 
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compare various CRM implementations in different organizations on selected 
significant attributes such as critical success factors and other benchmarks. 
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Abstract: Paper presents a family of helical two-revolutional cyclical surfaces, which are 

created by movement of the circle alongside the helical cycloidal curve, where circle is 

located in the curve normal plane and its centre is on this curve. Helical cycloidal curve 

can be created by simultaneous revolution of a point about two different axes 3o, 2o and by 

screwing about axis 1o in the space. Form of the helical cycloidal curve and also of the 

helical two-revolutional cyclical surface is dependent on the relative position of the three 

axes of revolutions, on multiples of angular velocities and orientations of separate 

revolutions. Analytic representation, classification of surfaces and some of their geometric 

properties are derived. 

Keywords: revolution, angular velocity, cyclical surface 

1 Introduction 

Helical two-revolutional cyclical surface can be created by movement of the circle 

alongside the helical cycloidal curve. Circle is located in the normal plane of the 

curve and its centre is on this curve. 

Helical cycloidal curve can be created by simultaneous revolutions of a point 

about two different lines, axis 3o, 2o and by screwing about axis 1o. Trajectories of 

the point P, which revolves about single axes of revolutions are circles 2k, 3k 

located in the planes perpendicular to the axes of revolution 2o, 3o, trajectory of the 

point P, which screws about axis 1o is helix 1k. With respect to the relative position 

of axes of revolutions these circles do not necessarily lie in one plane. Form of the 

helical cycloidal curve is dependent on the relative position of the axes 1o, 2o, 3o, 

on the orientations of the single revolutions and on their angular velocities, and 

also on the position of the revolving point P with respect to the axes of 

revolutions. In the next section there is described the creation of one type of the 

helical two-revolutional cyclical surface for particular relative position of the axes 

of revolutions (Figure 1). 
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Figure 1 

Position of the axes of 

revolutions 

Figure 2 

Linear oblique helical surface 

Figure 3 

Conical surface of revolution 

Let axis 1o be fixed and zo =1  in the Cartesian coordinate system ( )zyx ,,,O . 

Axis  2o skew to 1o, oo 12
, creates a linear oblique helical surface by its 

screwing about axis 1o with angular velocity w1 = v, with orientation determined 

by parameter q1 and screw height h (Figure 2). Axis  3o that is intersect to 
2o, oo 23 × , creates a conical surface of revolution by revolution about axis o2  

with angular velocity w2 = m1w1 = m1v and with orientation determined by 

parameter q2 (Figure 3). Axis 3o parallel to 1o,  3o 1 ׀׀o, creates a cylindrical helical 

surface of revolution by screwing about axis o1  (Figure 4). In Figure 5 there are 

displayed all three surfaces together. Axis o3 , which revolves about axis o2  and 

screws about axis o1  simultaneously, creates a composed linear helical-

revolutional suface (Figure 6). This surface has four identical branches, because 

axis o3  revolves about axis o2  with angular velocity, which is 4-multiple of 

angular velocity of revolution of the axis o2  about axis o1 . 

 

Figure 4 

Cylindrical helical surface 

Figure 5 

All three surfaces together 

Figure 6 

Composed linear helical- 

revolutional surface 
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Point P revolves about axis o3  with angular velocity vmmwmw 12223 ==  with 

orientation determined by parameter q3, where perameters 1,, 321 ±=qqq  (if 

1i +=q , for i = 1,2,3, then revolution is right-handed, if 1i −=q , then revolution is 

left-handed). Trajectory of the point P movement created by its screwing about 

axis o1  is helix k1  (Figure 7), the circle k2  is the trajectory of the point P 

movement about axis o2  (Figure 8) and the circle k3  is the trajectory of the point 

P movement about axis o3  (Figure 9). 

 

Figure 7 

Helix 1k 

Figure 8 

Helix 1k and circle 2k 

Figure 9 

Helix 1k and circles 2k, 3k 

Curve k as trajectory of the point P composite helical-two-revolutional movement 

is created by rolling of the circle 3k on the circle 2k, which rolls on the helix 1k 

simultaneously (Figure 10). Form of this helical cycloidal curve is dependent on 

the relative position of the axes ooo 321 ,, , on the orientations of the single 

revolutions and on their angular velocities, and also on the position of the 

revolving point P with respect to three axes of revolutions. 

 

Figure 10 

Trajectory of the point P 

Figure 11 

Helical two-revolutinal cyclical 

surface 

Figure 12 

Wiev on it from above 
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Helical two-revolutinal cyclical surface can be created by moving a circle 

alongside the curve k, while the circle lies allways in the normal plane of the curve 

k and its centre is on the curve (Figure 11, in Figure 12 is view from above). 

2 Classification of a Family of Helical Two-

Revolutional Cyclical Surfaces 

Classification of the family of helical two-revolutional cyclical surfaces can be 

done according to the relative position of axes of revolutions 3o, 2o and 1o, which 

may be parallel, intersect or skew. Distribution of surfaces within the family is 

illustrated in the next Figure 13. 

 

Figure 13 

Classification of a family helical two-revolutional surfaces 

Type of surface

I  2o 1 ׀׀o 

II  2o × 1o

III  2o ⁄ 1o

1  3o 2 ׀׀o 2  3o × 2o 3  3o  ⁄  2o

B  3o × 1o

C  3o  ⁄  1o

B  3o × 1o 

C  3o  ⁄  1o 

A  3o 1 ׀׀o

1  3o 2 ׀׀o 2  3o × 2o 3  3o  ⁄  2o

1  3o ׀׀ 2o 2  3o × 2o 3  3o  ⁄  2o

B  3o × 1o

C  3o  ⁄  1o

A  3o 1 ׀׀o

B  3o × 1o

C  3o  ⁄  1o

A  3o 1 ׀׀o 

B  3o × 1o 

C  3o  ⁄  1o 

B  3o × 1o

C  3o  ⁄  1o

A  3o 1 ׀׀o 

B  3o × 1o

C  3o  ⁄  1o

A  3o 1 ׀׀o 

B  3o × 1o 

C  3o  ⁄  1o 
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Helical two-revolutional cyclical surfaces are distributed in the first level into the 

three types I, II, III with respect to the relative position of the axes 2o and 1o. 

Surfaces in all three subclasses I, II, III are distributed in the second level into the 

three types 1, 2, 3 with respect to the relative position of the axes 3o and 2o. 

Finaly, in the third level, each subgroup of types 1, 2, 3 can be further classified 

with respect to the relative position of the axes 3o and 1o into types A, B or C. 

3 Analytical Representation of Helical Two-

Revolutional Cyclical Surfaces 

Let us derive the vector function of the helical two-revolutional cyclical surface 

for one particular position of the axes of revolutions and for one special position 

of the point P with respect of these axes, particularly for the surface of type 

III 2 A. Derivation of the vector function of all other types of surfaces is 

analogous. 

Let the axes of revolution be in the following relative positions: zo =1 , oo 12  

(skew), oo 23 ×  (intersect), o3 o1 ׀׀   (parallel). The position of axis 2o in the plane 

parallel to the coordinate plane (xz), ν ′⊂o2 , ν' ׀׀ ν, is determined by parameters 

d1, d2, d3, which determine the position of the intersection points of axis o2  with 

the coordinate planes (xy) and (yz) in the Cartesian coordinate system ( )zyx ,,,O . 

Then 13arctg  dd=α  is the angle formed by axis 2o with the coordinate plane (xy) 

and the position of axis o3  is determined by parameter d2, which is the distance 

between axes o3  and o1  (Figure 1). 

Screwing about axis o1  with angular velocity w1 = v, in the direction determined 

by parameter 11 ±=q , with screw height h is represented by matrix 

( )( ) ( ) ( )π2,0,0.11111 hv, qwq,vw z TTT = , (1) 

where the matrix ( )11, qwzT represents revolution about axis z by angle w1 in the 

direction determined by parameter q1 and for 1i =  it can be derived from (2) 

( )
⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛
−

=

1000

0100

00cossin

00sincos

iii

iii

iiz

wwq

wqw

, qwT  (2) 
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and matrix ( )π2,0,0 hvT  is translation with vector ( )π2,0,0 hv  expressed in 

(6). 

Revolution about axis o2  with angular velocity 112 wmw = , in the direction 

determined by parameter 12 ±=q , is represented by matrix 

( )( ) ( ) ( ) ( ) ( ) ( )0,,.1..1.0,,,v 21y22xy21222 ddα, -, qwα, ddqw TTTTTT +−−= , (3) 

where the matrix ( )1 ,y ±αT  expressed in (4) represents the revolution about axis y 

by angle α in positive or negative direction, matrix ( )22x , qwT  represents 

revolution about axis x by angle vm  w 12 =  in the direction determined by 

parameter q2 in (5), matrix ( )0,, 21 dd ±±T  represents translation with translation 

vector ( )0,, 21 dd ±±  in (6). 

( )
⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛ ±

=±

1000

0cos0sin

0010

0sin0cos

1 ,y αα

αα

α
∓

T , (4) 
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22
wwq
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⎟
⎟
⎟
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⎠

⎞

⎜
⎜
⎜
⎜
⎜

⎝

⎛

±±±

=±±±

1

0100

0010

0001

, ,

kji

kji

ddd

dddT . (6) 

Revolutionary movement of the point ( )1,,,P 000 zyx=  about axis o3  with angular 

velocity vmmwmw 12223 ==  and in the direction determined by parameter 

13 ±=q  is represented by matrix 

( )( ) ( ) ( ) ( )0, ,0. ,.0 , ,0, 233z2333 dqw-dqvw TTTT = , (7) 

where matrix ( )0 , ,0 2d±T  in (6) represents translation with translation 

vector ( )0,,0 2d± , and matrix ( )33z  , qwT  is for 3i =  expressed by (2). 

Vector function of the helical cycloidal curve k created by simultaneous revolution 

of the point ( )1,,, 000 zyx=P  about axes o3 , o2  and screwing about o1  is 
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( ) ( )( ) ( )( ) ( )( )111222333  ,. ,. ,. qvwqvwqvwv TTTRr = , π2 0,∈v , (8) 

where ( )( )333  , qvwT , ( )( )222  , qvwT , ( )( )111  , qvwT  are matrices of particular 

revolutions and screwing expressed in (6), (3), (1) and ( )1 , , , 000 zyx=R  is the 

positioning vector of the point P. 

Let the new coordinate system be defined at the arbitrary regular point k P∈ , 

identical to the trihedron ( )bnt ,,,P  determined by tangent t, basic normal n and 

binormal b to the curve k with unit vectors expressed in (9) 

( ) ( ) ( )
( )v

v
t,t,tv

r

r
t

′
′

== 321 , ( ) ( ) ( )
( )v

v
n,n,nv

r

r
n

′′
′′

== 321 , ( ) ( ) ( ) ( )vvbbbv ntb ×== 321 ,, . (9) 

Helical two-revolutional cyclical surface can be created by movement of the circle 

( )rc  P,=  with centre P and radius r alongside the curve k so that the circle is 

located in the normal plane of the curve in the point k P∈ , which is determined 

by basic normal n and binormal b to this curve. Vector function of this surface is 

( ) ( ) ( )urburnurburnurburnvvu sincos,sincos,sincos, 332211 ++++=rP , (10) 

for π2,0∈u , π2,0∈v , where ( )vr  is vector function of the helical cycloidal 

curve k expressed in (8). 

Form of the helical cycloidal curve k and created helical two-revolutional cyclical 

surface changes in dependence on the relative position of the axes of revolutions 

that are determined by parameters di, i = 1,2,3. Surface has m1 identical external 

branches, where every branch has m2 identical internal branches. Point P revolves 

about axis 3o with angular velocity w3, which is m2-multiple of the angular 

velocity w2 of the revolution about axis 2o and w2 is m1-multiple of the angular 

velocity w1 of the revolution about axis 1o. Many different forms of cycloidal 

cyclical surfaces can be created by change of their determining parameters. 

              

Figure 14 

61 =m , 22 =m  
Figure 15 

31 =m , 22 =m  
Figure 16 

41 =m , 32 =m  
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Figure 17 

41 =m , 42 =m  

Figure 18 

41 =m , 22 =m , 12 −=q , 13 −=q  

Figure 19 

41 =m , 22 =m , 12 −=q , 13 +=q  

Variations of the surface form are shown by change of some parameters of the 

surface of type III 2 A  displayed in Figures 11 and 12. Presented surface is 

determined by parameters 41 =m , 22 =m , 121 +==qq , 13 −=q , then it has 4 

external and 2 internal branches, and all three revolutions are not right-handed. 

Surface in Figure 14 is determined by parameter 61 =m , 22 =m , in Figure 15 by 

31 =m , 22 =m , in Figure 16 by 41 =m , 32 =m , in Figure 17 by 41 =m , 42 =m , 

then there are changes in the number of external and internal branches. 

In Figure 18 depicted surface is determined by parameters 41 =m , 22 =m , 

12 −=q , 13 −=q , in Figure 19 by 12 −=q  and 13 +=q , then there are changes in 

the orientations of particular revolutions. 

In Figure 20, there is presented surface with parameters identical to parameters of 

surface in Figures 11 and 12, but the position of the point P(x0, y0, z0, 1) was 

changed from (d1/2, d2/2, 0, 1) to (d1, 0, 0, 1). 

Surface with parameters 41 =m , 62 =m , 12 −=q , 13 +=q  is illusrated in Figures 

21 and 22, but relative position of the axes has been changed to position 2o / 1o, 
2o ⊥ 1o and 2o ⊥ 3o. Surfaces in Figures 14-21 are displayed by view from above, 

because in these views the changes of parameters are more illustrative. 

     

Figure 20 

41 =m , 62 =m , 12 −=q , 13 +=q  

Figure 21 

New position of the point P 

Figure 22 

Wiev on it from above 
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Conclusion 

As the conclusion it can be summarised that the presented family of helical two-

revolutional cyclical surfaces serves as an endlessly rich source of inspiration for 

artistic and design purposes. Their unusually complex forms obtained in a 

relatively simple way of composite spatial transformation. Special skew symmetry 

and harmonical periodicity reflect their simplistic generating priciple based on the 

naturally basic movement of our universe, revolution about an axis in the space. 

Several surface types from the presented classification frame are displayed in the 

Figures 23 a)-o) without commentary, as the most persuasive evidence. 

           

a) b) c) 

           

d) e) f) 

           

g) h) i) 
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                             j)                                                  k)                                                    l) 

          

                         m)                                                   n)                                                      o) 

Figure 23 

Surface types from the presented classification frame 
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Abstract: In this paper a multi-agent based mobile robot simulation system will be 

presented where the behaviour of the system is studied with different number of agents (1, 

3,6) and also with different number of ultrasonic range sensors on agents (8 or 16 US 

sensors on individual agents). The task of the autonomous agents is to create the potential 

field (PF) of an unknown environment. The classic problems of PF building, like oscillation 

and trapping, are not the focus of the article, but instead, the article is concerned with the 

agents’ self-organizing ability where self-organizing is controlled by a genetic algorithm 

(GA). The GA is equipped with two fitness functions where one “maintains” the distances 

between certain agents (spat distr), while another “watches” the area coverage (area 

cover). In fact, the paper can be divided into three main parts. The first part describes the 

ultrasonic sensing and range measuring with systematic errors, the potential field (PF) 

building and the moving strategies. The second part contains description of the GA, the 

operation of the GA, the structure of the system, the fitness functions and a general system-

error determination. In the final third part, the obtained results are analyzed and presented 

in the appendices. 

Keywords: Genetic algorithm (GA), Mobile Robot, Multi-agent, Potential Field 

1 Aims and Motivation 

Nowadays, in mobile robot research a huge amount of literature is available about 

path planning and course controlling based on a potential field. These articles are 

mostly about eliminating or preventing the classic problems arising in potential 

field building, such as trapping and oscillation. With the evolution of this area of 

knowledge, newer and newer methods are appearing for handling these mentioned 

problems, but these methods usually concern single agents. A good example can 
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be seen in [1], where the authors are eliminating the oscillation problem by a 

VFB1 guiding model, in which at path planning the VFB is realized by a neuro-

fuzzy model producing an oscillation free path between the starting and docking 

positions. The developed algorithm was tested in a virtual training environment 

named “COSMOS”, and the results can be found in the mentioned article. In 

relation to this, another example can be mentioned where the classic parking 

problem is realized by a hybrid navigation structure, with the elements of 

computational intelligence [2]. The hybrid structure has three components: 

harmonic PF (calculation of the path in an initial – static – environment); neural 

network (trying to control the robot to pass through the orientation marks that the 

path is composed of); fuzzy controller (obstacle avoidance and trying to find the 

next orientation marks again). For simulation results see [2]. 

My primary aim is to create a functional simulation system that will be able to 

create the potential field of an unknown environment on a multi-agent platform. 

While developing it I will not devote to the classic problems of potential field 

building (trapping, oscillation), but I rather wish to control the group behaviour of 

agents, believing that the previously mentioned basic problems can also be 

eliminated by this. My secondary aim is, in case of a successful system, to 

accomplish its analysis (see conclusion) and (probably in another article) to 

increase the efficiency of the algorithm by tuning the system or the GA 

parameters. Later in the future I would like to apply this algorithm for multi-agent 

systems with different sensors (e.g. visual sensors) as well. 

2 Introduction 

This paper actually is a continuation of the conference paper [3], and this is why 

the basic definitions and determinations published previously are mentioned here 

only in a shortened form. 

Distributed problem solving at multi-agent mobile robot systems has its origin in 

the late 1980s [4], [5], however, since 2000, the field of cooperative mobile agents 

has shown dramatic development. It is reasonable to ask: Why should we use 

multi-agent mobile robot systems? Answering it, let me compare several 

advantages of multi-agent systems, as contrasted with single-agent ones. 

 More efficiency (faster and more accurate). 

Keeping to the main topic of the paper, in multi-agent systems – by exchanging 

the main information between one another –, the individual agents are capable to 

localize themselves faster and more accurately. 

                                                           
1
 Vector Field Based guiding model 
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 More fault-tolerant. 

Namely, if in a single-agent system the agent breaks down, the task will not be 

executed, while in a multi-agent system, though depending on its intelligence, the 

execution of the task is continued. 

Generally speaking, a multi-robot system has the following remarkable properties: 

 Larger range of task domains (flexibility) 

 Fault-tolerance 

 Greater efficiency, robustness 

In the development of multi robot systems, primary merits can be attributed to M. 

J. Mataric (MIT, USA) whose scientific achievements include researching and 

developing strategies of behaviour-based mobile robot systems [6], [7], [8]. Each 

of these studies contains relevant statements and definitions in the field of 

individual or group behaviour of mobile robots. The individual agent is very well 

defined by Tecuci in [9] –“the agent is an autonomously active entity with certain 

possibilities to sense its environment and act in it in order to achieve certain states 

of this environment in which certain previously specified goals are achieved”. 

Later, by the development of this field of science different types of agents were 

defined, and this can be observed very well in [10], where the basic classification 

of agents is extended and apart from this the agents are classified from a 

functional-computational perspective. After the definition of single agents, we can 

now focus on multi-agent systems and mainly on the cooperation between 

individual agents. In [11], the authors try to draw the agents into an agent coalition 

for the sake of a more efficient task execution. Firstly, the agent coalition is 

formed, the individual agents are rated and some value is assigned to them. Then, 

based on the agent’s value, the agent will join the coalition if the coalition brings 

to the agent at least the same or better results than when it works independently. 

Another important contribution has been made by Fukuda and Iritani, who tried to 

widen the possibilities of the cooperation between separated agents in multi agent 

mobile robot systems [12]. 

The simulation system, described in this paper has a modular structure. There is a 

separate module for the sensory system of the agents (which is the mathematical 

model of the ultrasonic range detector), another module contains the GA, 

responsible for near-optimal behaviour selection, and the next separated module is 

responsible for displaying results and assessments. 

Since the simulation system has been prepared in a MATLAB environment, it is 

inevitable to make the mathematical model of the system. The workspace is 

digitally decomposed (grid construction), and the agents are point-represented in 

this model. The visited areas are renumbered during the process of map-building, 

in order to avoid duplicity of the map occurring in the same area. The potential 

field building and calculation is based on the principle of the well-known 
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repulsive forces. A simplified map building process by one agent is represented on 

Figure 1. The agent moves to the new position, assigns the position to the grid 

construction of the model, performs distance measurements, evaluates the 

potential field value (broadcasting the parameters of its own new position to the 

other agents), and then plans the next move. The potential field values are stored 

on the host remote server, where the global potential field map of the whole WS 

will be updated. In the advanced systems (will be represented in this paper), in 

order to avoid collisions, the moving mechanism is controlled by the GA. 

 

Move to 

P0 (x0,y0) 
Take N measurements 

[D1,..Dn] 

Association to the grid 

Pj (xj,yj) 

Update the map  

(based on evaluated values) 

Planning the next  

motion 

Figure 1 

A simple map building process 

3 Sensing 

The individual agents are equipped with 8 or 16 ultrasonic sensors for distance 

measurements. The sensors are equally spaced on a ring around the body of the 

robot (see Figure 2a) so that the sensors form a regular octagon (or a polygon with 

16 points) on the circle of the agent. In this case the sensing sector of each sensor 

can be calculated with the form: 

;
2

N

πβ =  (1) 

where, N is the number of sensors. The sensors can also choose either long- or 

short-range sensing. The long-range sensing (LRS) perceives the obstacle or other 

agents in the given sector (β) in infinite2 distances. The short-range sensing (SRS) 

is determined in a circle with radius R0. Occupation of the segments by other 

agents or obstacles, is represented with a binary word, and will have importance in 

choosing the next behavior or the moving mechanism. 

 β 

 

Figure 2a 

The agent, and the sensors around, located by angle β 

                                                           
2 infinite=beyond the given radius R0  
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R0 
MSB 

B1 

B2 

B6 

 

Figure 2b 

The Long, and Short range sensing 

Let us see the illustration given on Figure 2b, where the binary words of short- 

respectively long-range sensing are: 

LRS: 00101010 

SRS: 00000011 

Mathematically can be written: 

;
,0

,1

⎪⎩

⎪
⎨
⎧

∉∀

∈∃
=

ji

ji

j
P

P
b

ε

ε
 (2) 

where, bj is the value, given by the jth sensor, and Pi is the position of ith agent in 

sector εj. In case of short-range sensing the sensing sector (εj) is valid only in the 

given R0 radius. 

};|||{ 00 RPPP iij <−=ε  (3) 

where, Pi is the position of ith agent, and P0 is the position of reference agent [13]. 

The surrounding environment of the reference robot is represented with the binary 

words LRS and SRS. We can say that two binary words are equivalent if the 

number of 1s and the position of 1s in relation to one another are identical (e. g. 

the words ς1=01100000 és ς2=00000110 are equivalent). It is observable that with 

shifting to left or right, or with circular operations we can get several equivalent 

words. Let us name these equivalent bits stimulus and label (ς). The stimulus 

contains the description of the environment of the mobile robot [13]. 

In the perception model, the starting positions of the agents are already known 

(see Appendix 3). In an ideal case, the (d) distance is calculated from the time of 
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flight (t) and the spreading of speed of sound (v), in case of ultrasonic range 

measurements [14]. 

;.
2

1
tvd =  (4) 

In this model the ideal case is considered, that is after checking the sensing 

segment’s occupation, the distance calculations in x and y directions has been 

provided. The distance measurement model can be seen on Figure 3. 

Error 

P0 

Pj 

Di
0 

j

iD
~

 

j

iD̂
ρj

The edge of the 

sensed object 

β

γ
 

Figure 3 

The mathematical model of US sensing 

As a result of WS rasterizing (grid construction), an exact result of distance 

measurement is almost impossible. Unfortunately this is inconceivable in real 

environment, since we have to take into consideration the error (δD), see Figure 3. 

|;ˆ~
| j

i

j

iD DD −=δ  (5) 

where, 
j

iD
~

is the real distance, and 
j

iD̂ is the evaluated one. 

);16..1(.,8..1,cos.ˆ 0 respiDD ji

j

i =−= βρ  (6) 

The distances measured with N ultrasonic sensors are stored in the L measuring-

vector. The measuring-vector belonging to the P0 location is: L0≅[D1
0,D2

0,..,D8
0]. 

Besides, the evaluated distances in the model (after the grid association) belonging 

to the Pj position are stored in the distance-vector: ]ˆ,..,ˆ,ˆ[ˆ
821

jjj

j DDDL = . The 

errors depend on the complexity of the environment and certainly on the map grid 
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width (see Figure 3). With reference to the members of Lj vector, for the sake of 

better evaluation results, the weighting vector (wi) has been introduced. Regarding 

the distance between the robot location and Pj raster position, the weighting can be 

written as: 

;
2
jew j

ηρ−=  (7) 

where η is a positive constant, and ρj is the distance between P0-Pj locations (See 

Figure 3). Namely wj=1 if the agent is exactly in the position Pj (in this case 

Pj≡P0). 

4 The Potential Field 

The creation of the artificial potential field (APF) has been done by the well-

known repulsive force method [1], [13]. 
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 (8) 

where, UART is the APF, UGOAL is the potential field spreading from the goal, UOBS 

is the potential field of the obstacle, kp is a positive gain, l0 is a threshold limit 

beyond which are no repulsive forces, and η is a positive constant. 

The potential field building 

In case of validity of the next condition: 

;0ˆ],,1[ ≥∈∀ j

iDNi  (9) 

the potential field is calculated from the 
jL̂  vector. This condition is valid for the 

visibility of Pj position simultaneously. If the above mentioned condition is not 

valid, it means that the agent is on the obstacle, or is part of the obstacle. The 

evaluated value of the potential field at the location Pj in step “t” (if the above 

mentioned condition is valid), is: 

;ˆ
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where λ is a positive coefficient. The potential field values, belonging to Pj 

position, measured by kth mobile robot, at time “t”, are stored in set Ω. 
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To the t

jΩ  set, is associated the following confidence weight vector: 
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where the normalized weight component of 
t

jW is: 
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Finally an acceptable potential field value can be readily calculated as follows: 
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5 Motion Mechanism 

After the execution of sensing, measurements, and estimating the value of the 

potential field in position P0, the agent has to move to the next position to 

continue its measurements. This move can be applied as based on three motion 

selection [13]: 

Directional1 – here the standard deviation of potential field is calculated in all (N) 

sensing sectors within the given maximum movement step (dm) at time “t” and “t-

1”. Moreover, the move in time “t+1” will be calculated according to the motion 

direction (φ) and motion step (ds). For the P0 location of the robot at time “t+1” 

can be written: 

;.0

1

0

φj
s

tt edPP +=+
 (16) 
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Let us store the difference of the standard deviations of potential fields at the same 

sensing vector, at time “t” and “t-1” in vectorΔ.. Then the ith component of this 

vector is: 

});,..2,1,,|({ 1 NijUUllstd i

t

ij

t

ijijiji =∈∀−==Δ − ε  (17) 

Besides, let array Λ be the standard deviation of potential field for all locations in 

the same sensing sector at time “t”. For the ith component of this vector can be 

written: 

});1||,,|({ ≤−∈∀==Λ ijjUvvstd v

t

ijijiji ε  (18) 

where εv is defined similarly like εi, - see above. After that, the motion direction in 

sector i: 

;,

);,..,,max(| 21

ij

Nii

Pj ε
φ

∉∀
ΔΔΔ=Δ

 (19) 

where Pj is the location, and εi is the sensing sector. Namely, the agent will select 

its direction of movement (φ) in “i” sector, based on the condition (19). The exact 

position, ),( 00

1

0 yxP t+
, within the selected sector, should satisfy the following 

condition: 

,...);,max(),(|),( 210000 ΛΛ=Λ yxyx i
 (20) 

Directional2 – The strategy is almost the same as previously (see Directional1), 

the only difference being in selecting the exact position within the selected sector. 

The exact position selection is based on the minimum value of vector Λ. 

,...);,min(),(|),( 210000 ΛΛ=Λ yxyx i
 (21) 

Limited random – The agent selects its motion direction and step size randomly, 

within the given limits. 

φi=rand([1..N]); (22) 

ds=rand([1..dm]); (23) 

The next question should be about how to make the potential field building 

process more effective. The answer lies in the appropriate behaviour mechanism. 

 



I. Nagy Behaviour Study of a Multi-Agent Mobile Robot System during Potential Field Building 

 – 120 – 

6 Behaviour Selection Mechanism 

Usually, in behaviour-based task execution at mobile robots, the next behaviour is 

very much influenced by the environment (as we know, the environment of the 

mobile robot is represented by stimuli; see above). In a general case, it exists as a 

set of behaviours out of which the best behaviour will be chosen by the algorithm, 

based on the environment’s appraised measurements. 

Behaviour in single agent environment – Let the primitive behaviour correspond 

to the direction of the 8 (or 16) ultrasonic sensors (see Figure 2b, {B1, B2, …B8}). 

In other words, the elementary motions are summarized in vector B, B=[B1..BN]. 

The values of this vector can be Bi∈{-1,1} in such a way that: Bi=1, if the agent is 

capable of executing the required move, else Bi=-1. The behaviour and the 

weighting vectors are: 

;

.

.

2

1

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

NB

B

B

B ;

.

.

2

1

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

Nw

w

w

W   (24) 

where, the values of weighting: Wi=-1, if Bi=-1, and in other cases the weighting 

is: 

;1| 1
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=−≠
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∑ iw

N

i

iW  (25) 

The simplified behaviour selection process can be summed up as follows: Based 

on the sensing vector (see LRS, SRS mentioned above), the appropriate stimulus is 

given which triggers a condition for the behaviour selection mechanism. Next, as 

the output of the embedded learning mechanism (See Figure 4; dashed line), the 

near optimal behaviour will be selected. Let us have a few more words about the 

simplified learning mechanism. Any response to the sensing vector of the agent 

(what is nothing else than a stimulus, and the response to the stimulus, which is 

the behaviour) is represented by the varying weight. The learning step is the 

following: if the agent has selected the motion direction, then the components of 

the W vector will be updated. As a result of a series of updating, the outcome will 

be some more significant directions. 
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BEHAVIOUR 

SELECTION

BEHAVIOUR  

WEIGHTING

PERFORMANCE 

EVALUATION

ςk 

Bk

SENSORS

 

Figure 4 

The simplified behaviour selection 

The process: a stimulus (ςk) is chosen, to which the appropriate behaviour (Bk) 

belongs, next the motion is executed, and then the operation is appraised by 

weighting (W). The next stimulus-behaviour pair selection is based on this 

weighting vector, which produces a more effective motion mechanism. 

Behaviour in a multi-agent environment – Let the agent to the stimulus (ςk) select 

the behaviour (Bk), at time „t”. After it, the robot learns, based on its local 

performance criteria. In the case if a common basis for behaviour selection is 

used, the agents can share their learned knowledge. The behaviour weight vector 

will be updated, based on the following: 

));((1 WWshapenormalW t

k

t

k Δ+=+
ςς  (26) 

where operator “normal” is normalizing the weight vector, and ΔW is an 

increment vector. The performance of operator “shape” is illustrated on Figure 5, 

where the updated weight vector passes through function1, and conditionally 

function2 [15]. 

 Function_1 Function_2 

Wi+ΔWi 
W0 

 

Figure 5 

The “shape” operator 

The function1: 
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The function2: 

;
1

0 ψα
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= − iw

e
w  (28) 

where coefficients α and ψ influence the shape of the function. Then, the jth 

component of the ΔW weight-increment vector is: 
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where E(Bk) is an evaluation of behaviour Bk and δ∈[-1,1]. At time t=0, the ith 

component of the behaviour weight vector is: 
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where β is the number of the feasible behaviours. 

Behaviour selection mechanism – this mechanism assigns the behaviour weight to 

the corresponding behaviour (sel: W→Bk.). The behaviour selection mechanism 

can work in two ways: 

a) selection based on the probability of the behaviour weight vector distribution: 

;| )( kwPkk BB =ς  (31) 

b) selection based on maximum weight: 

;| ),..,max( 21 Nk wwwwkk BB ==ς  (32) 

After behaviour selection the agent moves along in the selected direction, with 

step size d0. Let us mark the position at time “t”→Pt, and at time “t+1”→Pt+1. In 

this case this whole process (action) can be defined as [15]: 

);,,( 0

1 t

ik

t

i PdBactionP =+
 (33) 

The next step in behaviour based robotics was, mainly in environments where 

multi-agent robot groups occur, that for the selecting of near optimal behaviour 

genetic algorithms and/or neural networks were used. In this paper the near 

optimal behaviour is selected through a genetic algorithm which is working with 

two fitness functions. The essence of behaviour-control is that the agents are 

organized into robot groups, the efficiency of the individual agents is evaluated, 

and then based on this evaluation the next “action” is selected. In “action”, the 

direction selection is considered with two situations. The first is the spatial 

distribution of agents (when the distance between two agents i and j is less than 
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the given threshold distance: dij≤R2). The second is the area coverage, when 

dij>R2. 

Spatial distribution - For the reference robot i, and m – neighbouring robots, is 

valid: 
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;_
1

1

ij

i

im

jm

m

e
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Area coverage: 
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where, dim is the distance between robot i and m, then md is the number of group 

robots inside of R2 threshold limit, γm is the relative angle of motion direction (see 

Figure 3, where mth agent is moving to Pj location and θi≡ρi), and 
0

nD is the nth 

component of L0 vector. 

Let the significant proximity direction a time t be 
u

iθ  (that is the direction of the 

ith agent’s motion is u, where u is one of the 8/16 sensing sectors: u∈[1..N]). 

There exists a probability vector ϖi, where the components express the efficiency 

of (34) and/or (35) if the motion was executed. This ϖi vector can be written as 

follows: 

ϖi=[φ1, φ2, … ,φN];

where φk∈[0,1] and ;1
1∑ =

=
N

k kφ . In case if the agent in the next motion (at time 

t+1) selects a different motion direction “v”, (v∈[1..N]), denotes it by 
v

iθ , then 

the kth component of the ϖi vector will be updated as follows: 

;
0
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;
1

1

⎩
⎨
⎧ +−=

=

+
+

=+

otherwise
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 (37) 

where ψ is a positive coefficient. As a result of permanent updating some motion 

directions become more significant than others. 
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7 Genetic Algorithm 

In this system the near optimal motion direction is selected through a GA. The 

simplified operation of the genetic algorithm works as follows: 

 The fitness of each member in a GA population is calculated according to an 

evaluation function (fitness functions), which measures how well the 

individual performs. 

 Individuals performing well are propagated in proportion to their fitness; on 

the other hand, the poorly performing members are reduced or eliminated 

completely. 

 By exchanging the information between members it is possible to create new 

search points, by which the population explores the search space and 

converges in an optimal solution. 

To find and represent these new search points, the GA uses its operators. Several 

operators are known, but the three most frequently used ones are: reproduction 

(selects the fittest members and copies them exactly; crossover (swapping some 

part of their representations.); mutation (prevents the loss of information that 

occurs as the population converges on the fittest individuals). 

In every step the mobile robot checks its environment, then according to the 

vectors (34), (35) and the probability vector ϖi, (what is the result of the learning 

process), next motion direction is selected. In compliance with this probability 

vector, the GA population will be determined on the basis of this ϖi vector. The 

structure of this whole system can be seen on Figure. 6. 
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Figure 6 

The architecture of the system 
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Inside the dashed lines the GA module can be seen. For chromosome 

representation let us define a 2D coordinate frame, centred at the current location 

of the agent, and square bounded, where the sides are determined by the maximal 

step size (2.dm+1). In accordance with this, the local region for the agent’s next 

movement is: x’, y’∈[-dm, dm]. Moreover, let us suppose that (2.dm+1) 

corresponds to a binary string L, following from the fact that location within the 

local region can be represented by two binary values, with length L. For the 

behaviour evolution of a single agent, we can use a chromosome of length 2L, and 

for a group with M robots it is 2LM. 

The fitness functions – In this system 3 fitness functions are used, out of which the 

1st is the general fitness function (fg), used for exploring less confident regions and 

for avoiding the repetition of other agents’ work [13]. 
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where 
tk

iw  is the confidence weight corresponding to the location of agent i, then 

m is the number of agents grouped together during one evolutionary movement 

step, me is the number of robots which do not belong to m, that is the inter-

distance between two robots i and j is greater than R1 (dij>R1). The 2nd and 3rd 

fitness functions are special functions, and correspond to the criteria of multi-

robot spatial diffusion and area coverage, see relations (34), (35). 
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where, md is the number of robots with inter-distances dij>R2, where mc is the 

number of area-covering robots, Δν is the number of location visited by agents mc 

and ξi is the proximity distance between robot i and other agents. The complete 

fitness function can be defined as follows: 

;
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8 The System Error 

At simulation systems the question of system errors is not avoidable. There are 

several possibilities to error definition. Usually at models related to mobile robots, 

we can define errors arising from: a) non-ideal mathematical models, b) 

discretization of the work space. Of course each of these errors is repairable. The 

1st is repairable by the more exact mathematical models, and the 2nd one by 

scaling. In the present system, the error arising from discretization of the WS is 

formally defined as follows [13]: 

;)ˆ~
(

1

1

2∑
=

−≅
K

j

j

t

j UU
K

tε  (41) 

where K, denotes the total number of locations in the potential field map, and 

j

t

j UU ˆ,
~  belongs to the estimated and true potential field values at position Pj(xj,yj). 

Conclusion 

It is a simulation system for potential field building process in the multi-agent 

domain that has been described in this paper. The aim is to provide an opportunity 

for studying the behaviour vectors of agents, for the sake of selecting the near-

optimal behaviour. 

The aims stated in the first section (aims & motivation) have been fulfilled. A 

working multi-agent based simulation model has been created and the features 

mentioned in the second section (introduction), namely “more efficiency”, have 

“more or less” been realised as well. Let us look at one of the most important 

elements of the list: “faster and more accurate”. An unambiguous answer is given 

in Appendix 5, where on Figure 12 it is clearly seen that in case of a single agent, 

the system was not able to create the potential field in 30 steps, while in case of 3 

or 6 agents (Figures 13 and 14) it was accomplished successfully. Another 

conception of mine was that the basic problems of trapping and oscillation will be 

solved by a GA algorithm. The idea has proved to be successful too, as seen in the 

5th interval on Figure 15b in Appendix 6, where in case of single agent the 

problem is clearly visible, while on Figures 16 and 17 (in case of 3 or 6 agents) 

this problem is not present. The reason why I used the words “more or less” above 

is because I expected slightly better results from the aspect of area coverage. In 

my view, in case of 6 agents it is possible to improve the area coverage by tuning 

the GA parameters and fitness functions. 
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Appendices 

This paper contains 6 appendices. In Appendix 1 the geometrical 2D map of the 

WS and its exact potential field can be seen. Appendix 2 includes tables with 

system parameters, GA parameters and computer parameters, used in the 

simulation. In Appendix 3 the starting positions of mobile agents can be found, 

while Appendix 4 contains the table and graph of running times with different 

number of agents and sensors. In Appendix 5 the resulting PFs are seen, also built 

up by different number of agents and sensors on the agents, while in Appendix 6 

the wandered trajectories are represented in 6 intervals. 

Appendix 1 

The Workspace and its exact potential field 

 

 

 

 

 

 

 

 

Figure 7 

The WS in 2D with two obstacles 

 

 

 

 

 

 

 

 

 

 

 

Figure 8 

The exact PF of WS 
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Appendix 2 

Tables of parameters used in the system and in the GA 

 

Table 1 

System parameters 

Description Unit Value 

   

The loaded WS size unit 195 x 120 

WS resolution (grid width) grid 3 

Normalised WS 
GridWidth

Y

GridWidth

X
;  40 x 65 

Maximum movement step (dm) location 7 

Behaviour-vector increment  0,2 

Threshold distance R1 grid 10 

Threshold distance R2 grid 15 

 

Table 2 

Parameters used in GA 

Description Unit Value 

Robot description (in GA)  bit 8 

Population size (P)  20/3045/65/90/120 

Generations per step  8/12/18/26/36/48 

Crossover probability (pc)  0,6 

Mutation probability (pm)  0,1/0,05/0,005 

   

 

Table 3 

Computer parameters 

Description Unit Value 

Operation system  WIN-XP, prof. 

Processor clock GHz 1,60  

RAM size Mbyte 512 
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Appendix 3 

The starting positions of the mobile robots 

 

 

 

 

 

 

 

 

 

 

Figure 9 

Starting position of 1 agent 

 

 

 

 

 

 

 

 

 

 

Figure 10 

Starting positions of 3 agents 
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Figure 11 

Starting positions of 6 agents 

Appendix 4 

Table of results 

Table 4 

The Running Times 

 

Running Times 

(in seconds) 

Maximum number of steps 5 30 

Number of sensors 8 16 8 16 

Number of robots ↓     

1 37 31 208 195 

3 77 150 595 657 

6 177 240 1162 1521 
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Graph-1: The running Times
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Appendix 5 

 

a.)
b.)

Figure 12 
The resulting PF of WS, built up by 1 agent in 30 steps 

a) 8 sensors, b) 16 sensors 

Figure 13 

The resulting PF of WS, built up by 3 agents in 30 steps: 

a) 8 sensors, b) 16 sensors 

a.) b.)
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Appendix 6 

 

Figure 15a 

Trajectories of 1 agent, in 6 intervals, MaxRunStep=30, 8 sensors 

 

Figure 14 

The resulting PF of WS built up with 6 agents in 30 steps: 

a) 8 sensors, b) 16 sensors 

a.)
b.)
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Figure 15b 

Trajectories of 1 agent, in 6 intervals, MaxRunStep=30, 16 sensors 

 

Figure 16a 

Trajectories of 3 agents, in 6 intervals, MaxRunStep=30, 8 sensors 
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Figure 16b 

Trajectories of 3 agents, in 6 intervals, MaxRunStep=30, 16 sensors 

 

Figure 17a 

Trajectories of 6 agents, in 6 intervals, MaxRunStep=30, 8 sensors 
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Figure 17b 

Trajectories of 6 agents, in 6 intervals, MaxRunStep=30, 16 sensors 
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Abstract: A neural implementation of a harmonic elimination strategy for the control a 

uniform step asymmetrical 9-level inverter is proposed and described in this paper. A 

Multi-Layer Perceptrons (MLP) neural network is used to approximate the mapping 

between the modulation rate and the required switching angles. After learning, the neural 

network generates the appropriate switching angles for the inverter. This leads to a low-

computational-cost neural controller which is therefore well suited for real-time 

applications. This neural approach is compared to the well-known Multi-Carrier Pulse-

Width Modulation (MCPWM). Simulation results demonstrate the technical advantages of 

the neural implementation of the harmonic elimination strategy over the conventional 

method for the control of an uniform step asymmetrical 9-level inverter. The approach is 

used to supply an asynchronous machine and results show that the neural method ensures a 

highest quality torque by efficiently canceling the harmonics generated by the inverter. 

Keywords: Uniform step asymmetrical multilevel inverter, Harmonics Elimination Strategy, 

Artificial Neural Networks, Multi-Layer Perceptron, Multi-Carrier Pulse-Width 

Modulation 

1 Introduction 

Inverters are widely used in modern power grids; a great focus is therefore made 

in different research fields in order to develop their performance. Three-level 

inverters are now conventional apparatus but other topologies have been attempted 

this last decade for different kinds of applications [1]. Among them, Neutral Point 

Clamped (NPC) inverters, flying capacitors inverters also called imbricated cells, 

and series connected cells inverters called cascaded inverters [2]. 
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This paper is a study about a three-phase multilevel converter based on series 

connected single phase inverters (partial cells) in each phase. A multilevel 

converter with k partial inverters connected in serial is presented by Fig. 1. In this 

configuration, each cell of rank j = 1, ...k is supplied by a dc-voltage source udj. It 

has been shown that feeding partial cells with unequal dc-voltages (asymmetric 

feeding) increases the number of levels of the generated output voltage without 

any supplemental complexity to the existing topology [3]. These inverters are 

referred to as ”Asymmetrical Multilevel Inverters” or AMI. 
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Figure 1 

Three-phase structure of a multilevel converter with k partial monophased inverters series connected 

per phase 

Some applications such as active power filtering need inverters with high 

performances [4]. These performances are obtained if there are still any harmonics 

at the output voltages and currents. Different Pulse-Width Modulation (PWM) 

control-techniques have been proposed in order to reduce the residual harmonics 

at the output and to increase the performances of the inverters [5]. The most 

popular one is probably the multi-carrier PWM technique [6] which shifts the 

harmonics to high frequencies by using high-frequency carriers. However, 

electronic devices and components have limited switching-frequencies. High-

frequency carriers are therefore limited by this constraint. An alternative solution 

consists in adapting the principle of the Harmonics Elimination Strategy (HES) to 

AMIs [7]. The HES allows canceling the critical harmonic distortions and 

therefore controlling the fundamental component of the signal by using electronic 

devices with low switching frequencies. 

The principle of this technique relies on the resolution of a system of non linear 

equations to elaborate the switching angle control signals for the electronic 

devices [8]. Practically, the implementation of this method requires memorizing 
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all the firing angles which is complex and needs considerable computational costs. 

Mathematical solutions with limited computational costs are therefore preferably 

used for real-time applications. The approach can be achieved with Artificial 

Neural Networks (ANNs) which are known as parsimonious universal 

approximators. Their learning from examples leads to robust generalization 

capabilities [9]. 

This paper proposes a HES based on ANNs to control a 9-level Uniform Step 

Asymmetrical Multilevel Inverter (USAMI). The work presented in [10] has been 

applied to an 11-level USAMI. In this paper, the neural implementation of the 

HES is applied to 9-level USAMI. Standard Multi-Layer Perceptrons (MLP) [11] 

are used for approximating the relationship between the modulation rate and the 

inverters switching angles. The performance of this neural approach is evaluated 

and compared to the MCPWM technique. The proposed neural strategy is also 

evaluated when the inverter supplies an asynchronous machine. In this application, 

it is important that the implemented controller computes appropriate switching 

angles for the inverters in order to minimize the harmonics absorbed by the 

asynchronous machine. Performances where successfully achieved, the neural 

controller demonstrates a satisfying behavior and a good robustness. 

The paper is organized as follows. USAMIs are described and modeled in Section 

2. Section 3 briefly introduces the well-known MCPWM and brings out the 

original HES based on a MLP. Section 4 evaluates the proposed neural strategy in 

computing optimal angles of an inverter used to supply an asynchronous machine. 

The results show that the neural method cancels the harmonics distortions and 

supplies the machine with a well-formed sinusoidal voltage waveform. Finally, a 

summary of the results is presented in the Conclusion. 

2 Uniform Step Asymmetrical Multilevel Inverters 

Multilevel inverters generate at the ac-terminal several voltage levels as close as 

possible to the input signal. Fig. 2 for example illustrates the N voltage levels us1, 

us2, ... usN composing a typical sinusoidal output voltage waveform. The output 

voltage step is defined by the difference between two consecutive voltages. A 

multilevel converter has a uniform or regular voltage step, if the steps ∆u between 

all voltage levels are equal. In this case the step is equal to the smallest dc-voltage, 

ud1 [6]. This can be expressed by 

1)1(2312 ... dNssNssss uuuuuuuu =Δ=−==−=− −  (1) 

If this is not the case, the converter is called a non uniform step AMI or irregular 

AMI. An USAMI is based on dc-voltage sources to supply the partial cells 

(inverters) composing its topology which respects to the following conditions [6]: 
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where k represents the number of partial cells per phase and j = 1, ...k. The number 

of levels of the output voltage can be deduced from 

∑
=
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k

j

djuN
1

21  (3) 

This relationship fundamentally modifies the number of levels generated by the 

multilevel topology. Indeed, the value of N depends on the number of cells per 

phase and the corresponding supplying dc-voltages. 
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Figure 2 

Typical output voltage waveform of a multilevel inverter 

Equation (3) accepts different solutions. With k = 3 for example, there are two 

possible combinations of supply voltages for the partial inverters in order to 

generate a 11-level global output, i.e., (ud1, ud2, ud3) ∈ {(1, 1, 3); (1, 2, 2)}, and 

there are three possible combinations to generate a 15-level global output, i.e., 

(ud1, ud2, ud3) ∈ {(1, 1, 5); (1, 2, 4); (1, 3, 3)}. Fig. 3 shows the possible output 

voltages of the three partial cells of the 9-level inverter with k = 3. The dc-voltages 

of the three cells are ud1 = 1p.u., ud2 = 1p.u. and ud3 = 2p.u. The output voltages of 

each partial inverter are noted up1, up2 and up3 and can take three different values: 

up1 ∈ {−1, 0, 1}, up2 ∈ {−1, 0, 1} and up3 ∈ {−2, 0, 2}. The result is a generated 

output voltage with 9 levels: us ∈ {−4, −3, −2, −1, 0, 1, 2, 3, 4}. Some levels of 

the output voltage can be generated by different commutation sequences. For 

example, there are four possible commutation sequences resulting in us = 2p.u.: 

(up1, up2, up3) ∈ {(−1, 1, 2); (0, 0, 2); (1, −1, 2); (1, 1, 0)}. These redundant 

combinations can be selected in order to optimize the switching process of the 

inverter [12]. 
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Figure 3 

Possible output voltages of each partial inverter to generate N = 9 levels with k = 3 cells per phase 

(with ud1 = 1p.u., ud2 = 1p.u. and ud3 = 2p.u.) 

These different possibilities offered by the output voltage of the partial inverters, 

and the redundancies among them to deliver a same output voltage level, can be 

considered as degrees of freedom which can be exploited in order to optimize the 

use of a AMI. 

3 Multilevel Inverters Control Strategies 

Several modulation strategies have been proposed for symmetrical multilevel 

converters. They are generally derived from the classical modulation techniques 

used for more traditional converters [12]. Among these methods, the most 

common used is the multi-carrier sub-harmonic PWM technique. This modulation 

method can also be used to control asymmetrical multilevel power converters. In 

the case of AMIs, other kinds of modulation can be used [3]. 

In this Section, we briefly introduce the MCPWM technique. We also propose a 

HES based on ANNs. These control strategies will be compared by computer 

simulations. The objective is to elaborate optimized switching angles for an 9-

level USAMI. The inverter is then employed to supply an asynchronous machine. 

3.1 Multi-Carrier PWM (MCPWM) 

The principle of the MCPWM is based on a comparison of a sinusoidal reference 

waveform with vertically shifted carrier waveforms. N − 1 carriers are required to 

generate N levels. As shown in Fig. 4, the carriers are in continuous bands around 

the reference zero. They have the same amplitude Ac and the same frequency fc. 

The sine reference waveform has a frequency fr and an amplitude Ar. At each 
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instant, the result of the comparison is 1 if the triangular carrier is greater than the 

reference signal and 0 otherwise. The output of the modulator is the sum of the 

different comparisons which represents the voltage level. The strategy is therefore 

characterized by the two following parameters [6], respectively called the 

modulation index and the modulation rate: 
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Figure 4 

Multi-carrier PWM generation for N = 9 levels (with m = 24 and r = 0.8) 

We propose to develop a 9-level inverter composed of k = 3 partial inverters per 

phase with the following dc-voltage sources: ud1 = 1p.u., ud2 = 1p.u. and ud3 = 

2p.u.. The output voltage Vab and its frequency representation are respectively 

presented by Fig. 5 and Fig. 6. The output voltages up1, up2 and up3 of each partial 

inverter and the resulting voltage for the first phase are represented by Fig. 7. 
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Figure 5 

Output voltage Vab of the 9-level USAMI controlled by the MCPWM (with m = 24 and r = 0.8) 
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Figure 6 

Frequency content of the output voltage Vab with the MCPWM strategy (with m = 24 and r = 0.8) 
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Figure 7 

Output voltages of each partial inverter and total output voltage Va of the 9-level USAMI controlled by 

the MCPWM (with m = 24 and r = 0.8) 
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3.2 Harmonics Elimination Strategy with ANNs 

A) Harmonics Elimination Strategy (HES): The HES is based on the Fourier 

analysis of the generated voltage us at the output of the USAMI (see Fig. 2) [13]. 

This voltage is symmetric in a half and a quarter of a period. As a result, the even 

harmonic components are null. The Fourier series expansion for the us voltage is 

thus: 

⎪
⎪
⎩

⎪⎪
⎨

⎧

=

=

∑

∑

=

∞

=

p

i

i
d

n

n

ns

n
n

u
u

tnuu

1

1

1

cos
4

sin

θ
π

ω
 (6) 

where un represents the amplitude of the harmonic term of rank n, p = (N − 1)/2 is 

the number of switching over a quarter of a period, and θi are the switching angles 

(i = 1, 2...,p). 

The p switching angles in (6) are calculated by fixing the amplitude of the 

fundamental term and by canceling the p − 1 other harmonic terms. Practically, 

four switching angles (θ1, θ2… θ4) are necessary for canceling the three first 

harmonics terms (i.e., harmonics with a odd rank and non multiple of 3, therefore 

5, 7 and 11) in the case of a three phase 9-level USAMI composed of k = 3 partial 

inverters per phase supplied by the dc-voltages ud1 = 1p.u., ud2 = 1p.u. and ud3 = 

2p.u. These switching angles can be determined by solving the following system 

of non linear equations: 
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where r = u1/4ud1 is the modulation rate. The solution of (7) must also satisfy 

2
4321

πθθθθ <<<<  (8) 

and can be solved by applying the Newton-Raphson method. This method returns 

all the possible combinations of the switching angles for different values of r. The 

result is represented by Fig. 8 where one can see the presence of two possible 

solutions of angles for 0.70 ≤ r ≤ 0.76. On the other side, the system does not 

accept any solution for r < 0.629, 0.64 < r < 0.7 and 0.897 < r < 0.921. The system 

has an unique solution for all the other values of r. 

In the case of two possible solutions for an angle θi, the criteria for selecting one 

of them can be the Total Harmonic Distortion (THD). The best angle values are 

therefore the ones leading to the lowest THD. The THD is a quantifiable 

expression for determining how much the signal has been distorted. The greater 
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are the amplitudes of the harmonics, the greater are the distortions. The THD is 

defined by: 
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This is shown in Fig. 9 corresponding to the solutions given in Fig. 8. Choosing 

the switching angles based on this criteria, the multiple switching angle solutions 

given in Fig. 8 reduce to the single set of solutions given in Fig. 10, and the 

corresponding THD is shown in Fig. 11. 

The control of an AMI with the HES in a real-time application requires to 

memorize all the switching angles. A considerable computational memory space 

must therefore be involved for the implementation of this control law. 
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THD versus r for all switching angles 
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Figure 10 

Switching angles versus r leading to the lowest THD 
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Figure 11 

THD versus r for the switching angles that result in the lowest total harmonic distortion 

B) Application of ANNs: ANNs have gained increasing popularity and have 

demonstrated superior results compared to alternative methods in many studies. 

Indeed, ANNs are able to map underlying relationship between input and output 

data without prior understanding of the process under investigation. This mapping 

is achieved by adjusting their internal parameters called weights from data. This 

process is called the learning or the training process. Their interest comes also 

from their generalization capabilities, i.e., their ability to deliver estimated 

responses to inputs that were not seen during training. Hence, the application of 

ANNs to complex relationships and processes makes them highly attractive for 

different types of modern problems [9, 14]. 

We use a neural network to learn the switching angles previously provided by the 

Newton-Raphson method. The approach aims to replace the painful memorization 

of the angles in order to make its implementation realizable in a real-time 

application. MLPs [11] are well suited for this task. Associated to the 

backpropagation learning rule, they are known as universal approximators [9]. 

An MLP network is composed of a number of identical units called neurons 

organized in layers, with those on one layer connected to those on the next layer 
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(except for the last layer or output layer). Indeed, MLPs architecture is structured 

into an input layer of neurons, one or more hidden layers and one output layer. 

Neurons belonging to adjacent layers are usually fully connected and the 

activation function of the neurons is generally sigmoidal or linear. In fact, the 

various types and architectures are identified both by the different topologies 

adopted for the connections and by the choice of the activation function. 

Some parameters of ANNs can not be determined from an analytical analysis of 

the process under investigation. This is the case of the number of hidden layers 

and the number of neurons belonging to them. Consequently, they have to be 

determined experimentally according to the precision which is desired for the 

estimation. The number of inputs and outputs depends from the considered 

process. In our application, the MLP has to map the underlying relationship 

between the modulation rate (input) and the p switching angles (output). The MLP 

shown in Fig. 12 is composed by one input neuron and p output neurons. 
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Output Layer 

(p neurons) 

 

Figure 12 

Multi-Layer Perceptron network topology (1 × m × p) used to generate switching angles 

The MLP must be trained in order to adjust and to find the adequate weights. This 

is achieved by using probabilistic learning techniques and with data from the 

process under investigation. The training data consists of the inputs R and the 

corresponding desired output vectors S: 
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In the last two expressions, l = 1... n, where n is the number of examples. For a 

given input r(l), the MLP computes an estimated output vector 
TlθlθlS p )](ˆ    )(ˆ[)(ˆ

1 …=  that must be as close as possible to the ideal desired output 

S(l). The difference 2))(-)(ˆ()( lSlSlE =  constitutes the squared output error for 

example l that is used by the training algorithm to correct the weights of the 
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neurons. This is repeated for the n samples composing the training data set until 

convergence is reached. The learning is achieved with the backpropagation 

algorithm [9]. 

After the training process, the MLP is able to estimate the angles corresponding to 

an input r(l). In other words, the MLP has learned the functions θi = fi(r) with i = 

1... 4. By approximating these functions, the MLP will be able to deliver the 

angles for the real-time control of the inverter. 

4. Results 

4.1 Learning Performance 

The most significant harmonics in power systems are those of rank 5, 7 and 11. 

These harmonics are essentially present at the output of the USAM. We therefore 

chose to use explicitly cancel them with the MLP-based approach. The learning is 

elaborated with the Newton-Raphson method and the optimal angles are the ones 

resulting in the lowest THD when several solutions exist. 

A MLP with one hidden layer is used with a training set composed of n = 33 

examples. The MLP takes one input, i.e., the modulation rate, and delivers four 

outputs which are the switching angles. Several tests have been conducted for 

determining the number of neurons of the hidden layer. These tests have been 

achieved because there are no generally acceptable theories in the literature for 

choosing the number of hidden layers and hidden neurons for a specific 

application. The number of neurons in the hidden layers is important in the sense 

that it affects the learning convergence and overall generalization property of the 

MLP. 

Table 1 

Approximation errors with various sizes of the MLP 

Number of neurons 

in the MLP layers 

Required 

iterations 

Learning error 

(degrees) 

1 × 2 × 4 10 000 4.372 

1 × 4 × 4 10 000 3.213 

1 × 6 × 4 10 000 2.105 

1 × 7 × 4 10 000 1.467 

1 × 8 × 4 8 943 0.893 

1 × 9 × 4 6 671 0.677 

1 × 10 × 4 4 249 8 10-2 

1 × 11 × 4 2 637 4 10-3 

1 × 12 × 4 1 528 1 10-3 
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Results are provided by Table 1. According to this table, a MLP with 12 neurons 

in the hidden layer has been adopted. The approximating error remains the same 

with 12 neurons as with a higher number of neurons in the hidden layer. This 

configuration has been chosen after different experiments, it represents the best 

compromise between computational costs and performances. The other parameters 

of the MLP are detailed in Table 2. 

Table 2 

Properties of the MLP 

MLP parameters values 

Network configuration 1 × 12 × 4 

Transfer functions tansig, purelin 

Training technique Levenberg-Marquardt 

Learning rate 0.1 

Momentum constant 0.9 

Training goal 0.001 

Training patterns 33 

Epochs 1528 

Maximum epochs 10 000 

The learning convergence of the 1×12×4-MLP is reached after 1528 epochs, and 

leads to angle errors less than 0.001 degrees. The outputs delivered by the MLP 

are therefore very close to the angles given by the Newton-Raphson method. The 

estimated angles are represented by Fig. 13. The evolution of the training Sum-

Squared-Error (SSE) is shown by Fig. 14. 
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Figure 13 

Switching angles versus r estimated by the MLP (•) and calculated with Newton-Raphson method (−) 
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Figure 14 

Training error 
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Figure 15 

Output voltage Vab of the 9-level USAMI controlled by the proposed neural HES (with r(l) = 0.8) 
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Figure 16 

Frequency content of the output voltage Vab with the proposed neural HES (with r(l) = 0.8) 
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Figure 17 

Output voltages of each partial inverter and total output voltage Va of the 9-level USAMI controlled by 

the proposed neural HES (with r(l) = 0.8) 

After learning, the MLP is also able to deliver the angles for inputs which were 

not present in the training set. Theses generalization capabilities are very 

interesting in our application, the neural controller is therefore always able to 

deliver the control signals for the inverter. For example, Fig. 15 to 17 shows the 

results obtained for an input which was not in the training set, r(l) = 0.8 which 

theoretically corresponds to θ1 = 24.6999o, θ2 = 45.5307o, θ3 = 57.0398o and θ4 = 

68.8887o. 

4.2 Performance in Supplying an Asynchronous Machine 

In order to evaluate the performance and the robustness of the proposed approach, 

a 9-level USAMI is used to supply an asynchronous machine (with parameters 

given in the Appendix section). The neural HES is compared to the MCPWM 
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strategy in controlling the 9-level USAMI. The objective is to use the proposed 

neural strategy in order to minimize the harmonics absorbed by the asynchronous 

machine. 
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Figure 18 

Stator current (top) and electromagnetic torque (bottom) of the asynchronous machine fed by a 9-level 

USAMI controlled by the MCPWM 
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Figure 19 

Frequency content of the stator current of the asynchronous machine fed by a 9-level USAMI 

controlled by the MCPWM 
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Figure 20 

Stator current (top) and electromagnetic torque (bottom) of the asynchronous machine fed by a 9-level 

USAMI controlled by the proposed neural HES 
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Figure 21 

Frequency content of the stator current of the asynchronous machine fed by a 9-level USAMI 

controlled by the proposed neural HES 

The results of the control based on the MCPWM are presented by Figs. 18 and 19. 

This first figure shows the stator current and the electromagnetic torque with 

significant fluctuations. The second figure shows the frequency content of the 

stator current. Results by using neural approach with the MLP issued for the 
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previous learning process are presented by Figs. 20 and 21. By comparing Fig. 19 

to Fig. 21, it can be deduced that the neural HES efficiently cancels the harmonics 

of ranks 5, 7 and 11 from the output voltage Vab. Moreover, the amplitudes of the 

harmonic distortions are very small compared to the amplitude of the fundamental 

component. 

Performances obtained with both methods are summarized in Table 3. The THD 

measured on Vab and resulting from the neural approach of the HES is smaller than 

the one obtained with the MCPWM method. The THD measured on the stator 

current ias is reduced by a factor 2.63 with the neural HES compared to the 

MCPWM method. The control is thus optimized with the neural HES in order to 

avoid the asynchronous machine to absorb harmonics. 

Table 3 

Performances of the control methods 

Control 

method 

Vab 

THD 

(%) 

ias 

THD 

(%) 

fCem 

(Hz) 

∆Cem 

(Nm) 

Nb 

of θi 

MCPWM 9.19 5.05 f 1.77 2m = 48 

Neural HES 7.66 1.92 2f 1.31 4p = 16 

It can also be seen that the electromagnetic torque continuously oscillates at a 

frequency f with the MCPWM method (because of the harmonics of rank 2 and 4 

which are present in the output voltage). The torque oscillates at 2f with the neural 

approach. The neural method also reduced the number of switching angles by a 

factor 3 compared to the MCPWM method which is highly appreciated for the 

electronic devices. 

Conclusions 

The performance of motors feed by inverters are closely related to the strategy 

used to control its supplying inverter. Indeed, the control currents of the motor can 

be disturbed by harmonics introduced by the inverter and Harmonics Elimination 

Strategies (HES) are generally used. We propose a low-cost neural 

implementation of a HES to control a uniform step asymmetrical 9-level inverter. 

The approach is based on the learning and approximating of the relationship 

between the modulation rate and the switching angles with a Multi-Layer 

Perceptron. The resulting neural implementation of the HES uses very few 

computational costs. It is particularly well suited for real-time motor control tasks. 

The proposed neural approach is compared to the MCPWM strategy. Simulation 

results are given to show the high performance and technical advantages of the 

neural implementation of the HES for the control of a uniform step asymmetrical 

9-level inverter. The proposed neural method efficiently cancels the current 

harmonic distortions in supplying an asynchronous machine. As a result, the 

torque undulations and the switching losses are significantly reduced. 
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Appendix 

• Supply voltages of the partial inverters with: 

pu Units: ud1 = 1, ud2 = 1 and ud3 = 2; 

SI Units: Ud1 = 100V, Ud2 = 100V and Ud3 = 200V. 

• Asynchronous machine data: 

Stator resistance Rs = 4.850Ω, Rotor resistance Rr = 3.805Ω, Stator inductance Ls 

= 0.274H, Rotor inductance Lr = 0.274H, Mutual inductance Lm = 0.258H, 

Number of pole pairs P = 2, Rotor inertia J = 0. 031kg.m2, Viscous friction 

coefficient Kf = 0.00136 Nm.s.rad−1. 
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Abstract: The use of alternative energy sources like pyrolysis gases as a source of 

renewable energy for combined heat and power generation could provide an effective and 

alternative way to fulfil remarkable part of the increasing energy demand of the human 

population as a possible solution of decentralized power generation. Therefore the role of 

utilization of pyrolysis gases rapidly grows in Europe and all around the world. The 

energetic utilization of these low heating value renewable gaseous fuels is not fully worked 

out yet because their combustion characteristics significantly differ from natural gas, and 

this way they are not usable or their utilization is limited in devices with conventional 

build-up. At the Department of Energy Engineering of BME the IC Engine utilization of 

pyrolysis gases was investigated. The power, efficiency, consumption and exhaust emission 

were measured and indication was made to determine the pressure and heat release in the 

cylinder at different engine parameters. 

Keywords: renewable, pyrolysis gas, IC engine, power, efficiency, indication, heat release, 

exhaust emission 

1 Introduction 

This paper is focusing on the investigation of combustion characteristics of 
pyrolysis gases from the aspect of energetic utilization. The utilization of 
renewable alternative energy sources like liquid bio-fuels [1], [2] biogases and 
pyrolysis gases will have a major role in mitigating the climate change while the 
increasing energy demand of the humanity need to be fulfilled and the sustainable 
development should be maintained. Because renewable energy sources, among 
them bio- and pyrolysis gases used in CHP units could be an effective alternative 
to fulfil remarkable part of this energy demand as a possible solution of 
decentralized power generation because the total efficiency of a gas engine 
operated in cogeneration or trigeneration can be more than 90%. [3], [4]. 
Therefore the role of utilization of renewable gaseous fuels rapidly grows in 
Europe and all around the world. The renewal’s share of the total energy sources 
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is below the expected in Hungary so not only the utilisation of biogases but the 
utilisation of other renewable gaseous fuels such as pyrolysis gases is 
recommended. 

However several investigation was made to determine the combustion 
characteristic of these pyrolysis gases operating in various heat engines [5], [6], 
[7], but their energetic utilization is not fully worked out yet because of their 
different composition their combustion characteristics significantly differ from 
those conventional fuels like natural gas or PB gas [3], which are already used for 
power generation. So pyrolysis gases are not usable or their utilization is limited in 
heat engines with conventional build-up. 

Therefore the energetic utilization of pyrolysis gases in IC engine with 
conventional build-up is problematic if their inert or hydrogen content is high. 
Therefore measurements were made to determinate the effect of the different 
composition, especially the high H2 content of pyrolysis gases on the operation of 
IC Engine with conventional build-up at the Department of Energy Engineering – 
BME. 

2 Properties of Pyrolysis Gases 

The combustion characteristic of these renewable fuels differs from natural gas 
due to their different composition. The difference of pyrolysis gases and biogases 
it that biogases contain mainly CH4 and CO2 and an irrelevant amount of N2, H2, 
CO and SO2, but pyrolysis gases beside CH4 and CO2 mainly contain CO and H2 
an depending on the production technology high amount of N2. The LHV of these 
gases is low due to their high inert and /or high hydrogen content because the 
LHV per volume of hydrogen is much lower than the LHV of methane (Table 1). 
In case of gaseous fuel the LHV per volume is more important because the IC 
engine has constant mixture volume intake. 

Table 1 

LHV of hydrogen and natural gas 

 Hydrogen Natural gas 

LHV [MJ/kg] 119.9 50.03 

LHV [MJ/Nm3] 10.78 35.9 

For modelling the combustion quality of pyrolysis gases three different trial gas 
mixtures were determined, because the composition and the quality of pyrolysis 
gas mainly depends on its production technology. Pyrolysis gases can be gasified 
with outer heat source or with inner heat source, which could be air or pure 
oxygen. The H2O content of these trial gas mixtures was neglected during the 
calculations and measurements, because it can be easily separated from the other 
components. 
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Table 2 

Content and properties of different pyrolysis gases 

pyrolysis gases 

inner heat source 
outer heat source 

air oxygen 
component 

[V/V%] 
“natural 

gas” 

“anaerobe pyrolysis gas” “producer gas” “synthesis gas” 

CH4 100 8 5 3 

H2 0 38 20 40 

CO 0 20 20 40 

CO2 0 20 5 17 

N2 0 14 50 0 

LHV [MJ/m3]* 35.90 9.49 6.47 10.44 

Wo [MJ/m3]* 53.66 12.61 7.94 13.68 

* calculated at 273 K and 101325 Pa 

Apart from the LHV, the Wobbe number is a crucial parameter as far as 
combustion process of gaseous fuels is concerned, because it shows the 
changeability of gaseous fuels. By the changing of the gas composition the Wobbe 
number and accordingly the heat load of the combustion equipment changes too. 
The Wobbe number of these renewable gases significantly differs from the natural 
gas; therefore it is clear that the utilization of these renewable gases needs several 
investigations. [8] 

From the point of view of stable operation of the engine the variation of these two 
parameters should be kept in the range of ±5% it is obvious that neither the LHV 
nor the Wobbe number can be kept in the required range in case of pyrolysis gas 
operation. 

According to previous investigations gas type “producer gas” was chosen to do the 
measurements on IC engine, because the usual pyrolysis gas production 
technology is gasification with air as an inner heat source. 

The combustion characteristic of “producer gas” differs from natural gas. The H2 
content of “producer gas is quite high, which is critical from the point of view of 
knock, and it has very low LHV which is critical from the point of view of power. 
Due to the high H2 content of “producer gas” the direct use in IC engine vas not 
recommended therefore the “producer gas” was mixed to natural gas. The 
combustion properties of these fuel mixtures was investigated. In case of the 
calculations the natural gas was modelled by pure methane gas, because the 
natural gas type “D” that is provided in Hungary contains more than 98 V/V% 
methane. 

Theoretical calculation were made with CHEMKIN 4.0 software - GRI 3.0 
mechanism, which is a reduced mechanism for modelling methane combustion 
and is capable for modelling the combustion of CO, H2 and the formation of NOx 
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too. Therefore it is capable for modelling the combustion of pyrolysis gases. The 
two most important combustion parameters were calculated: the adiabatic flame 
temperature (Tad [K]) and the laminar flame velocity (u [cm/s]). The effect of the 
admixed “producer gas” was investigated on these combustion parameters. 

The “producer gas” has lower adiabatic flame temperature than natural gas, but 
the laminar flame velocities of “producer gas” and natural gas are quite the same 
in the operation range of a gas engine. Therefore by the increasing “producer gas” 
content of the fuel mixture the adiabatic flame temperature decreases, but the 
change of the laminar flame velocity is not relevant, because it do not exceeds 
± 2% of the laminar flame velocity of natural gas. But it slightly decreases until 
40% “producer gas” content and above it increases until 90% “producer gas” 
content (Figure 1). [11] 
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Figure 1 

Calculated adiabatic flame temperature and laminar flame velocity against “producer gas” content at 

λ=1, 273 K, 10135 Pa 

Two dimensionless factors were defined to determine the effect of the “producer 
gas” content of fuel mixture on the combustion properties [9]. The LHV ratio (γ) 
shows how many times higher the LHV of natural gas is compared to “producer 
gas – natural gas mixtures. 

The next dimensionless factor, the theoretical fuel-air mixture volume ratio (ε) 
shows how many more times biogas can be used compared to natural gas to keep 
the excess air ratio of 1 m3 fuel - air mixture constant. 

The value of these two factors (γ, ε) depends on “producer gas” content of the fuel 
mixture. If the LHV ratio (γ) and the theoretical fuel-air mixture volume ratio (ε) 
are equal at a given “producer gas” content, the LHV decrement caused by the low 
LHV of “producer gas” can be equalized by the increasing fuel proportion of the 
fuel-air mixture. 
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Figure 2 shows that the values of γ and ε are nearly the same until 50 V/V% 
“producer gas” content, but above it the decrement of LHV is higher than the 
possible increment of the air-fuel mixture volume flow so the effect of the 
decreasing heating value could not be equalized. This phenomenon was confirmed 
by the following measurements. 
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Figure 2 

LHV- and theoretical fuel-air mixture volume ratios of different “producer gas” – natural gas mixtures 

calculated at 273 K and 10135 Pa 

3 Experimental Set-up 

Measurements were made at the laboratory of the Department of Energy 
Engineering of BME to determine the combustion characteristic of biogases on a 
BAG-30 gas engine unit which was modified for laboratory measurements (Figure 
3). 

The “producer gas” was modelled by a trial gas mixture that was ordered from 
Linde Gas Hungary in a bundle and was mixed through a multistage pressure 
regulator to the natural gas and the mixture was aspirated by the engine. The 
homogenization of the mixture was prepared in a mixing unit. The composition of 
the mixture was controlled with a CH4 analyzer. 

The control of the gas engine was made with the asynchronous generator of the 
engine. The constant speed was provided by a frequency inverter which was 
connected to the asynchronous generator. The electric power was measured with 
the frequency inverter. During the measurements intake pressure was kept at a 
constant value. 
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Figure 3 

Build-up of the measuring system 

The evolved pressure was measured with a piezo pressure transducer in a Kistler 
6517-A spark plug which was installed in the 1st cylinder of the engine. Test series 
consist of 100 combustion cycles with sampling rate of 1024 per cycle and were 
averaged by statistical methods. 

The gross heat release in the cylinder was calculated from the combustion pressure 
with a software which was developed at the Department of Energy Engineering 
[10]. 

The emissions of the gas engine were measured with a Horiba MEXA-8120F 
emission measuring system. The oxygen content of the exhaust gas which was 
needed for the determination of the excess air ratio (λ) was measured by a 
SERVOMEX 570A oxygen analyzer. The measured data of the engine was 
recorded by electronic data collection system. 

The reference measurements were made with natural gas (0 V/V% 2produceer 
gas” content). The measurements were made at 10; 20; 30-; 40; 50 and 60 V/V% 
“producer gas” contents. At higher “producer gas” content the operation of engine 
become unstable, so with higher than 60 V/V% “producer gas” content 
measurement could not be made. The impact of the increasing “producer gas” 
content was investigated on the engine parameters: power, efficiency, 
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consumption, and emission. Due to the comparability and reproducibility the 
measurements were made at constant spark timing, speed and intake pressure in 
case of several excess air ratios. 

4 Results 

From the point of view of engine operation the in-cylinder peak pressure is very 
important parameter (Figure 4), because it affects the power of the engine. 
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Figure 4 

Measured maximum pressures in the cylinder against excess air ratio 

It is observable that the peak pressures are quite the same by increasing “producer 
gas content of the fuel mixture, but the operation range of the engine narrows as 
well. Namely in case of 50 V/V% “producer gas the operation range is only the 
half of the operation range of the reference measurement and it is shifted to leaner 
mixtures. In case of 60 V/V% “producer gas under λ=1.4 measurements could not 
be made, because the operation of the engine was unstable. 

In order to compare the form of the cylinder pressures Figure 5 shows the 
normalized measured pressures in the cylinder at constant excess air ratio (λ=1,4). 
It is observed that neither relevant change of the peak pressures nor relevant shift 
of the peak pressure from the TDC (which was adjusted to 360 degree) could be 
experienced. 
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Figure 5 

Cylinder pressures at λ=1,4 in case of different “producer gas” content. 

Figure 6 shows the normalized calculated heat release rate in the cylinder. It is 
observed that in case of all “producer gas” content the maximum heat release rate 
is up to 10% higher then the maximum heat release rate of natural gas. 
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Figure 6 

Calculated heat release gradient at λ=1,4. 
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To better visualise the impact of “producer gas” on heat release Figure 7 shows 
the normalised maximum heat release rate and Figure 8 shows the inherent 
crankshaft angles against the “producer gas” content of the fuel mixture in case of 
different excess air ratios. The base of the normalisation was the maximum heat 
release rate of the reference gas at stoichiometric mixture. 

Figure 7 shows, that the maximum heat release rate decrease with the increase of 
the oxidiser (air). The decrement is non linear. Despite the decrease of the 
adiabatic flame temperature the increase of “producer gas” content does not 
involve the decrement of the maximum heat release rate at constant excess air 
ratio; moreover it is well observable, that in case of all “producer gas” contents the 
maximum heat release rate is the same or higher than the maximum heat release of 
rate of the reference gas. However at constant excess air ratio relevant change or 
tendency could not be observed. 
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Figure 7 

Maximum heat release rate against “producer gas” content at different excess air ratios 

Figure 8 shows, that the location of maximum heat release rate shifts further from 
the TDC with the increase of the oxidiser (air). The shift is non linear. The curves 
are in correlation with the calculated laminar flame velocity (Figure 1). 
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Figure 8 

The location of the maximum heat release rate against “producer gas” content at different excess air 

ratios 

As it was determined at the theoretical calculation in case of stoichiometric 
mixtures the change of the laminar flame velocity is not significant but shows 
moderate decrease until 30-40 V/V% “producer gas” content and increase above 
it. That is in good correspondence with the location of the maximum heat release 
rate, because as the laminar flame velocity decrease the location of the maximum 
shifts further from the TDC. 

Although the LHV of “producer gas is very low due to its low L0 the heat input 
could be kept during the whole measuring range in case of all “producer gas” 
contents (Figure 9). Necessarily the consumption of the mixture needed to be 
increased (Figure 10). 
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Figure 9 

Heat input of different „producer gas” natural gas mixtures 

It is observed that not only the consumption increases but the operation range of 
the engine narrows and shifts to leaner mixtures the by the increasing “producer 
gas” content of the mixture (Figure 10). Namely in case of 50 V/V% “producer 
gas” the operation range is only the two third of the operation range of the 
reference gas. 
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Figure 10 

Consumption of different „producer gas” natural gas mixtures 
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Due to the increasing consumption relevant effective power change could not be 
experienced in the whole measuring range (Figure 11). 

10

11

12

13

14

15

16

17

18

0,7 0,9 1,1 1,3 1,5 1,7
λ [-]

Pe    

[kW]

  0% prod. 10% prod.
20% prod. 30% prod.
40% prod. 50% prod.
60% prod.

 

Figure 11 

Effective power of different „producer gas” natural gas mixtures 

The change of the effective efficiency is not relevant either, but above λ=1 the 
deviation of the values is remarkable (Figure 12). 
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Figure 12 

Effective efficiency of different „producer gas” natural gas mixtures 

The results of the exhaust gas emission measurements turned out as expected [12]. 
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Relevant change in the CO2 emissions could not be observed (Figure 13). The 
shapes of the curves of CO2 emissions are in good correspondence with the curves 
of power. The maximum CO2 emissions are around λ≈0.9 where the power 
maximums lay. In case of richer and leaner mixtures the CO2 emission decreases. 
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Figure 13 

Measured CO2 emission of different „producer gas” natural gas mixtures 

In case of the determination of NOx (NO, N2O, NO2) emission only the NO 
emission was measured, because NOx contains more than 95% NO. Alike in case 
of the CO2 emissions relevant change in the NO emissions could not be observed 
(Figure 14). The shape of the curves of NO emission is acceptable. The NO 
maximum are around λ=1.1 and decreases both in case of lower and higher excess 
air ratios. 
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Figure 14 

Measured NO emission of different „producer gas” natural gas mixtures 
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The change in the THC emissions is not relevant. The shape of the curves of the 
THC emissions is acceptable (Figure 15). 
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Figure 15 

Measured THC emission of different „producer gas” natural gas mixtures 

The minimum of THC emissions is around λ=1.1 and they increase both in case of 
lower and higher excess air ratios as incomplete combustion takes place. That is in 
good correspondence with the NO emissions. In case of lean mixtures the THC 
emission slightly decrease with the increasing “producer gas” content of the fuel 
mixture, because due to the higher hydrogen content the flame propagation 
velocity increases so the hydrocarbon content of the fuel can combusted to CO, 
but the combustion could not be completed due to the freezing chemical reactions. 

Alike in the case of THC emission the change of CO emissions is not relevant 
either (Figure 16). The shape of the curves of CO emissions formed also as they 
were expected. In case of lean mixtures the CO emission slightly increases with 
the increasing “producer gas” due to the freezing chemical reactions; and in case 
of enriching the fuel – air mixtures the it increases considerably due to the absence 
of oxidizer (air) caused incomplete combustion. 
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Figure 16 

Measured CO emission of different „producer gas” natural gas mixtures 

Conclusions 

According to previous investigations above 50% “producer gas” content power 
decrement and knock was expected [12]. 

However neither relevant change of the investigated parameters nor knock could 
be experienced, but due to the low LHV of “producer gas” the consumption 
increased. 

But from the measurements of “producer gas” - natural gas mixtures can be set out 
that the energetic utilization of “producer gas” in IC engine with conventional 
build-up is limited because of the low LHV of these gaseous fuels, above a given 
“producer gas” content the combustion could not take place. Accordingly above 
40 V/V% “producer gas” content the operation range of the engine narrows and 
shifts to leaner mixtures by the increasing “producer gas” content of the fuel 
mixture; and at the given operation conditions above 60 V/V% “producer gas” 
content the engine was unable to run on fuel with such high “producer gas” 
amount. 

Therefore above 40 V/V% producer gas content and especially in case of pure 
pyrolysis gas operation the IC engine need to be adjusted to the used pyrolysis gas 
to avoid considerable losses, e.g. spark timing or the mixing unit need to be 
modified. 

These results are in good correspondence with the others in the referred literature; 
however the compositions of the investigated pyrolysis gases are different in case 
of each researches. 
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