
Acta Polytechnica Hungarica Vol. 4, No. 2, 2007 

 – 5 – 

The Modular Robots Kinematics 

Claudiu Pozna 

Department of Product Design and Robotics, University Transilvania of Brasov 

Bd. Eroilor 28, 500036 Brasov, Romania 

E-mail: cp@unitbv.ro 

1 Introduction 
The present paper intention is to develop a kinematical foundation for our next 

works in industrial robots (IR) modular design. The goal of this works is to 

develop cheap and improved robots which are adapted to the costumer needs. In 

order to achieve the mentioned goal, in [43], we have started a bibliographical 

research of the main modular design aspects. The mentioned analyze of the actual 

results in modular robots design gives us the possibility to establish our research 

program. The idea of this paper is to develop a kinematical formalism which will 

be use in the next dedicated to this subject. 

The structure of the paper contains a presentation of our ideas about modular 

robots design, which will be followed by the presentation of our researches 

direction. From these directions we will focus on the implication of the modularity 

on robots kinematics and we will propose a new formalism. 

2 Research Direction in Modular Robotics 
The previous description of the actual knowledge, concerning the robots modular 

design, point out the following problems [1-42]: 

- The scientific papers point out the importance of the modular design as a 

complementary direction of the integral design. The main benefits of this 

design method are: minimizing the time of design, increasing the number 

of configurations, an easy maintenance, a fall in prices, etc; 

- There have been proposed principals of the modular design (generally) 

which has conducted to methodologies of design used in industry; this 

methodologies follow a certain type of modulating, which concerns the 

producer. Here do not raise the problem that a user can modify the 

product; 
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- In the case of modular robots, modulating refers at the user possibility to 

reconfigure the robot; 

- Modularity of the Industrial Robots refers at the same time to the 

hardware and software aspects. We speck her about the possibility of the 

mechanical structure modification by combining certain hard modules as 

well about the possibility of redefining the architecture of the control 

program by using some programs modules; 

- The impact of the modularization in the industrial robotic field is very 

small. We explain this fact by the complexity of the reconfiguration steps 

which must made by the user; 

- In purpose of raising the configurations performance, the specialty 

writings mention the need of imagining some methods which incorporate 

optimization; 

- The virtual prototyping represents a base which allows the using of 

optimization methods. 

If we join all this considerations we notice the existence of tow main research 

directions: 

- The implementation of the optimizing procedure in the modular design of 

industrial robots, the possibility of obtaining an optimal configuration for 

a certain type of tasks; 

- The development of some friendly methodologies of reconfiguration: 

reducing the computing time, usage of some interface that can allow a 

natural language of programming, reducing the task of the user relishing 

him from the low level interfacing problems, etc. 

If we associate the two directions of research we can observe the following: the 

implementation of the optimizing techniques supposes a rise of the complexity of 

design methodologies, implicitly of the reconfiguration process, while the 

development of some friendly methodologies of reconfiguration involves the 

simplification of this process. 

We underlined that by robots modularity we understand a modularity which is 

taken upon oneself by the user. This idea belongs to the following scenario: the 

user buys a particular platform composed by several modules; chooses the 

appropriate configuration of the robot; constructs the robot from the modules. The 

user is a task specialist and not a robotic specialist, for these reasons the whole 

idea is based on the possibility to transfer knowledge from the robots 

manufacturer to the robots user. This means that, in order to create an ataractic 

concept of industrial modular robots, we must provide friendly interfaces. These 

interfaces are dedicated to obtain the robot configuration to assemble this 

configuration into a robot and to use this robot. For these reasons we have 

imposed the following design functions: 
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- The user interface must allow the robot construction: 

o Obtain an optimal configuration related to this task; 

o Configuration self recognition; 

o Model building (kinematics and dynamics); 

o Translate the user task into a robotic task; 

o Control law building; 

o Structure and sensors calibration; 

- The user interface must allow the robot employment: 

o Program the robot; 

o Allow the robot maintenance. 

In conclusion, the idea to use the user modular concept is possible only if 

appropriate interfaces are designed. We have considered that the first step on this 

direction is to imagine a kinematical tool which is able to describe the mentioned 

modularity. More precisely we intend to construct a formalism which will 

describe the kinematics of all particular construction which can be obtained from 

the main platform. 

3 Modular Robots Kinematics 
The kinematics researches are important because they offer the possibility to solve 

problems like: direct kinematics where we impose the desired movements in the 

robot joints and we obtain the effector’s movements; inverse kinematics where we 

impose the effector’s movement and we compute the joint movements; the 

working volume, where we can obtain the space where the robot task can be 

accomplish etc. We will mention here that the kinematics is a staring point for the 

dynamic analyze and the control system design. Our results are based on 

homogenous transformations described in [44]. Because we focus on the direct 

kinematical problem, our goal is to obtain a formalism which allows the 

kinematical description of the robot effectors (gripper, tools etc.) for each possible 

combination between the links and the joints. In order to do this we will construct 

the mathematical representation of the links and joints connections. The second 

step will be the construction of a graph which describes the links and joints 

connection possibilities. The third step will be to describe from mathematical 

point of view the previous graphical construction. In the end we will systematize 

our results in to an algorithm. 
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The Connection between Joints and Links 

From the beginning we will mention that our study focuses only in robots with 

rotation joints which are reciprocally perpendicularly or parallel. The generality of 

our results is based on the robotic links (brackets) forms and on the various 

possibilities to attach joints to these brackets. 

In Figure 1 we present the imagined general form of the mentioned links. Each 

link allows the connection with the previous joint at the referential BBB zyOx 111  and 

with the follower joint on faces BF 6...1 at the referential BBB zyOx 222 . Using this 

form we can describe all the possible reciprocally orientation between the two 

joint which are connected to the bracket. More precisely, if the first connection 

(between the joint j and the bracket) is limited to one face, the second connection 

can be one of the combination between the bracket faces (F1…6B) and the joint j+1 

faces (F1…5A). 

 

 

 

 

 

 

 

Figure 1 

The link form 

The link geometry, the positions and orientations of the connections faces, is 

defined relative to the first referential BBB zyOx 111 . Because of the initial 

assumptions (the joint are reciprocally perpendicular or parallel) the faces 

conserve the first referential orientation. That is the reason that from kinematical 

point of view the relation between the first referential and the faces referential are 

translations. If we use homogenous operators [44] we obtain the following 

equations: 
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 BkP  is the position, orientation of k link referential (relative to the main 

referential system); 

 Bk

zyxFiBl ,,,  are the coordinate of the face FiB center in the BBB zyOx 111  

referential system 

 nk ...1=  is the links type (there are several types of links); 

 6...1=i  is the face number 

According to figure 1 each bracket has two connections: the first with joint j, and 

the second with joint j+1. For the first connection we have identified six 

possibilities which are presented in Figure 2. 
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Figure 2 

The six possibilities of the connections between joint j and link Bk 

We intend to measure the bracket dimensions (the position and orientation of the 

F1…6B faces) in the AAA zyOx 222 referential system, which belongs to the joint j. 

Because the geometry of the link is defined in the BBB zyOx 111 referential system 

x1B

Bk

z1B 

y1B 

x2A 

z2A 

y2A 

j 

x2A

y2A

z2A

y1B

z1B

j 

x1B

Bk
x2A 

y2A 

z2A 

x1B

y1B

z1B

j 

Bk 

z1B 

x1B

Bk

y1B

x2A 

z2A 

y2A 

j 

x2A

y2A

z2A

y1B

z1B

j 

x1B
Bk 

x2A 

y2A 

z2A x1B
y1B

z1B 

j 

Bk



C. Pozna The Modular Robots Kinematics 

 – 10 – 

we must transform these geometrical data in conformity with the orientation of the 

joint connection. For this reason we can use the following transformations: 

[ ] [ ]TBk
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where: Bk

zyxFiBl ,,,  are the coordinate of the face FiB center in the BBB zyOx 111  

referential system; 

Bk

FiBZYX ,,  are the coordinate of the face FiB center in the AAA zyOx 222  

referential system; 
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βββ ,, is the rotation matrix (applied at joint j); { }1,0,1,, −∈ZYXβ : 

• for the case presented in Figure 2a 
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• for the case presented in Figure 2b 
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• for the case presented in Figure 2c 
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• for the case presented in Figure 2d 
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• for the case presented in Figure 2e 
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• for the case presented in Figure 2f 
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In the second extremity of the link we have 30 connection types with joint j+1. In 

Figure 3 we have presented two of these connections. More precisely in Figure 3a 

the named connection is between the link face F5B and the joint (j+1) face F1A; in 

Figure 3b the named connection is between the link face F6B and the joint (j+1) 

face F1A.  

From kinematical point of view to describe these contacts means to use rotations 

operators. For example in Figure 3a we must apply a rotation right round z axes in 

order to superpose BBB zyOx 222  on AAA zyOx 111 : 
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For the connection presented in Figure 3b we must apply a rotation right round y 

axes in order to superpose  BBB zyOx 222  on AAA zyOx 111 : 
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The conclusion is that for each connection type we must know the rotation 

operator which describes the contact. We will define this operator by Bk

FqAFpBR , : 
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where: Bk

FiAFiB

j R ,

1+ is the rotation matrix which describe the contact between the 

face FpB and the face FqA; r1…3,1…3 are the element of this matrix; j+1 is the joint 

number; 6...1, =qp .  

It is important to underline that these kinds of matrixes are known for each bracket 

and for each connection type. 
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Figure 3 

Two of the thirty possible connections between the link Bk and joint j+1 

The Connection Graph 

The next step of our analyze focuses on a graphical description of the modularity. 

More precisely we intend to offer a picture of the modular robot construction from 

the previous discussed connection point of view. This graphical representation 

must contain all the possible connection and must bring out the chosen 

connection. Never the less the graphical construction is a graph which allow a 

future mathematical representation. 

We have presented this graph in Figure 4a and for a better understanding in Figure 

4b we have presented the picture of the chosen connection. 
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Figure 4 

The connection graph 

The graph (see Figure 4a) shows that we can choose one of the n available 

brackets and one of the thirty connections between this bracket and the follower 

joint. The goal is to find a mathematical form which contain implicitly all these 

possibilities. 

The Homogenous Transformation between Joint j and Joint j+1 

Using the graph from Figure 4a we propose the following homogenous 

transformation between joint j and joint j+1: 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

++−
−++

−++
=

+++

+++

+++
+

ZiYXiXiyk

iXiZXYiZk

iyiZiZYXk

jj

qqqZ

qqqY

qqqX
A

βββββ
βββββ
βββββ

)cos()()sin()sin(

)sin()cos()()sin(

)sin()sin()cos()(

0001

111

111

111

1,

(12) 

Some comments are necessary: 

• The homogenous transformation 1, +jjA give us the position and the 

orientation of referential AAA zyOx 222  relative to the referential 

BBB zyOx 111  (see also Figure 4b); 

• The k index means that we have choused the link Bk in order to lie joint j 

to the joint j+1; 

• ZYX ,,β are coefficients which define the direction of joint j+1 relative to 

the main referential system of the robot. More precisely 

{ }1,0,1,, −∈ZYXβ , 1−=Iβ  if joint j+1 has the direction – I, 0=Iβ  if  

joint j+1 has the not the direction – I orI, 1=Iβ  if  joint j+1 has the 

direction  I. The mathematical expression of these coefficients can be 

obtained from the following equation: 
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• The position is defined by the coordinate kkk ZYX ,, which are computed 

with equations (2), were we use 
ZYX

Sj

βββ ,,  matrix from equation (3-8) 

according to the value of ZYX ,,β  coefficients; 

• 1+jq is the rotation angle in joint j+1; 

Using these transformations (12) we can compute the position, orientation of the 

robot end point: 
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The Algorithm 

If we summaries the previous results we can propose the following algorithm for 

the kinematical description of the modular robot: 

• choosing a configuration means to choose a succession of brackets 

which are connected in a desired way to the joint; 

• choosing a particular bracket means to know his dimensions Bk

zyxFiBl ,,, ; 

• a desired connection between the bracket and the joint allows us to 

know the rotation matrix Bk

FqAFpB

j R ,

1+ , which describes this connection 

(11); 

• knowing this matrix we can compute ZYX ,,β  coefficients (13); 

• with these coefficients we can choose  
ZYX

Sj

βββ ,, matrix  (3-8) and 

compute kkk ZYX ,, dimensions (2); 

• in the meantime these coefficients give us the possibility to compute the 

homogenous transformation between two successive joints (12); 

• after we have defined our robot configuration we will obtain an 

equation which lies the joint rotation with position, orientation of the 

robot end (14); 

• this equation can be used to solve kinematics problems (direct, indirect 

etc). 
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Conclusions 

Present paper develops the research on modular robots. If in [1] we have made a 

bibliographical research, and we have presented our work strategy, in this paper 

we have started the kinematical analysis of the modular robots. This research 

focuses only on robots with rotation joints which are reciprocally perpendicularly 

or parallel. The generality of our study have been ensured by the general form of 

the link which lies two successive joint and the generality of the connection type 

between the link and the joint. 

The main result that we have achieved is the algorithm which allows the 

mathematical construction of the homogenous transformation between the 

modular robots joint. This formalism gives us the possibility to solve the direct 

kinematics problem: to obtain the position and orientation of the modular robot 

end point when we impose desired trajectories in the robot joints. 

We will continue this study by focusing in the inverse kinematics problem, in the 

working volume etc. 
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Identification of Energy Distribution for Crash 
Deformational Processes of Road Vehicles 
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Abstract: Car body deformation modelling plays a very important role in crash accident 

analyses, as well as in safe car body design. The determination of the energy absorbed by 

the deformation and the corresponding Energy Equivalent Speed can be of key importance; 

however their precise determination is a very difficult task. Although, using the results of 

crash tests, intelligent and soft methods offer an automatic way to model the crash process 

itself, as well as to determine the absorbed energy, the before-crash speed of the car, etc. In 

this paper a model is introduced which is able to describe the changing of the energy 

distribution during the whole deformational process and to analyze the strength of the 

different parts without any human intervention thus significantly can contribute to the 

improvement of the modelling, (automatic) design, and safety of car bodies. 

Keywords: car-crash, deformational energy 

1 Introduction 

Accident analysis and design of safety car become rather important task. In safety 
vehicle design one of the most important problems is the reconstruction of the 
deformation. The base of this method usually a classical model of a simpler 
dynamical system [4] [7], which can be completed with computer based numerical 
solutions [8] [11]. Unfortunately these models in most of the cases become 
unsolvable difficult, if we apply them in a very difficult real system such as a 
vehicle. A possible way to solve this problem is application of soft computing 
methods which are very useful for example in the determining the before crash 
speed of the crashed car [1] [2] [3]. 

For construction of the optimal car-body structures, a lot of data, so a lot of crash-
tests were needed. These tests are quite expensive, thus only some hundred tests 
per factory are realized annually, which is not a sufficient amount for accident 
safety. Therefore, real-life tests are supplemented by computer based simulations 
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which increase the number of analyzed cases to few thousands, so there is an ever-
increasing need for more correct techniques, which need less computational time 
and can more widely be used. Thus, new modelling and calculating methods are 
highly welcome in deformation analysis. 

Through the analysis of traffic accidents we can obtain information concerning the 
vehicle which can be of help in modifying the structure or the parameters to 
improve its future safety. The energy absorbed by the deformed car body is one of 
the most important factors affecting the accidents thus it plays a very important 
role in car crash tests and accident analysis [5] [6]. The method of the finite 
elements can be usefully used for simulating the deformation process, but this 
kind of simulation requires very detailed knowledge about the parameters and 
energy absorbing properties, besides this it has high complexity and computational 
cost. The main aim of our experiment is to develop such method, which is able to 
simulate the deformation process more quickly as the recently used ones. For this 
purpose rough estimated parameters are used which enable to decrease the 
complexity and the computational cost. 

2 The EES Method 

In the following we briefly summarize how one can deduce the before crash speed 
of the vehicle from the absorbed (deformational) energy. From this it is clear that 
more accurate estimation of the absorbed energy yields more exact estimation of 
the speed. This method is based on the conservation of energy. It examines the 
equality of the sum of different kind of energies (kinetic, deformational, heat, etc.) 
before and after the crash. 

Let we use the following usual notations: 

m: mass of the vehicle  v: speed of the vehicle 

Θ: moment of inertia ω: angular velocity 

EES: Energy Equivalent Speed 

Kinetic energy: 2

2

1
mvEK =  Rotational energy: 2

2

1 ωΘ=RE  

Deformational energy. 2

2

1
mEESEDEF =  

The energy conservation law for the crash is the following: 

HDEFDEFRRKKRKRK EEEEEEEEEEE ++++++=+++ 21
1

2
'

1
'

2
'

12211

From this general equation the before crash speed of the vehicle can be estimated. 
Of course in special cases (for example crashing into a rigid wall) the equation 
becomes simpler, so the estimating process becomes simpler, too. 
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3 Preliminaries 

Analysing the accident statistics it is clear that the most frequently occurring 
accident is a kind of head-on collision. According to these data the deformational 
models concentrate usually on the energy absorbed by the deformation of the 
frontal part of the car-body. The simplest method is to compare the damaged car 
body being under examination with other similar type of cars damaged under 
known conditions. In this case the examination is based on the experiences of the 
human experts. For this approach the required information about the car damaged 
in known circumstances: standard environments, detailed data of the car, photos, 
geometrical parameters, etc. Necessary data form the accident’s photos, 
circumstances and environments of the accident, etc. 

In the following we give a short historical overview on the energy net approach. 

3.1 Campbell Model 

The first model using energy net is related to K. Campbell (1974). It was based on 
the assumption that the absorbed deformational energy uniformly distributed on 
the whole width and height of the vehicle. Further assumption was that under low 
speed (4-5 km/h) the vehicle is able to tolerate the impact without deformation, 
and above this limit the deformation is almost linear. 

 

Figure 1 

The Campbell model 

3.2 Röhlich Model 

 

Figure 2 

The Röhlich model 
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This model is a further development of Campbell’s model. The model doesn’t 
assume uniform distribution about the deformational energy along the width of the 
vehicle, but deal with a mathematical model based on crash-tests results. This 
method yields more accurate estimations, for example for the speed of the vehicle 
before the crash. 

3.3 Schaper Model 

The method worked out by Schaper based on the assumption that vehicles 
satisfying the prescriptions of FMVSS (Federal Motor Vehicle Safety Standards) 
have similar deformational characteristics. Using numerous crash-tests results few 
characteristic fields were defined in the car-body and the distribution of the 
absorbed deformational energy was examined in these regions. 

 

Figure 3 

The Schaper model 

4 The Basic Concept 

In the following we introduce the most important points of the suggested model 
[9] [10]. We assume having a 2 or 3 dimensional rectangular grid on the car body. 
The most important thing which we have to know by a detailed analysis of the car 
body from the point of view of its deformation energy absorbing properties, is the 
inside structure of the car body. In most of the cases such detailed data about the 
car-body structure are not available, therefore it is proposed to approximate them 
from known discrete data. The introduced method is starting from the so-called 
energy cells. These energy cells are got by discretization of the car-body, to each 
of which a value for describing its energy absorbing properties is assigned. Other 
characteristic of these cells is, that each of them can absorb and transmit energy, 
which depends on the amount of the absorbed energy, e.g. as the stiffness property 
of a cell is changing during the deformation process proportionately to the 
absorbed energy. As higher the stiffness of the cells is, as more amount of energy 
is necessary to achieve the same rate of deformation. 
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4.1 Absorbing Functions 

The energy absorbing property of a cell is not a constant value, but changes during 
the deformational process. Characteristically cells become saturated in a certain 
sense, so they are able to absorb less and less from the deformational energy. 
Because of this the energy absorbing property is described by a monotone non–
increasing function, instead of a constant value. The simplest is the following 
piecewise linear function: 
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Figure 4 

Energy absorbing function and the absorbed energy: simple case 

For better approximation one can take a convex linear combination of these kinds 
of functions: 
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Figure 5 

Energy absorbing function and the absorbed energy: convex combination 

Principle of conservation of energy is fulfilled, so for absorbed and transmitted 
energy we have: EEE

transabs
=+ . Subsequently distribution of the transmitted 

energy between neighbours of the cell will play an important role. 

4.2 Decomposition of the Impact 

The deformational energy appears as kinetic energy (EES). According to this fact 
decomposition comes from the decomposition of the speed, according to a 
coordinate system with axes parallel with the grid applied on the car body. The 
orthogonal components of the velocity are ϕsinv  and ϕcosv  in two 

dimensional case, and ϕϑ cossinv , ϕϑ sinsinv  and ϑcosv  in three 

dimensional case. So the decomposition of the deformational energy is: 

� In case of 2D: ϕ2cosE  and ϕ2sinE  

� In case of 3D: ϕϑ 22 cossinE , ϕϑ 22 sinsinE  and ϑ2cosE  

4.3 Direction Depending Properties 

Deformational characteristics of the parts are depending on the direction of the 
outer impact: a certain part is easy to deform in a certain direction and sometimes 
very difficult (demands more energy) to deform in other direction (esp. orthogonal 
direction). Because of this it seems practical to assign different absorbing 
functions to different orthogonal directions. 

Using decomposition in the following we deal with outer impacts parallel with one 
of the axis of the grid. The final energy distribution will be the sum of the partial 
energy distributions got by computing with components of the outer impact. 
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5 Deformational Models 

We could distinguish at least two models, according to what happens with the 
transmitted energy. If the transmitted energy is the input of the following cell in 
the ‘tube’ then we get a simple model (1st order model). In some cases it gives a 
right approximation, but in other cases we should determine weighted 
interconnections between the neighbouring cells (2nd order model). 

 

Figure 6 

Schematic map of the deformation for the first and second order models 

5.1 First Order Model 

In this case the energy transmitted by the cells is assumed spreading in the 
direction of the original impact (as we mentioned above, we think of a component 
of the decomposed impact). It means that forces (screwing forces) between 
neighbouring cells are ignored; a cell can’t deform or drag its neighbours. One can 
imagine this case as the deformational energy spreads in parallel, but independent 
’tubes’ along the car-body. This model can be applied cases in which the crash 
takes place in the whole width of the vehicle (frontal crash), but doesn’t give 
satisfying result for partially overlapping crashes (for instance bumping against a 
tree). 

 

Figure 7 

Energy transmission: first order model 

5.2 Second Order Model 

For applications, modelling of the energy spreading process between neighbouring 
cells not only in the direction of the original impact, but in orthogonal directions, 
is very important. A possible solution for this task is if we assume that the 
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transmitted energy is distributed in a certain proportion between all of the 
neighbours (but usually the next in the ’tube’ get the most of the energy). 

Let’s see the following example. The crash meets the edge of the vehicle (for 
instance bumping against a pole), and then the deformational energy spreads from 
here into each directions (see Fig. 8). In the upper row every cell give the si1 times 
of the transmitted energy to the next cell, and si2 times to the cell bellow (in real 
beside). The latter case models the energy spreading caused by internal forces 
between the cells. The energy from this process is interpreted as result of an 
impact parallel with the original, so we deal with absorbing functions assigned to 
this direction. In the upper row the inputs are computed similar to the first order 
model, but in this case we calculate with the si1 times of the transmitted energy. 
There is a difference in the lower row: the input of cell (2, 1) is s12 times of the 
output of cell (1, 1), and the output is distributed between different directions (p11, 

p12). Here we assume that there is no reaction: there is no energy transmission 
from the lower row to the upper. The input of cell (2, 2) is the sum of p11 times of 
the output of cell (2, 1) and s22 times of the output of cell (1, 2). In general, the 
input of cell (2, i) is the sum of pi−1,1 times of the output of cell (2, i − 1) and si,2 

times of the output of cell (1, i). The 3rd, 4th . . . row can be computed in a similar 
way. 

In general, the computational method is the following: 

1 Determine the absorbed and transmitted energy in the first row. 

2 Determine the absorbed and transmitted energy at the first element of the 
second, third ... row applying the input energy assigned to the first 
element of the second row. 

3 Determine the energy transmitted by cell (2, 2) with the sum of its inputs. 

4 Using this result determine the same for the third, fourth ... row. 

5 Execute the procedure on the whole cell matrix. 

 

Figure 8 

Energy transmission: second order model 
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6 Illustrative Examples 

In this section we show some examples for models introduced in the previous 
section. There are 6×10 cells in the model, but the parameters of the absorbing 
functions and the parameters describing the interactions between the cells are not 
real, just for the demonstration. In both of the cases we show two snapshots, with 
lower and higher input energy. 

 

Figure 9 

1st order model 

 

Figure 10 

2nd order model 

Conclusions 

A new theoretical approach was introduced for describing the changing of the 
energy distribution during the whole deformational process of the vehicle body. 
As can be seen from the simulation results, applying this treatment more 
sophisticated estimations can be made than with using the preliminary methods. 
The crucial point of the suggested method is the right determination or estimation 
of the parameters of the absorbing functions. This problem can be solved by 
analysing crash test results, crash data, digital photos and digital sequences with 
human experts and intelligent expert systems. 
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Abstract: The paper presents soft switching PWM DC-DC converters using power 

MOSFETs and IGBTs. The attention is focused mainly on the full-bridge converters 

suitable for high power applications. The properties of the PWM converters are described 

in comparison to other categories of soft switching converters. An overview of the 

switching techniques using in the DC-DC converters is included. Considerations are also 

given to the control methods. The principles of the switching and conduction losses 

reduction in the PWM converters are illustrated. Various types of snubber circuits are 

mentioned and their operation and limitations are discussed. 

Keywords: DC-DC converter, PWM converter, soft switching, snubber 

1 Introduction 
One of the major trends in power electronics is increasing the switching 
frequencies. The advances in semiconductor fabrication technology have made it 
possible to significantly improve not only voltage – and current capabilities but 
also the switching speed. The faster semiconductors working at high frequencies 
result in the passive components of the converters – capacitors, inductors and 
transformers – becoming smaller thereby reducing the total size and weight of the 
equipment and hence to increase the power density. The dynamic performance is 
also improved [1], [2], [5], [20]. 

This frequency elevation is responsible for the growing importance of pulse-width 
modulation on the one hand and for the use of resonance on the other hand. 
Another important trend resides in reduction of voltage and current stresses on the 
semiconductors and limitation of the conducted and radiated noise generated by 
the converters due large di/dt and du/dt [1], [2], [5], [19], [21]. 
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Both these requirements, size and noise, are minimised if each switch in a 
converter utilises soft switching technique to change its status. The converter 
topologies and the switching strategies, which result in soft switching, are 
discussed in this paper. 

2 PWM DC-DC Converters 

2.1 Power Stages of the PWM DC-DC Converters 

The full-bridge and half-bridge converters shown in Fig. 1 and Fig. 2 are mostly 
used in high power applications. 
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Full–bridge converter 
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Figure 2 

Half–bridge converter 
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Pulses of opposite polarity are produced on the primary and secondary windings 
of the transformer by switching of the transistor. 

In a connection with the half–bridge inverter, the capacitors Cd1 and Cd2 establish 
a voltage midpoint between zero and the input dc voltage. 

The input voltage is equally divided between the capacitors. The relationship 
between the input and output voltage for the half–bridge is 

D
N

N

V

V

d

.
1

20 =  (1) 

and for the full–bridge is 

D
N

N

V

V

d

.
1

20 2=  (2) 

where duty cycle D= ton/T and 0<D<0,5. 

Comparison of the full–bridge (FB) converter with the half–bridge (HB) converter 
for identical input and output voltages and power ratings requires the following 
turn’s ratio: 

FBHB
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Neglecting the ripple in the current through the filter inductor at the output and 
assuming the transformer magnetizing current to be negligible in both circuits, the 
transistor currents IC are given by 

(IC)HB = 2 (IC )FB (4) 

In both converters, the input voltage U appears across the switching transistors. 
However, they are required to carry twice as much current in the half–bridge 
converter. Therefore, in high power applications, it may be advantageous to use a 
full bridge over a half bridge to reduce the number of paralleled transistors in the 
switch. 

2.2 PWM Strategies for Full–Bridge Converter 

The conventional control diagram used for hard driven converters is shown in Fig. 
3. The transistors (T1, T2) and (T3, T4) are switched as pairs alternatively at the 
selected switching frequency, which alternately places the transformer primary 
across the input supply U for same interval ton. The maximum duty cycle is 50% 
(D=0.5). 

A disadvantage of this switching mode is that when all four switches are turned 
off, the energy stored in the leakage inductance of the power transformer causes 
severe ringing with junction capacitance of switching devices. 
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Figure 3 

Waveforms of hard–switching converter with conventional PWM 

The control scheme in Fig. 4 is almost the same as previous except that the duty 
cycle in one leg (transistors T1, T4) is constant (D=0.5) and in second leg 
(transistors T2, T3) is variable in a range between zero and 50%. 
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Figure 4 

Waveforms of converter with modified PWM control 

The output voltage can be controlled also via phase control as shown in Fig. 5, [8], 
[9], [13], [17]. 

Both legs (transistors T1, T4 and T2, T3) of the bridge operate with a 50% duty 
cycle, and the phase shift between the legs is controlled. When the two legs 
operate in phase, the differential voltage applied to the transformer is zero, and 
zero DC output voltage is obtained. When the two legs of the bridge are in 
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opposite phase, the differential voltage applied to the transformer, and also the 
output voltage is maximal. 

There are also other derivations of the switching strategies mentioned above [2], 
[10], [12], [15], [16], [21]. 
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Figure 5 

Waveforms of converter with phase–shifted PWM control 

The phase shift pulse width modulation (PS-PWM) leads to asymmetrical 
switching waveforms. The leading leg consists of transistors T1, T4 and the 
lagging leg consists of transistors T2, T3. The transistor currents in these legs are 
not symmetrical. The PS-PWM control strategy leads to zero-voltage turn-on of 
the transistors in both of legs, as it is evident from oscillograms in Figs. 6 and 7. 

 

Figure 6 

Transistor voltage uCE1 and current iC1 in the leading leg at turn–on and turn–off 
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Figure 7 

Transistor voltage uCE2 and current iC2 in the lagging leg at turn–on and turn–off 

The turn-off losses occur as a result of hard turn-off of the transistors in both legs. 
The circulating current appears after turn-off of the transistors in the leading leg 
during freewheeling interval and consequently the conduction losses are increased 
in the lagging leg transistors. 

3 Soft Switching PWM Converters 
The soft switching PWM converter is defined here as the combination of 
converter topologies and switching strategies that result in zero–voltage and/or 
zero–current switching. This type of soft switching converter has been referred to 
as different names in the literature [1], [2], [3], [6], [9], [11], [14], [15], [18]. They 
are called also pseudo–resonant, quasi-resonant, resonant transition, clamped 
voltage topologies and other. In these converters the resonant transition is 
employed only during a short switching interval. The output voltage is usually 
controlled by PWM with constant switching frequency. 

Soft switching PWM converters can be classified as follows: 

1   ZVS PWM converters  

2   ZCS PWM converters 

3   ZVS ZCS PWM converters 

This classification is explained further. 

3.1 ZVS PWM Converters 

The simplest ZVS PWM full bridge converter is shown in Fig. 8. The converter 
snubbers consist of capacitances C1–C4 and inductance LR, which are represented 
by transistor and diode output capacitances and transformer leakage inductance 
respectively. 
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Figure 8 

Full–bridge ZVS PWM converter 

The converter is controlled by the phase–shifted PWM technique, which is shown 
in Fig. 5. 

The transistors (MOSFETs or IGBTs) in leading or lagging leg are turned–on 
while their respective anti-parallel diodes conduct. Since the transistor voltage is 
zero during the entire turn-on transition, switching loss does not occur at turn–on 
(Figs. 9 and 10). 
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Figure 9 

Switch (transistor MOSFET T1 and its body diode D1) voltage uDS1 and current iDS1 during turn–on and 

turn–off (leading leg) 
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Figure 10 

Switch (transistor MOSFET T2 and its body diode D2) voltage uDS2 and current iDS2 during turn–on and 

turn–off (lagging leg) 

By utilising small snubber capacitors C1 – C4 the turn–off losses are sufficiently 
reduced. If the transistor turn–off time is sufficiently fast, then the transistor is 
switched fully off before the collector voltage rises significantly above zero, and 
thus negligible turn–off switching loss is incurred (Figs. 9 and 10). 

The detail of the turn-off process of the IGBT transistor in the leading leg of the 
converter is shown in Fig. 11. Using snubber capacitors in parallel to transistors, 
the turn-off losses are remarkably decreased. 

The ZVS converter exhibits low primary–side switching loss and generated EMI. 

However, conduction losses are increased with respect to an ideal hard switching 
PWM full bridge topology. 

At light load, the leakage inductance energy is not sufficient to ensure zero–
voltage switching in the lagging leg of the converter. This critical load condition is 
also a function of the line condition. The worst case is high input voltage when 
more capacitive energy is required. 

Another consideration is the delay time from the turn–off T4 until the turn–on of 
T1 and visa versa. If the delay time td is too short, then the device capacitance may 
not be fully discharged. However, if the delay time td2 (Fig. 5, Fig. 10) is too long, 
the capacitor voltage will peak, continue to resonate and drop. Fortunately, the 
time of peak charge is relative independent of the input voltage and load condition 
and is equal to one quarter of LRC time constant [13]. 
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Figure 11 

Transistor voltage uCE1 and current iC1 at turn–off –detail 

The secondary–side diodes switch at zero current. This leads to switching losses 
and ringing as a result of interaction of diodes capacitance with the leakage 
inductance of the transformer. Additional snubber circuitry is usually required, for 
prevention of excessive diode voltage stress. 

To remove the above-mentioned disadvantages a lot of derivations of the ZVS 
PWM converters were developed. The penalty for the improvement is usually 
higher complexity of the converter topology. 

3.2 ZCS PWM Converters 

The ZCS PWM converters can be derived from the ZVS PWM converters by 
applying the duality principle [14]. 

The scheme of the full–bridge ZCS PWM (FB–ZCS–PWM) converter is shown in 
Fig. 12, where LR is the resonant inductor and CR is resonant capacitor. 
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Figure 12 

Basic circuit diagram of the FB ZCS-PWM converter 
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The transformer leakage inductance, the rectifier’s junction capacitances, and the 
transformer winding capacitances can be utilised in this circuit. 

Similar to the FB–ZVS–PWM converter, the FB–ZCS–PWM converter also uses 
phase–shift control at constant switching frequency to achieve required converter 
operation (Fig. 13). 
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Figure 13 

Idealised waveforms of the FB ZCS PWM converter 

The switches must have reverse-voltage blocking capability. The switch can be 
implemented by an IGBT or a MOSFET in series with a reverse blocking diode, 
an IGBT with reverse–voltage blocking capability, a MCT, or a GTO. An 
important advantage of the circuit is that the rectifier diodes do not suffer from 
reverse recovery problem since they commutate with zero–voltage switching. 

This feature makes the converter attractive for applications with high output 
voltage e. g. power factor correction circuits, where the rectifiers suffer from 
severe reverse–recovery problems when conventional PWM, ZVS–QRC, or ZVS–
PWM converter techniques are used [14]. 

The efficiency of the converter drops significantly at low line and heavy load 
since the switches begin to lose zero current switching. 

The turn-on and turn-off process of the switches are shown in Figs. 13 and 14 
respectively. 

Some dual characteristics of the FB ZVS PWM converter and FB ZCS PWM 
converter are summarised in Table 2. 
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Figure 14 

Switch S1 voltage and current during turn-on and turn-off 
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Figure 15 

Switch S3 voltage and current during turn-on and turn-off 
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Table 2 

Some dual characteristics of the FB ZVS PWM converter and FB ZCS PWM converter 

3.3 Zero-Voltage Zero-Current Switching PWM Converters 

This type of converter is very attractive for high voltage, high power (>10 kW) 
applications where IGBTs are predominantly used as a power switches [1], [3], 
[4], [10], [12], [22]. 

The operating frequency of IGBTs is normally limited to 20-30 kHz because of 
their current tailing problem. To operate IGBTs at higher switching frequencies, it 
is required to reduce the turn-off switching losses. ZVS with substantial external 
capacitor or ZCS can be a solution. The ZCS, however, is deemed more effective 
since the minority carriers are swept out before turning off. 

The zero-voltage zero-current switching (ZVZCS) PWM converters are derived 
from the full-bridge phase-shifted zero-voltage (FB-PS-ZVS) PWM converters. 
The PS-ZVS PWM converter is often used in many applications because this 
topology permits all switching devices to operate under zero-voltage switching by 
using circuit parasitics such a transformer leakage inductance and devices junction 
capacitance. 

However, because of phase-shifted PWM control, the converter has a 
disadvantage that circulating current flows through a transformer and switching 
devices during freewheeling intervals (Fig. 4, Fig. 7). 

The circulating current is a sum of the reflected output current and transformer 
primary magnetizing current. Due to circulating current, RMS current stresses of 
the transformer and switching devices are still high compared with that of the 
conventional hard-switching PWM full-bridge converter (Fig. 1). To decrease the 
circulating current to zero and thus to achieve zero-current switching for lagging 
leg, various snubbers and/or clamps connected mostly at secondary side of 
transformer are applied. 

The principle by using all of the snubbbers and/or clamps is to secure 
disconnection of the transformer secondary side, as it is very simplified shown in 

 FB-ZVS-PWM FB-ZCS-PWM 
Topology type Buck type Boost type 

Switching conditions for 
active switches 

Zero-voltage switching Zero current switching 

Switching conditions for 
rectifiers 

Zero current switching Zero-voltage switching 

Soft switching easy to 
achieve at 

Heavy load  Light load 

Implementation of active 
switches 

Diode in parallel with 
transistor  

Diode in series with 
transistor 



Acta Polytechnica Hungarica Vol. 4, No. 2, 2007 

 – 41 – 

Fig. 16. It is usually realised by application of the reverse bias for the secondary 
side rectifier when transformer secondary voltage in the freewheeling interval 
becomes zero. The output rectifier (D5, D6) is then reverse biased and the 
secondary windings of the transformer are opened. 
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Figure 16 

Principle of the ZVZCS converter operation 

Therefore, both primary and secondary currents of the transformer become zero. 
Only a low magnetising current circulates during freewheeling interval as shown 
in Fig. 17. Thus, the RMS current of the transformer and switches are 
considerably reduced in the freewheeling interval. 
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Figure 17 

Operation waveforms of ZVZCS PWM converter 

Hence, the converter achieves nearly zero-current switching for the lagging leg 
(transistors T2, T3) due to minimised circulating current during interval of lagging 
leg transition and achieves zero-voltage switching for leading leg (transistors T1, 



J. Dudrik et al. High-Frequency Soft-Switching DC-DC Converters for Voltage and Current CD Power Sources 

 – 42 – 

T4) due to reflected output current (IO/p=IP, p=Np/NS) during the interval of 
leading leg transition. 

Several passive and active snubber and clamp circuits were developed to resolve 
the problem concerning the resetting the primary current of the transformer to 
achieve zero-current switching of the switches in the lagging leg of the converter 
[21]. 

An example of ZVZCS PWM converter is shown in Fig. 18. ZVS of the leading 
leg is achieved by the same manner as that of the ZVS full-bridge PWM 
converter, while the ZCS of the lagging leg is achieved by resetting the primary 
current during freewheeling period by using active clamp in the secondary side, 
which needs an additional active switch. Oscillogram of the collector-emitter 
voltage uCE2 and collector current iC2 in the lagging leg at turn–on and turn–off is 
shown in Fig. 19. The transistor is turned-on at zero voltage and turned-off at zero 
current. The circulating current does not occur, only negligible magnetizing 
current flows during freewheeling interval through primary winding of 
transformer. This combination of switching is very effective for IGBT transistors, 
which have problems at turn-off due to tail current effect. 

The converter in Fig. 18 is operating very well at nominal load, but it is not 
capable operating over wide load range (from no-load conditions to short circuit) 
with zero-voltage or zero-current switching for all power switches. 
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Figure 18 

ZVZCS DC-DC PWM converter 
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Figure 19 

Transistor voltage uCE2 and current iC2 in the lagging leg at turn–on and turn–off 
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Figure 20 

Improved ZVZCS DC-DC PWM converter 

In order to achieve soft switching at no-load conditions and at short circuit the 
auxiliary circuits are needed. The example of such patented arrangement is shown 
in Fig. 20 [7], [22]. 

The auxiliary transformer TR2 is the main part of the auxiliary circuits in this 
converter. 

The transformer TR2 should have considerably large air-gap to ensure sufficiently 
high magnetizing current im2 and at the same time to prevent core saturation. The 
saw-tooth magnetizing current im2 ensures the zero-voltage turn-off of the 
transistors T1, T4 not only at light load but also at no-load conditions. 
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Simultaneously, charging or discharging of the capacitors C1, C4 by magnetizing 
current im2 avoids high current spikes at transistors T1, T4 turn-on at light load and 
no-load. 

In order not to loose the zero-current turn-off of the transistors T2, T3 at short 
circuit, it is necessary to charge up the capacitor Cs to the rated value of the 
voltage. The capacitor Cs can be charged from the rectifier GB1, which is 
connected to the secondary winding of the auxiliary transformer TR2. Soft 
switching and reduction of circulating currents for full load range are achieved in 
this converter. The converter is especially suited for application where short 
circuit and no-load are normal states of the converter operation, e.g. arc welding. 

Conclusion 

Principles of the zero-voltage and zero-current switching in PWM full-bridge 
high-frequency converters are described. The overview and division of the 
prospective soft-switching PWM converters for high power application is 
presented. 
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Abstract: The aim of this paper is the presentation of a new analytical formulation of the 

reactive energy compensation on distribution lines, which are characterised by their radial 

configuration. It will be devoted to the determination of the sizes and locations of a given 

number of fixed capacitor banks placed on a non-homogeneous radial line with a non-

constant voltage. For the network solution, it is required to know the voltage at each node 

and at the capacitors location. On the basis of what has been just said and due to the radial 

type of the line, an iterative method called voltage drop method will be applied. The voltage 

rms values and phase-angles at all the nodes and on the capacitor banks will be calculated. 

The mathematical models of the current distributions are made considering the line active 

and reactive power losses. In the reactive energy optimisation process and for the power 

and energy loss reductions, we have used new models. The latter take into account the 

effect of all the capacitors in the calculation of the loss reductions due to a particular one. 

The results obtained then, are compared to those of authors having previously worked on 

the subject. 

Keywords: shunt capacitors, voltage drop, radial line, optimal capacitor sizes, optimal 

capacitor locations 
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1 Introduction 
The transit of a strong reactive component of the current in an electrical line 

causes power losses, voltage drop and thus a reduction of the line power 

transmission. Compared to transmission lines, the distribution ones have a low 

voltage and high current. The 
2

RI loss (up of 13%) in distribution systems is than 

significantly high. To improve the line power transmission and to avoid turning to 

investments in new distribution lines, the power utilities are firstly forced to 

reduce the losses in distribution systems. To achieve power and energy loss 

reductions as well as voltage correction, shunt capacitor banks are widely used. 

The capacitor installation techniques can be classified in several groups among of 

which we note; the analytical methods [1]-[7] which are easy to understand and 

gives detailed mathematical models, the numerical methods [8]-[11] which are 

iterative and with or without constraints, the heuristic methods [12]-[14] 

developed through intuition and experience. They are a fast practical way which 

leads to a near optimal solution and reduce the search space. Artificial intelligence 

based methods [15]-[20]. Based on the natural evolution and the annealing of 

solids, these methods can also be a combination of a set of methods (hybrid 

methods). In this class of methods we note: genetic algorithms [15]-[17]; fuzzy 

logic and genetic algorithms [18]; simulated annealing [19]-[20]. 

Our interest in this paper relates to the analytical methods. Several methods have 

been used to conduct the reactive energy compensation in an optimal way i.e., to 

have less power and energy losses. If the early analytical works [1]-[4] constituted 

an important step in the modelling of the optimisation of the reactive energy 

compensation, they remain however non-realistic because of the number of 

assumptions that they considered. Some of these assumptions are uniform line, 

uniform load and constant voltage along the line. Later works based on heuristic 

search [12]-14], although they do not make any simplifying assumptions, tackle 

the problem by initially identifying the possible nodes candidate to carry capacitor 

banks, then determining their optimal sizes. The problem is thus reduced to 

capacitor sizes optimisation.  The advantage of this method lies in the fact of 

being easy and very practical especially for the feeders with laterals. But, the 

capacitor locations are the more indicated but not the optimal ones. Moreover, for 

more than one capacitor, the effect of the batteries the ones on the others does not 

appear clearly in the objective function for a possible mathematical analysis of the 

problem. It appears implicitly in the reactive current updating when we perform 

the load flow. References [5]-[7], in our point of view, present best and complete 

mathematical models for leading the reactive energy optimisation. Indeed, this 

method allows the electrical energy suppliers to choose either to optimise only one 

parameter (capacitors location or size) or both of them at the same time. 

Nevertheless, owing to the fact that the authors in [5]-[7] have defined the power 

and energy loss reductions due to a given capacitor as dependent only on the 
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powers of those located at its downstream and owing to fact that the formulation 

of the capacitor current [7] is not homogenous, we present in this paper new 

expressions for the power and energy loss reductions as well as the equations 

whose results give the capacitor optimal sizes and locations. However, we firstly 

define the objective function as well as a simple manner to calculate the nodes 

voltage and the voltage at the capacitor locations. 

2 Objective Function 
To optimise the reactive energy compensation, the definition of an objective 

function is essential. This objective function called also ‘economic savings’ 

depends on the power and energy loss reductions due to all the installed capacitors 

and their costs. This function noted ‘ S ’, is defined by [5]-[7]: 

∑
=

−Δ+Δ=
n

k
ckcfep QkEkPkS

1

 (1) 

By using the capacitor voltage and courant, the expression (1) becomes: 

∑
=

−Δ+Δ=
n

k ck

cqkck
cfep

IV
kEkPkS

1 cos ϕ
 (2) 

Expression (2) shows that ‘ S ’ is dependent on the capacitors current and voltage. 

It depends also on the locations of the capacitors which appear explicitly in the 

expression of the power and energy loss reductions given below. These 
expressions are for a balanced radial main feeder on which ‘ n ’ capacitors 

numbered, for the calculation suitability, from the end of the line to the substation 

end (Figure 1), as it follows: 

Figure 1 

Notation of the capacitors current and location 
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2.1 Power Loss Reduction 

For a balanced three phase radial feeder and using the power loss reduction due to 

each capacitor, the total loss reduction can be written as it follows: 

∑
=

Δ=Δ
n

i
iPP

1

3  (3) 

iPΔ : is then the power loss reduction due to the th
i  capacitor. It is given by: 
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2.2 Energy Loss Reduction 

As for the power loss reduction, the energy loss reduction for this radial line is 

given by: 

∑
=

Δ=Δ
n

i
iEE

1

3  (5) 

The capacitors being of fixed type and their in service duration is T  then, iEΔ  is 

equal to the integral between 0 and T of 
i

PΔ  and it admits the following 

expression: 
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3 Voltages Calculation 
The load and battery currents are voltage-dependent thus, the calculation of the 

complex voltages is necessary. However, distribution networks being 

characterized by a high ratio R/X and a radial configuration, it is not recommended 

to use conventional load flow methods such as Gauss-Seidel or Newton decoupled 

which are essentially developed for transmission or strongly meshed networks. 

Applied for distribution networks, they can encounter convergence problems. In 

this case and for the voltage calculation, we suggest a method called voltage drop 

method or a backward and forward method. In the line backward sweep, the 

branch currents, the active and reactive powers and the power losses are 

calculated. After which, the forward sweep is carried out to determine the nodes 
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voltage and phase-angle. For a branch ‘ i ’, the complex voltage of its receiving 

end is defined equal to that of its sending end ‘ 1−i ’ decreased by the branch 

voltage drop located between the two considered nodes. For the node ‘ i ’ (Figure 

2), the complex voltage is written as it follows: 

[ ])()(1 ci
F

qi
Fj

di
FijxiriViV −−+−−=  

 

Figure 2 

Descriptive diagram of the line 

Where the d and q components of the th
i  branch current and the current due to the 

capacitors located downstream this branch, are given by: 
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The active and reactive powers injected into the node ‘ i ’ are given by: 
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The line active and reactive power losses are: 
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The d and q voltage-components, using the uniform normalised line concept, are: 
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Once the d and q components calculated, the voltage rms value and phase-angle of 

node ‘ i ’ are obtained by:  
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The complex voltage of the kth capacitor is equal to that of bus ‘ i ’ if it is located 

on it. If the capacitor location is between the buses ‘ 1−i ’ and ‘ i ’, its d and q 

components are given by: 
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From d and q components we get: 
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To determine both voltage magnitude and phase-angle, one will initialise all the 

complex voltages to that existing at the substation end (reference bus) and 

calculate initially the current distributions according to (7) by going up the line 

(backward sweep). Then d and q voltage components, in agreement with the 

expressions (10) for nodes and (12) for capacitors, are calculated by going down 

the line (forward sweep). The method being iterative, the computing process will 

be stopped only if the results converge. As a convergence test, we have adopted a 

per-unit difference of voltages of two successive iterations equal or less than 

0.0001. 

4 Optimisation of the Reactive Energy 
Making the objective function maximum is equivalent to finding the batteries size 

and location which satisfy the following system: 

⎩
⎨
⎧

=∂∂
=∂∂
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i

cqi

hS

IS
 (14) 
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The solution strategy suggested is an iterative procedure being based on the 

solution of each equation of the system (14) for the two following major reasons: 

- The solution facility which the iterative method offers in this case. 

- Each equation of the system (14) taken separately, constitutes alone, a 

problem the importance of which is proven. Indeed, it happens that the 

interest of the electrical energy suppliers, for considerations which are 

peculiar to them, relates only to one of the two parameters independently of 

the other. Owing to the fact that one solves each equation separately, the 

access to the solution of only one of the two problems is than possible. 

4.1 Optimisation of the Sizes 

The substitution of «S» by its expression (2) in the first equation of the system 

(14) and after reorganizing the equation, we end up with the following contracted 

matrix expression (see the appendix for more details). 

BIH cq
~~~

=  (15) 

Where: 

- H
~

: is an n.n matrix called matrix locations the elements of which are such that: 
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- cqI
~

: is a 1.n matrix called capacitors size matrix the transposed of which is: 

[ ]cqncqcq
t
cq IIII ,...,,

~
21=  

- B
~

: is a 1.n matrix the elements of which are such that: 
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Obtaining the optimal sizes passes by the resolution of the matrix equation (15) 

which gives the capacitor current cqkI . The reduced optimal sizes of the 

capacitors ( ckQ ) are then deduced from: 

ck

cqkIckV

ck
Q

ϕcos
=  (17) 
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4.2 Optimisation of the Locations 

Just like for the sizes of the batteries, the resolution of the second equation of the 

system (14) and after the equation reorganisation, leads to (see appendix for 

details): 
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 (18) 

Knowing )( iq hF , the per-unit optimal locations and consequently their real values 

are then deduced from the graph of the reactive current distribution function 

)(xFq  shown in Figure 3. However, and to make the locations determination 

automatic, a program was envisaged for this purpose. 
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Figure 3 

d and q branch current distributions before and after compensation 

4.3 Optimisation of Two Parameters 

To optimise the locations and the sizes of the batteries at the same time, an 

iterative procedure is planned. It calls upon the programs developed to determine 

each of the two parameters separately. The execution of this iterative method 

requires the knowledge of an initial solution. Arbitrary values are then assigned to 

the two required parameters. The determination of the optimal locations and sizes 

will be done, according to the following algorithm: 
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Step 1 Read the line data. 

Step 2 Read the arbitrary capacitors size and location. 

Step 3 Initialise the tensions of the various bus bars and on the capacitors. 

Step 4 Uniform and normalise the line and the loads. 

Step 5 Calculate the normalised currents cqkI  due to the capacitors from (17). 

Step 6 While the convergence is not reached perform the following steps: 

a) Calculate the current distribution functions according to first and second 

expressions of (7). 

b) Calculate the bus voltages and the capacitors voltages bus from (11) to (13). 

c) While the capacitors location and size are not identical to the precedent 

ones, carry out the following steps: 

i) Calculate the optimal locations according to (18). 

ii) Calculate the optimal currents due to the capacitors according to (15). 

iii) Calculate the relative powers of the capacitors according to (17). 

iv) Calculate the cost reductions according to (1). 

d) Else continue. 

Step 7 Else continue. 

Step 8 Return to the real dimensions. 

Step 9 Write the results. 

5 Application 
As an application example and in order to be able to undertake a comparative 

study, we have considered the physically existing distribution line given by [5-7]. 

It’s a non-homogeneous distribution line of medium voltage having nine sections 

of five wire-sizes. The line loads are non-uniform and are concentrated at the end 

of each section. As a base voltage we have adopted the voltage at the sub-station 

end (23 kV) which is also regarded as the angles origin. As a base power we have 

considered an apparent power of 4186 kVA. This value is equal to the sum of all 

the reactive loads. 

As in [5-7], the three capacitors size and location optimisation problem is 
considered where: the load factor 

fL  is equal to 0.45; the annual cost of the kW is 
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pk =168$/kW; the annual cost of the kWh is ek =0.015 $/kWh and the annual 

cost of the installed kVAr is cfk =4.9 $/3 phasekvar. A 14.3% annual fixed 

charge rate is applied for capacitor cost. The obtained results for the optimal sizes 

and locations are consigned in Table 1. Some others interesting results are also 

given. The voltage rms values and phase-angle after the optimisation of the 

reactive energy are consigned in Table 2 and those of the effect of the shunt 

battery current definition in Table 3. 

Table 1 

Results of the capacitors size and location optimisation 

Table 2 

Bus voltage rms values and phase-angles after capacitors installation 

 

 

 

 

N° of the capacitor 1 2 3 ΔP 

(kW) 

ΔP 

in[7] 

ΔE 

(kWh)

S 

($) 

number 

iterations 

Initial sizes                 (kVAr) 300 600 800 

Initial locations           (mile) 13.27 07.32 3.02 

Optimal Locations        (p.u) 1.0000 0.2248 0.1074

Locations in [7]           (p.u) 1.0000 0.2248 0.1074

Optimal Locations       (mile) 16.27 06.32 4.02 

Optimal Sizes                (p.u) 0.1628 0.0964 0.0637

Optimal Sizes             (kVAr) 681.48 403.62 266.73

capacitors Currents       (p.u) 0.1877 0.1040 0.0669

capacitors Sizes in [7] (kvar) 464 1070 2961 

Qcq[7] /Qcq Ratios 0.68 2.65 11.10 
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3 

Bus V (p.u) ϕ (rd) V[7] ϕ [7] Bus V (p.u) ϕ (rd) V[7] ϕ [7] 

0 1.0000 0.0000 1.0000 0.0000 5 0.9249 -0.0726 0.9441 -0.0831 

1 0.9941 -0.0095 0.9967 -0.0102 6 0.9163 -0.0811 0.9350 -0.0906 

2 0.9853 -0.0212 0.9917 -0.0232 7 0.9003 -0.0926 0.9183 -0.1001 

3 0.9648 -0.0419 0.9790 -0.0481 8 0.8753 -0.1135 0.8912 -0.1169 

4 0.9513 -0.0495 0.9695 -0.0600 9 0.8600 -0.1319 0.8732 -0.1311 
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Table 3 

Effect of the current battery definition 

 

 

 

 

 

Conclusion 

As consequences of the changes in the expressions (3) for 
i

PΔ  and (4) for
i

EΔ , 

we note that: 

The non-diagonal terms of the matrix locations are multiplied by two, if the 

capacitors size optimisation is of interest see expression (16). The first term of the 

right-hand side of the equation (18) giving )( iq hF is multiplied by two, during the 

capacitors location optimisation. 

From the results point of view, if the optimal locations (nodes: 9, 5 and 4) of the 

capacitors are the same to those given in [7], their sizes are completely different, 

see Table 1. The ratios of the capacitors size given in [7] to those which we have 

obtained, vary from 0.68 to 11.10 (see Table 1). The optimal choice of capacitors 

location and size, taking into account the line power losses, conduct to a power 

loss reduction equal to 152.71 kW, an improvement in the voltage profile (see 

Table 2) and a decreasing in the reactive current distribution )(xFq (see Figure 

3). The cost reduction is then equal to 19328 $ and would be better in our case. 

Indeed, if we count the total number of kVAr installed, it is equal to 1351.83 

kVAr in our case and 4495 kVAr in [7]. Reported to the total reactive power 

(4186 kVAr), the ratio is of 32.29% in our case and 107.4% in [7]. This last value 

i.e. 107.4% means that the total requested reactive energy is satisfied by an 

external contribution and violates the maximum limit of the reactive energy to be 

compensated. In addition to the power loss reduction due the optimal capacitors 

placement, the improvement of the voltage, reduce the d component of the branch 

current (see Figure 3) and thus an additional reduction in the power losses. The 

power loss reduction due to this component of the branch current is equal to 20.28 

kW and consequently, a supplementary cost reduction of 3407 $. The total 

reductions of the power losses and the cost are respectively of 172.99 kW and 

22735 $. 

Note that the optimal sizes of the capacitors obtained in our case are not standard 

ones. To overcome this, we suggest moving each non-standard size to that of 

smaller standard size or larger standard one and then choose those whose 

economic saving is the best. 

Battery Icq (p.u) Qcq (p.u) Qcq [7] (p.u) Qcq[7] / Qcq Deviation (%) 

1 0.1877 0.1628 0.2168 1.33 33 

2 0.1040 0.0964 0.1127 1.17 17 

3 0.0669 0.0637 0.0704 1.11 11 
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If we consider that the optimal reactive currents are the same in both, reference [7] 

and our proposed method (Table 3), the difference in the capacitor power 

definition (Equation 17) leads to a deviation between 11% and 33%. This 

deviation increases as one move away from the sub-station end or as voltage 

magnitude decreases. 

Nomenclature 

- 
p

k ( 
e

k ): is the annual unit price of the kW (kWh). 

- 
cf

k : is the unit price of the three phase kVAr installed. 

- 
iV  ( iϕ ): is the voltage rms value (phase-angle) at bus i. 

- 
ckV ( ckϕ ): is the kth battery voltage rms value (phase-angle). 

- niX : is the per-unit normalised reactance of the ith line section. 

- R : is the per unit resistance of the normalised uniform line. 

- kh : is the normalised uniform location of the kth battery. 

- ckQ : is the kth battery size. 

- )(tI
s

: is the time-dependent reactive current at the substation end. 

-T : is the in service duration of the batteries which are of fixed type. Its per-unit 

value is equal to 1. 

- uniL : is the normalised uniform length of the branch ‘ i ’. 

- nniL : is the total normalised uniform length (from the reference node to the 

node ‘ i ’). 

Appendix 

1 Optimisation of the sizes 

The optimal sizes of the batteries are obtained by the resolution of the system of 

equations 0qcjS I∂ ∂ = . To do it, the derivatives of the power and energy loss 

reductions are required. We then obtain: 

∑
=

∂Δ∂=∂Δ∂
n

i
cqjicqj IPIP

1
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Where 
qcji

IP ∂Δ∂  is equal to: 
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From where the expression of 
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Making the same reasoning we obtain for 
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IE ∂Δ∂ : 
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Finally we obtain for 0=∂∂
cqj

IS , once a certain number of arrangements 

operated: 
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Where: 0
1

1

=∑
−

=

j

k
cqkI  for j=1 and 0

1

=∑
+=

n

jk
cqkI  for j=n. 

(A3) can be written in the matrix form as it follows: 

BIH cq
~~~

=  (A4) 

Where, H
~

, cqI
~

and B
~

are as defined in the section 4.1. 

2 Optimisation of the locations 

For the different derivatives to the locations, we obtain: 
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And then: 
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At last 0=∂∂ jhS  gives after having ordered it: 
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Abstract: Each problem always originates from constraints. The decision is a response to 

the challenges by the environment. In order to chose appropriate decision support 

techniques the structural complexity of the problem has to be determined. The aim of the 

application of knowledge based systems is to obtain decision support. In this paper the 

application of the system ‘Doctus’ is illustrated and exemplified in connection with 

processing the problem of the potential co-operation between the industrial companies and 

institutes of higher education. The analysis was carried out by the application of inductive 

and deductive inference procedures taking into account the requirements of the companies 

and the abilities and skills of the higher educational institutions. The assessment of the 

results obtained may generate further dilemmas for the solution of which appropriate 

knowledge bases can be brought about or the already existing ones have to be refined. 

Keywords: Knowledge-based Systems, Knowledge-based Technologies, Deductive Graph, 

Deductive Reasoning, Model Graph, Inductive Reasoning, Interdisciplinary Co-operation 

1 Introduction 

To what extent can human thinking be substituted by computers? 

By seriously establishing the idea of automating abstract mathematical proofs 
rather than merely arithmetic, Turing greatly stimulated the development of 
general purpose information processing only in 1936. Previously, Hilbert had 
emphasized between the 1890s and 1930s the importance of asking fundamental 
questions about the nature of mathematics. Instead of asking ‘is this mathematical 
proposition true?’ Hilbert wanted to ask ‘is it the case that every mathematical 
proposition can in principle be proved or disproved?’ This was unknown, but 
Hilbert’s feeling, and that of most mathematicians, was that mathematics was 
indeed complete. Gödel destroyed this hope by establishing the existence of 
mathematical propositions which were undecidable, meaning that they could be 
neither proved nor disproved. 
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The next interesting question was whether it would be easy to identify such 
propositions. After Gödel, Hilbert’s problem was re-phrased into that of 
establishing decidability rather than truth, and this is what Turing sought to 
address. In the search for an automatic process by which mathematical questions 
could be decided, Turing envisaged a thoroughly mechanical device, the Turing 
machine (1936), in fact a kind of ‘glorified typewriter’. Its significance arises from 
the fact that it is sufficiently complicated to address highly sophisticated 
mathematical questions, but sufficiently simple to be subject to detailed analysis 
[1]. Turing’s universal computer can simulate the action of any other, in certain 
sense. This is the fundamental result of computer science. Indeed, the power of the 
Turing machine and its cousins is so great that Church [2] and Turing [3] framed 
the ‘Church-Turing thesis,’ to the effect that “Every function ‘which would 

naturally be regarded as computable’ can be computed by the universal Turing 

machine.” This thesis is unproven, but has survived many attempts to find a 
counterexample, making it a very powerful result. 

 

Figure 1 

Turing’s ‘glorified typewriter’, the Turing Machine 

In the possession of the idea of Turing Machine the computational complexity of a 
problem can be determined by the number of steps a Turing machine must make 
in order to complete any algorithmic method to solve the problem. If an algorithm 
exists with the number of steps given by any polynomial function of the amount of 
information given to the computer in order to specify the problem then the 
problem is deemed tractable and is placed in the complexity class ‘P’. If the 
number of the necessary steps in solving a task rises exponentially with this 
information, then the problem is hard and is in another complexity class. There is 
an even stronger way in which a task may be impossible for a computer. Such 
problems are termed uncomputable. The most important example is the ‘halting 
problem’. A feature of computers familiar to programmers is that they may 
sometimes be thrown into a never-ending loop. 
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According to the above outlined situation it can be stated that recent development 
of Information Technology made it possible the partial or in certain very special 
cases even the full automation of the process of human thinking, more formally 
speaking, at least in the realm of ‘P class problems’. In our days the decision 
supporting systems embodied in expert systems as software running on common 
computers are indispensable requisites for managers. Normally these decision 
supporting systems are used for managing decision dilemmas at the strategic level 
of decision making [4]. Their application can be extended for the rather ‘soft’ 
fields of application as social sciences as well as for the rather ‘hard’ subject areas 
of natural and technical sciences. In this paper, as an application example of the 
knowledge based technologies, analysis of the possible co-operation between the 
industrial companies and the higher educational institutions is presented. 

The role and position of the higher educations seems considerably vary worldwide 
in these years. The situation of the Hungarian educational institutions is even more 
dubious: its staff frequently has to cope with often controversial demands that also 
vary in time. The basic knowledge obtained at the educational institutions has to 
be further developed in the practice. By our days this knowledge became of 
strongly technological nature, and it is expanded and enriched mainly by the 
research carried out by private companies. As a consequence its key elements 
ceased to be ‘public properties’, and became ‘private’ ones. The great majority of 
this technological knowledge does not even reach the educational institutions, and 
it is hopeless to acquire them by separate research conducted in these institutions. 
The employees of the industrial companies are provided with up-to-date 
technological knowledge in special education carried out within the companies. 
This situation automatically devalues the output of the traditional educational 
institutions that is the student who is provided with certain particular lexical 
knowledge that cannot be fresh and really up-to-date. The costs and time 
requirements of the post-education within the companies that is needed for 
obtaining really useful labor force also mean some burden to the industry that 
naturally wish to reduce them. 

The education that is specific to the needs of the various companies can be 
brought about via the co-operation of the industrialists and the educational 
institutes by harmonizing the appropriate goals and conditions of the education. 
This harmonization has to result in the reduction of the financial burden of the 
postgraduate training, in the production of more marketable graduate students, and 
more popular institutional organizations of widely recognized reputation. It can 
also be expected that increasing proportions of the financial resources of the 
higher education will be covered directly by the students in Hungary. 

The burden of the post education mainly can be reduced by deliberately providing 
the students rather with skills than with particular lexical knowledge in the 
education. On the basis of these skills the graduated students become able to learn 
in fast and efficient manner so the duration and the costs of the post-education can 
be reduced. For the development of these skills the higher educational institutions 
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have to operate as intellectual training camps the actual program of which also 
corresponds to the daily activities conducted in the industrial companies. In our 
view this practical demand is the key element on the basis of which the working 
connection between the educational institutes and the industry can be revitalized. 

The up-to-date lexical part of the common, public knowledge to be acquired by 
the students during the education obtains special emphasis in this phase. The 
industrial development is accompanied by intensive standardization. The 
crystallization of the industrial standards is a long process in which various, often 
concurrent, competing companies take part simultaneously. It is much more 
expedient and advantageous for the educational institutions to take part in this 
process than only compiling the already existing, well crystallized standards. In 
this manner the graduate students can obtain knowledge and skills that are 
immediately marketable in the industry. 

2 The Role of Computers in Decision Making 
Management decision 

making level 
Information required for Type of CIS support 

Top 
Strategic 

Planning 

long-term policy decision and 
planning 

Decision Support 
System (DSS) 

Middle 

Tactical 

Controlling 

comparing results of operations 
with plans and adjusting plans or 

operations accordingly 

Management 
Information System 

(MIS) 

Lower 

Operational 

Operating 

maintaining business records and 
facilitating the flow of work in a 

project 

Data Processing System 

Table 1 

The role of computers in decision making [8] 

2.1 Data Processing Systems 

A Data Processing System contains a series of procedures that deal with one or 
more types of relevant business transactions. Examples for the processed 
transactions are the payrolls, making out bills, acceptable bills, payable bills, stock 
control, purchase and others. Each data processing system is typically named as an 
application. Within the organization these systems support a wide scale of 
transactions. The required decision contains an individual transaction. 
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The data processing systems can be described as managers of many transactions, 
in turn they provide plenty of data and it is possible to have access to the required 
information. It is a fact that the data can increase as an avalanche. Here is arising 
the problem in the decision making of the management concerning the possible 
application of the systems data files namely the data volumes are too large. It is 
impossible to reach a general interpretation as the details are too much. 
Accordingly the capacity of the computers is applied to data summarizing and 
interpretation of reports and information [8]. 

2.2 Management Information Systems 

A management information system summarizes and selects data from a large 
volume of data file and in such a way it makes a report to the system outputs. This 
process is often quoted as ‘lock out reporting’ or ‘managing with lock out’. In the 
system the managers insert data selection criteria within the computer program on 
the basis of the content. Management information systems help especially in 
handling of problems with known structures soluble on the basis of the past 
experiences. Problem solving of such type is often associated with the tactical 
level of the management. The ‘tactical’ term refers to such starting operations 
within which the decisions can be made on the basis of known relations, rules, 
laws, that is as in the case of structured problems. There are reliable precedents 
applicable in decision making. In effect the knowledge and experience of the 
manager qualifies the problem as structured and the managing area as tactical. The 
nature of problems and the suitable solving method often depends on the situation, 
on the experience and knowledge on the given area of the problem solver [8]. 

2.3 Knowledge-based Systems (Decision Support Systems) 

The purpose of the application of knowledge based systems is rather decision 
making than information processing. For solving problem the degree of an existent 
structure represents the dividing criterion for the application of decision support 
techniques. A knowledge based systems is most effective in the managing of 
semi-structured problems. The abilities of such systems are usually applied on the 
managing level of strategic planning. The tactical and strategic planning is 
unfortunately often defined with the term time range instead of its relative duties. 
The tactical planning deals with the starting situation including the application of 
know principles, rules, and laws. The strategic planning deals with situations 
including certain elements of the undoubtedly not predictable unknown. Strategic 
planning includes the future but not necessarily the long range future. The 
identifying characteristic can be catched rather in the semi-structured nature of the 
problem to be solved and in the uncertainty of the future [8]. 
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The structurality of a problem is determined by that person who perceives and 
solves the problem. Therefore it is impossible to define the structurality of a 
problem in an absolutely correct manner. The degree of structurality of a problem 
is function of the knowledge, experience of the problem solver. The principle of 
the definition of problem structure is especially important in understanding of the 
knowledge based systems. 

A knowledge based system is such a computer tool that is used by the manager in 
connection with his/her problem solving and decision making activity, helping 
him/her in decision making. A person has to define the problem structure and the 
criteria in connection with the problem evaluation. The manager makes certainly 
the decisions and solves the problems. Creation of alternative possible solutions is 
the duty of human creativity. The knowledge based system can be regarded as a 
problem solving tool kit that can be used in the ‘valuation of alternatives’ phase of 
the problem solving process [9]. 

Application of knowledge based systems requires ‘new technology’ in the sense 
that knowledge-based technology is qualitatively different to, and does not fall 
under the technological development trends of programming. It came about during 
the researches of the artificial intelligence in connection with human problem 
solving [10]. The aim of the artificial intelligence researches is the development of 
intelligent computer system. This is an artificial intelligence program that solves 
the problems such a way, and behaves so, as persons. On this basis it could be 
named as ‘intelligent behavior’. It tries to create systems that imitate thinking and 
acting habits of persons. An artificial intelligence program must have attributes 
characteristic of the human problem solving behavior, that is in case of 
complicated problems having alternative possibilities with effective problem 
solving ability, with communication ability, with ability to handle uncertain 
situations, with ability to handle exceptions and with learning talent. 

On the basis of the above ideas it can be stated that the knowledge based systems 
are artificial intelligence programs with new program structure appropriate to 
processing symbolical information. The information are processed with reasoning, 
with application of heuristics. The quality of problem solution depends on the 
quantity and quality of information available on the relevant area. The 
programming style is declarative [11]. Accordingly, the task of a knowledge based 
system operating on the knowledge based technology is not the realization of 
some mapping between the input and output domains and obtaining data adequate 
to the given conditions. Instead of that, its task is generation of statements on 
expert level on basis of the given data proposal [12]. That is the decision support 
system does not want replace the decision maker. It is satisfied by accelerating and 
supporting the process of human thinking. Further it can be said that it alloys the 
advantageous attributes of the human person (human knowledge) and the 
computer (artificial knowledge) [4]. 

Its advantages are listed as follows: 
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 Integration of knowledge of more experts, so it can make more perfect 
decision, can give better-founded proposal than any individual expert. 

 Quick operation, the more hours for human decision can be shortened to a 
few minutes. 

 In problem solving it comes always to identical solutions in contrast  to the 
human decisions that normally are motivated by external conditions, 
atmosphere, and other effects. 

 It can switch over flexibly from a problem to other one. 

 Its application has no limits neither in time nor in space. Human expert can 
be found at definite date at definite place. He/she is not always available. 
He can step out taking away his knowledge. 

 Its amortization is a gradual process while the costs in connection with 
human experts does not decrease. 

 The expertise is summarized and stored on highest level. 

 Knowledge Based Systems (KBS) are continuously developable open 
systems. 

 They have modeling ability. 

 They are especially efficient in the area of education/teaching. 

Limits of the application of KBSs: 

 Their unjustified application, forcing can lead to faults. 

 They are always only able to solve problems of a narrow, mainly special 
field. The human person is all-round. 

 They follow only given rules, cannot think with common sense. 

 The human expert is ready to admit his/her incapability to give a real 
answer to a problem. In contrast, the system does not sense the limits of its 
applicability, so in situations not defined by rules it can come to incorrect 
solutions. 

 In case of a system including too much rules it is difficult to check the 
success of relevant rules, the process of the program can slow down. In 
case of too few rules it can come to unreasonable conclusions. 

The structure of the knowledge based system is custom-built. The knowledge 
basis includes in explicit form, separated from the other system components, the 
knowledge and terms describing the special field. The separated knowledge is 
easily available also for others. 

The knowledge collection and arranging is a process describing the expert 
knowledge [10]. 
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First step of building the knowledge basis is the determination of the decision 
dilemma [4]. 

3 Simulation Examination and Simulation Results 

Problems always arise from difficult situations. The decision is an answer to the 
challenge of the environment. A decision maker can be able to make decisions 
only when he has recognized the difficult situation, has looked for the solution and 
has power and authorization to make decisions. For the decision maker the real 
difficulty arises when the decision attributes, their values and the relations 
between the decision attributes are uncertain [4]. Situations in which the object of 
decision is a great stake do not mean such difficulties. 

In this particular case the decision dilemma is following: 

What chances have the higher educational institutions to cooperate with 
companies? In this paper this problem field and the relevant decision possibilities, 
alternatives are examined via applying the ‘Doctus’ knowledge based shell system 
by deductive and inductive reasoning. 

3.1 Reasoning on Basis of Rules (Deductive Reasoning) 

3.1.1 Knowledge Base 

The knowledge base building denotes the decision preparing and the decision 
support denotes the decision proposal [4]. The decision attributes are shown in the 
first column of Table 2. The values pertaining to the decision attributes are given 
on nominal or ordinal scale. They are discrete terms. Their formulation and 
quantity is a delicate task, as at determining the rules of the depending attribute 
not suitable formulation and excessive refining of the values can cause problems. 
In such case it is necessary a subsequent refinement, and correction [4]. The 
situation could be made easier by presenting on interval scale, while the 
application of fuzzy sets should eliminate all difficulties as the fuzzy logics deals 
with the mathematical handling of the uncertainty of the linguistic terms. Fuzzy 
systems can successfully be used for various purposes e.g. in motion control of 
wheeled systems [5], identification of various physical systems [6], and control of 
test devices [7]. Handling of the uncertainty will be realized most effectively in 
the fuzzy expert systems [13]. 
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Result No promising Yes 
Competence Confuse clear  

Partner relationship Subordinate equal  

References of dubious origin missing convincing 

Communication ability Weak convincing  

Communication 
possibility 

Clumsy just acceptable good 

Personal relationships Problematic acceptable good 

Cultural differences Great soluble small 

Capacity Weak to be extended satisfactory 

Infrastructure Problematic acceptable  

Technical background to be developed acceptable  

Human resources to be developed acceptable  

Professional teachers weak  acceptable excellent 

Motivation of teachers Burden accepts challenge 

Flexibility Inflexible flexible  

Confidence Missing partial exists 

Financial possibilities Critical promising 
tendencies 

good 

Separable resources Hopeless possible already solved 

Sponsors Missing little considerable 

Manager’s attitudes Burden passive active support 

Manager’s motivation Prestige self-realization  

Manager’s skills Burden passive active 

Manager’s social 
commitments 

Little much  

Investment costs Little just acceptable much 

Image Bad acceptable good 

Controllability Casually posteriorly continuous 

Number of competitors Missing little much 

Strength of competitors Small middle great 

Economic advantage Little uncertain considerable 

Available knowledge Negligible useful  

Experience Beginner experienced  

Attitude Constrained accepted readily 

Activation of results in a single field in various fields  

Problem identification not real suspicious real 

Way of realization False acceptable  

Solution Disquieting just acceptable excellent 

Position in competition Difficult advantageous  

Table 2 

Decision criteria and typical ‘values’ 
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3.1.2 Deductive Graph 

It is an empirical fact that the expert is not able draw together more than 3-4 
decision attributes with ‘if..then’ rules. Therefore it is practical to classify the 
attributes in graph form, arranging them in a hierarchy. The deductive graph 
presents the dependence conditions of the attributes [4]. 

 

Figure 2 

Deductive graph 
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3.1.3 Rules 

The conclusion runs along the graph upwards from below, from the input 
attributes through the depending medians to the top of the decision tree, to the 
final decision [4]. 

3.1.4 Cases 

Next step is presenting the cases. 

 Partner 
relationship

s 

References Communicati
on ability 

Communicati
on possibility

Personal 
relationships 

 

A subordinate missing convincing just acceptable problematic  

B equal dubious origin weak clumsy acceptable  

C equal missing convincing just acceptable good  

D equal convincing weak just acceptable problematic  

E subordinate dubious origin convincing just acceptable acceptable  

F equal missing weak clumsy good  

G subordinate convincing convincing good problematic  

H equal dubious origin weak clumsy acceptable  

I equal missing convincing just acceptable good  

BMF subordinate convincing convincing good acceptable  

Table 3 

Cases and their values (excerpt) 

As the aim of this study is to present the applicability and operation of the 
knowledge based systems, and since no authentic input data for the real higher 
educational institutions are available, the institutions denoted with are fictitious 
institutions. The values of input attributes are casually chosen. The final BMF is 
included as a real institution. 

Reasoning consists in the activation of rules. The shell is reasoning on basis of the 
input rules through the depending attributes on the output attributes, in the present 
case on the ‘result’. 

 Result 

A promising 

B promising 

C no 

D yes 

E no 

F no 
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G promising 

H yes 

I yes 

BMF promising 

Table 4 

Results of the deductive reasoning 

3.2 Reasoning on the Basis of Cases (Inductive Reasoning) 

On the basis of known cases it is possible to come to general conclusion regarding 
the decision rules. 

The knowledge base includes the decision attributes and their values (Table 2). 

3.2.1 Model Graph 

The system generates the model graph, using the inputs of the cases. 

 

Figure 3 

Model graph 

The ‘if..then’ rules constituting the base of decision making are readable from the 
model graph. It also is visible that the qualifying attributes influence the decision. 

Through the application of the inductive method it is visible that in reality the 
weight of decision attributes is different. With regarded to this the informativy 
degree gives a numerical value that reflects the gain originating from the given 
information. The informativy degree can have a value from ‘0’ to ‘1’. 

Conclusions 

With regard to the possibilities of interdisciplinary cooperation the conclusion is 
more reliable if more experts take part in building up the knowledge base, in the 
creation of the rules. 
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Deductive Reasoning 

On the basis of the performed analysis regarding the BMF, the ‘Doctus’ 
knowledge based system gives the ‘promising’ result in the case of the rule based 
reasoning. This means the possibility of cooperation for the realization of which 
there are still tasks to be done. With full knowledge of these, not striving for 
completeness, further decision dilemmas can arise as follows (it is possible to 
repeatedly build up the knowledge based on them): 

 What steps are to be made for the necessary realization? 

 Are these capable to be realized? 

 Is it worth to realize them? 

 To what extent are they compatible with the strategic plans of BMF? 

 Etc… 

Inductive Reasoning 

Parameters of particular cases were not available. Supposing that the conclusions 
determined by the deductive method are acceptable, they were considered as 
cases. On the basis of the model graph the determining attribute is the ‘Strength of 
competitors’. 

The companies can choose from the supply of the market, so the market position 
of the higher educational institutes effects mostly the realization of the 
cooperation. 

The ‘strength of competitors’ compared to the given educational institution 
influences the conclusions as follows: 

 If small, the cooperation will be realized. 

 If middle, a further attribute will be the quality of ‘personal 
relationships’. 

 If great, a further attribute the decision will be influenced by the 
‘controllability’ of the higher educational institutions. 
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Abstract: The aim of this contribution is to present briefly several views on the components 

for the intelligent tutoring systems (ITSs) and to analyze the concepts behind them. We will 

briefly analyze the concepts provided by the classical machine learning (ML) approaches 

and then we discuss the role of the components in distributed environment. Finally we 

synthesize the converging trends of the ITSs technologies and try to outline further possible 

research directions in building ITS from components. 
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1 Background and Motivation 
What is the idea behind building ITSs? Human beings built tools for centuries for 

remembering and manipulating with data. The components of those systems were 

based always on the contemporarily available tools and technologies. In other 

words, human beings are trying continuously to automize cognitive activities, 

which are understood and could be described by algorithm. The advent of personal 

computers enabled widening the automation of further cognitive activities. 

Learning is a very complex process and in fact how people learn, is not fully 

understood till the recent time. We know unfailingly that the learning efficiency 

varies significantly from individual to individual. For more than 6000 years the 

human civilization learned in some groups. Personal computers do not only 

support automation of cognitive processes but also enable computer-supported 

group personalized and learning. ITSs became gradually complex software 

systems and the reusability of their components plays crucial role in their 

sustainability and further evolution. This idea motivated the development of the 

contemporary Learning Management Systems (LMSs) with the aim to accept and 

run distributed courses. In order to ensure the compatibility between the LMSs 

and the distributed courses, the ADL initiative elaborated the implementation of 
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the Shareable Content Object Reference Model (SCORM [1]). It is obvious that 

the more reliable components are available, the more sustainable the education is. 

This metalevel of abstraction consists of two components: LMS and the SCORM 

compatible courses. The next chapter emphasizes several remarks on the evolution 

of ITSs. 

2 Overview of the Evolution of Intelligent Tutoring 
Systems 

2.1 A Short Historical Perspective 

As illustrated in the following Figure 1, the advent of ITSs is around the late 

sixties. 

 

Figure 1 

The evolution of e-learning [2] 

The differentiation of the two main streams is based on the one hand side by 

modeling the human cognition by the application of the deduction and the 

induction concepts. Deduction based applications evolved later, around the late 

eighties, into the application of the PROLOG [3] and similar programming 

languages in building expert systems. It was also the era of the fifth generation 

computers initiative [4] launched by the Japans. On the other hand-side were the 

dedicated applications, based on procedural languages, for supporting pedagogical 
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purposes, like tracking the assignments and their evaluation. There are many 

monolithic tutoring (or e-learning) systems, which aim is to conduct and track the 

students’ progress in special areas. 

We observe in Figure 1 that computers have been used in education for over 30 

years. Computer Based Instruction (CBI) and Computer Based Training (CBT) are 

the predecessors of ITSs. The field of automating tutoring (e.g. Computer Aided 

Instruction – CAI or Intelligent Computer Aided Instruction – ICAI) was one of 

the first most fruitful fields, which served aims of AI researchers. Application of 

machine learning algorithms in tutoring has a long history. The field of 

automating tutoring was one of the first most fruitful fields, which served aims of 

artificial intelligence (AI) researchers. These were more or less monolithic 

systems with low level of flexibility. 

Splitting of the practice into two streams has begun since the beginning of the late 

sixties mainly due to the different research orientation. In further decades we 

observe a gradual convergence and synthesis mainly due to the penetration of the 

Internet. 

The upper stream is characterized by the application of the artificial intelligence 

algorithms and computational architectures, such as production rules systems, 

generative grammars, Bayesian networks, Markov models, neural networks, 

higher-order semantic spaces, fuzzy control systems, and non-linear dynamical 

systems. With these methods ITSs use tutorial dialogue to adaptively respond to 

the learner's motivational states, and efficiently bridge the man-machine interface, 

adapting to a learner's profile. One of the aspects of the profile of the learner or e-

learning user is a user model. The user model can be used for solving the problem 

of e-learning users’ cognitive load. 

The bottom stream is characterized by the application of actual software 

technologies to support functionalities which a human teacher might do: select (or 

generate) appropriate material, set up the exercise, monitor student activity, give 

hints during exercises and feedback afterwards, understand why students make 

mistakes, customize presentation style to the student’s style, ask and answer 

questions. 

2.2 Some Selected Definitions of the ITSs 

The most general way to describe ITS, is to say that it is the application of AI to 

the education. During the several last decades the penetration of computers 

essentially influenced the architectures of the so-called ‘intelligent tutoring’ 

systems. It is fashionable recently to mark sophisticated software systems with 

this attribute. The definition of intelligence is context dependent and we will not 

deal with the phenomenon of intelligence. The aim of this paragraph is to present 

several definitions of the ITSs. 
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• ‘ITSs are computer software systems that seek to mimic the methods and 

dialog of natural human tutors, to generate instructional interactions in real 

time and on demand, as required by individual students. Implementations of 

ITSs incorporate computational mechanisms and knowledge 

representations in the fields of artificial intelligence, computational 

linguistics, and cognitive science.’ [5] 

• ‘Broadly defined, an intelligent tutoring system is educational software 

containing an artificial intelligence component. The software tracks 

students' work, tailoring feedback and hints along the way. By collecting 

information on a particular student's performance, the software can make 

inferences about strengths and weaknesses, and can suggest additional 

work.’ [6] 

• ‘In particular, ITSs are computer-based learning systems which attempt to 

adapt to the needs of learners and are therefore the only such systems which 

attempt to ’care’ about learners in that sense. Also, ITS research is the only 

part of the general IT and education field which has as its scientific goal to 

make computationally precise and explicit forms of educational, 

psychological and social knowledge which are often left implicit.’ [7] 

We may distil from these definitions, that they stress the expert systems’ point of 

view and they consider ITS as a monolithic system. 

3 Notes on the Theoretical Foundations for 
Intelligent Tutoring Systems 

It is generally accepted (as it is seen also from the above mentioned definitions) to 

refer to an ITS if the system is able to: 

• build a more or less sophisticated model of cognitive processes, 

• adapt these processes consecutively and 

• control a question-answer-interaction. 

Conventionally, ITS provides individualized tutoring or instruction and has the 

following 4 models or software components [8] 

• knowledge of the domain (i.e. knowledge of the domain expert, refers to 

the topic or curriculum being taught) 

• knowledge of the learner (e.g., what he/she knows, what he/she’s done, 

how he/she learns, …) 

• knowledge of teacher strategies (or pedagogical issues i.e. how to teach, in 

what order, typical mistakes and remediation, typical questions a student 

might ask, hints one might offer a student who is stuck) 
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• User interface (i.e. interactive environment interface) 

We observe in general the following two approaches in building components of 

the ITS: 

Deductive inference: In this case we are asking, whether particular statement(s) 

coincide with a general theory. Deductive systems provide inference engines to 

conduct the deduction. The task is to prove that the input predicates fulfill the 

general theory. E.g. applications based on Prolog programming language represent 

such systems. 

Inductive inference: In this case we are building, or inferring, a general rule from 

the special input examples. In other words, we are seeking a rule, which covers the 

particular set of examples. We have to note, that in general, it is impossible to 

infer a rule, which will satisfy the intended algorithm. There may exist always one 

more example, which could modify the recently obtained rule. Inductive inference 

methods are used for inferring and maintaining the learner model. Application 

areas are as follows: 

• Programming by examples – PBE [9] (e.g. programming of robots) 

• Inference of grammars [10] 

• Pattern recognition [11] 

Recently we are witnesses of the research in components of ITSs, which are 

distributed over the computer network. As mentioned above, we distinguish 

between the learning management systems and the courses, which are accepted 

and embedded into these systems. The market is already matured with the LMS 

products and active research is conducted in the construction of reusable 

distributed courseware repositories. We will talk about this issue in the next 

paragraph. 

4 Intelligent Tutoring Systems and the E-Learning 
Standards 

4.1 The Importance of the Standards 

Why are learning technology standards important? Standards in Learning 

Technologies (LT) will have a powerful impact on the way education will work in 

the near future. Whether learning takes place in a classroom or over the Internet, 

the relationships between educators, learners, and study materials will be greatly 

influenced by the development of standards for learning technology. In 

engineering intelligent tutoring systems important role play the reusability concept 

and the standards [12]. 
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For educators, LT standards may make it easier to share course materials with 

colleagues, and to use materials produced by a much wider range of publishers 

without worrying about those materials being incompatible with their existing 

course management software. On the other side, the applications that are 

developed based on LT standards will also influence the way in which they teach. 

For students, it may provide the ability to move between institutions, anywhere in 

the world, with far greater ease than it is currently possible, taking their academic 

record with them. The key issue is what this record contains, and who has access 

to it, and this will largely depend on how the standards for learner profiles are 

defined. 

For institutions, there are clear benefits from connecting up systems for academic 

records, course delivery, and assessment. Provided that those standards are 

adopted by the key vendors of those systems, and the standards are framed in such 

a way that the activities and values of the institution are supported. If the majority 

of vendors adopt the standards and those standards don’t suit education 

institutions, then the lack of alternative systems available on the market will either 

force institutions into changing their practices or purchasing expensive proprietary 

solutions. 

For vendors the adoption of open standards widens the playing field, allowing 

small and medium sized companies to create education solutions that are 

compatible with other compliant systems. For example, any vendor could create a 

Virtual Learning Environment (VLE) that can deliver the same course materials as 

the market-leading products. This in turn leads to greater choice for institutions, 

educators, and students. For publishers standards mean reduced costs and time to 

market, as content does not need to be developed for multiple VLE platforms. 

What happens if there aren't any standards? A lack of open standards results in a 

fragmented market for education products, reducing choice and locking users into 

proprietary systems. Having standards broadens the choice for end users, by 

allowing small and medium sized vendors to compete and to increase the range of 

materials available to educators and students. Rather than being forced into 

purchasing expensive total solutions, institutions will have the option to mix-and-

match components that have the features they want, without having to worry about 

integration and data format issues. 

4.2 The Role of the Metadata 

Description of the knowledge by metadata is a way of storing and retrieving 

information from knowledge pools. This is the main mechanism of the knowledge 

description. The danger is that the metadata describe data in a certain context and 

that is why they are inherently context dependent. In other words, data and 

information are distinct because pieces of information exist only within the 

cognition of human beings. 
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If digital courses have to be interchanged, some metadata standards have to be 

adopted (like SCORM); also, the metadata has to be generated. While this is often 

only possible to do this manually it would be better to try to extract the metadata 

at least partially from the corpus of the material at issue. This is a formidable 

complex task, where only partial successes have been reported. 

The primary developmental goals of the ITSs community are aligned with 

advanced distributed learning’s (ADL) long-term vision: ‘To generate, assemble, 

and sequence content that dynamically adapts to the learner to optimize learning. 

Specifically, ADL is actively engaging in research and implementation of the 

digital knowledge environment of the future in the areas of standards and 

authoring tools that give instructors the ability to create ITS functionality within a 

virtual training environment.’ 

ADL Technologies help to create new markets for training materials, reduce the 

cost of development and increase the potential return on investment. Platform 

neutrality and software reusability are considered essential for the sustained 

investments necessary to create the dynamic ADL environment. The ADL 

initiative is currently pursuing: the SCORM, which is ‘a collection of 

specifications adapted from multiple sources to provide a comprehensive suite of 

e-learning capabilities that enable interoperability, accessibility and reusability of 

Web-based learning content’. 

5 Course Repositories as Reusable Components 
Finding the suitable component is not a trivial task. Repository systems provide 

key infrastructure for the development, storage, management, discovery and 

delivery of all types of electronic content. Repositories must provide a basic set of 

functions in order to provide access to learning objects and other assets in a secure 

environment. 

There exist initiatives for the development of efficient solutions, e.g.: 

• Content Object Repository Discovery and Registration/Resolution 

Architecture – CORDRA[13]. It is an ‘open, standards-based model for 

how to design and implement software systems for the purposes of 

discovery, sharing and reuse of learning content through the establishment 

of interoperable federations of learning content repositories.’ 

• Another European initiative is the Ariadne [14] project ‘A European 

Association open to the World, for Knowledge Sharing and Reuse. The 

core of the Ariadne infrastructure is a distributed network of learning 

repositories.’ 
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Discussion and Conclusions 

To sum up, the component approach supports solving the following issues of 

recent ITS 

1 reusability on the courses (learning objects and learning objects metadata), 

2 design patterns for ITS (ITS prototyping,  service-oriented frameworks), 

3 adaptable software for Personalized E-Learning Services (PELS), 

4 adaptive hypermedia[15], and software agents in ITS. 

The subject domain of engineering adaptive learning systems is considered today 

one of the ‘hottest’ in the area of the use of artificial intelligence in e-learning. 

This domain gathers specialists from many disciplines, like artificial intelligence, 

software engineering, hypermedia and web engineering. We may conclude that 

the trend is to assemble ITSs with components (e.g. patterns, models, frameworks) 

in ‘software factories’. 

There is no doubt that the machine learning methods will be utilized in the 

emerging e-learning industry. The aim of this contribution was to clarify the 

terminology and to summarize prevailing concepts. As the software tools and 

paradigms evolve in rapid manner, it is necessary to follow the existing results in 

the field of the artificial intelligence and software engineering in parallel in order 

to synthesize reasonable methods for the effective and efficient implementation 

purposes. 
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Abstract: The article deals with a special problem area of the filtering and evaluation 

techniques of surface roughness measurement and calls attention to the contradictions of 

parameters to characterize surface microgeometry. Differences in the value of parameters 

are presented through tests of the operating surfaces of three disparate component types. 

Each chapter discusses the evaluation of measurement results according to various 

methods, on the basis of which it can be established that value differences are caused by 

the use of different filters, on the one hand, and by discrepancies between the profiles 

detected. From the practical point of view, it is most expedient to characterize surfaces with 

unfiltered parameters. 

Keywords: surface roughness, filtering, motif, height difference correlation 

1 Introduction 

A number of measurement and evaluation techniques are known to test surface 
microgeometry [1]. At the same time, parameter-based characterization is used 
nearly exclusively in industrial practice: it has provided general roughness (Ra) 
and other parameters since the 1930s. This list of parameters has considerably 
expanded by today and the applicable standard [2] accurately defines the method 
and parameters of evaluation. 

Filtering the measured profile, that is, the separation of roughness and waviness 
forms an important part of microgeometry evaluation. Its significance was 
formerly discussed in detail [3]. This study calls attention to a special probleam 
area of filtering and parameter based evaluation techniques. It was already stated 
by [4] that parameter-based characterization is uncertain and limited in many 
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respects because results depend, to a great extent, on scanning length and 
resolution. As recommended by the standard, scanning and evaluation length are 
closely correlated with filtering, which also exerts a significant impact on results 
[5]. 

Our study characterizes the profiles measured by not only parameters but also by a 
motif-based technique and a height-difference correlation function, thereby 
seeking an explanation and solution for the problems arisen. 

2 Test Methods, Problem Description 

2.1 Measurement Technique 

The tests presented in this article were performed using a Mahr Perthometer 
Concept type stylus instrument according to the measurement arrangement shown 
in Figure 1. 

 

Figure 1 

Measurement arrangement 

The unit on the left side of the picture is the object table, on which various fitting 
and fixing devices can be fastened. On the right side of the picture, the unit 
holding and moving the stylus instrument is shown, whose main function is to 
drag the stylus instrument at the appropriate speed, to position it vertically and to 
hold it fixed. The signals detected by the stylus instrument are transmitted to a PC 
through the control unit, thereby data can be recorded and evaluated promptly 
after the measurement. Passive vibration proofing is provided by the granite table 
constituting the machinery unit base. 
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The tests to be presented in later chapters were performed using an RHT 3-50e 
type stylus instrument. Three different components were used as test pieces for the 
measurements: a turbo loading blade, a carburettor nozzle and a fuel feeder. In 
order to detect the problem at an appropriate level, several measurements were 
performed with the same setup of the measuring equipment; however, our article 
only presents the evaluation of each representative measurement. 

2.2 Evaluation Technique 

The results yielded by measurements were analyzed using three evaluation 
methods. The reason for this is that the more or less advantageous and 
disadvantageous applicability of each method is demonstrated and the measured 
surfaces are characterized from various aspects. The basic principle of evaluation 
methods is discussed below. 

2.2.1 Parameter-based Evaluation Method 

This procedure is the most frequently applied evaluation technique in both 
scientific research and industries. The reason for this is that surface topography 
data reveal statistical features, so the measurement points specified in an x-y-z 
coordinate system can be used for specifying parameters and functions by 
statistical means. [6] 

Parameter evaluation is started from the so-called median line, which divides the 
profile detected by the measuring instrument in a way that the sum of the square 
of the profile ordinates is the smallest. The profile yielded this way is broken 
down into a waviness and roughness profile using a filter prescribed by the 
standard. Each parameter can be specified for both unfiltered and filters waviness 
and roughness profiles. Parameters pertaining to the roughness profile are used in 
practice nearly exclusively. 

2.2.2 Motif Method 

One of the basic ideas of the profile analysis described in the title is that the 
tribological behaviour of the operating surfaces of components is significantly 
affected only by surface asperities greatly protruding from the median plane. 
Thus, in the course of evaluation, some details of the profile detected from the 
surface can be disregarded under certain circumstances. 

The profile section between two adjacent peaks of the profile detected is termed a 
motif. In the course of profile analysis, motif combinations are used to study 
whether the common peak of two adjacent motifs can be disregarded when 
calculating roughness and waviness parameters, that is, whether two adjacent 
motifs can be substituted by a common motif. The rules of combining and quitting 
motifs are described in the literature. [7] After establishing the motif combination 
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of the profile detected, roughness parameters will result from the evaluation of the 
transformed profile. [7] 

2.2.3 Height-Difference Correlation Function 

A number of people in scientific circles urge the introduction of a function-based 
approach to evaluate surface microtopography. Several correlation functions have 
been defined in this respect. The height-difference correlation function (HDCF) is 
defined as follows [8]: 

( )( )2

z )x(zx(z)(C −λ+=λ , where: 

λ wavelength, 

z(x) height coordinate of measured point located in x, 

z(x+ λ) height coordinate of measured point located in (x+ λ), 

⋅  average value over the x range, 

By representing the function Cz(λ) in a logarithmic coordinate system, some 
characteristic parameters can be read (Figure 2). Correlation length ξ⊥ is to 
characterize the profile in the vertical direction, while correlation length ξII is to 
characterize the profile in the longitudinal direction. Furthermore, D fractal 
dimension can also be read from the curve. 

ξ⊥2

ξII

m=6-2D

lg
C

z
(λ

)

lg λ  

Figure 2 

Representation of function Cz(λ) 

2.3 Problems of Evaluation Techniques 

In the course of parameter-based evaluations, geometrical discrepancies arising 
from different sources are separated, roughness and waviness are examined 
separately. Separation is performed on the basis of the wavelength of the two 
profile components, which is characterized by λc (Cut-Off). λc is identical with 
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the basic measurement length lr, which can be used to interpret a considerable part 
of roughness parameters. The entire evaluation section is a multiple of the basic 
length (in general: ln = 5ּλc). The basic measurement and evaluation settings of 
the instruments are also specified by standards. The prescribed values of settings 
are selected depending on the fineness of the surface, according to the following 
table. 

Table 1 

Cut-Off and sampling distance in function of roughness parameters 

Cut-Off values according to ISO 4288-1996 

Periodical profile Non-periodical profile Cut-Off 
Basic length of 

roughness / 
evaluation section  

Spacing Distance 

Sm (mm) 
Rz 

(µm) 
Ra 

(µm) 
λc 

(mm) 

lr/ln 
(mm) 

>0.013 to 0.04 to 0.1 to 0.02 0.08 0.08/0.4 

>0.04 to 0.13 >0.1 to 0.5 >0.02 to 0.1 0.25 0.25/1.25 

>0.13 to 0.4 >0.5 to 10 >0.1 to 2 0.8 0.8/4 

>0.4 to 1.3 >10 to 50 >2 to 10 2.5 2.5/12.5 

>1.3 to 4 >50 >10 8 8/40 

When performing 2D measurements – as the characteristic parameters of the 
surface are not known – the required measurement length is specified on the basis 
of the expected surface roughness values of the surface examined. If the results 
yielded by the measurements are not within the intervals pertaining to standard 
measurement lengths, then the measurement must be repeated at another standard 
test length. 

This article intends to present contradictory cases experienced in the course of 
surface roughness measurements where it was a problem to specify the parameters 
’really’ characterizing the surfaces. Controversial results were yielded by the 
examination, in the course of the measurements, of the operating surfaces – with 
the required surface roughness as designed – of turbo loading blades, carburettor 
nozzles and fuel feeders applied in diesel engines. We experienced that in case of 
different standard measurement lengths, different roughness values were yielded, 
all of which were within the value ranges prescribed by the standard for the 
respective measurement lengths. In the course of tests, the same part of surfaces 
was scanned by the stylus instrument after the adjustment of measurement lengths. 
The characteristic surface of each test piece was measured several times under 
identical measurement conditions; dominant measurement results are summarized 
in Table 2. 
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Table 2 

Values set and measured in the course of tests 

Parameters  
Turbo loading 

blade  
Carburettor 

nozzle  
Fuel feeder  

Cut-Off (mm) 0.25 0.8 0.08 0.25 0.08 0.25 

Measurement length 
(mm) 

1.75 5.6 0.56 1.75 0.56 1.75 

Ra (µm) 0.088 0.217 0.013 0.023 0.015 0.022 

Rz (µm) 0.463 1.379 0.083 0.275 0.086 0.151 

When examining measurement results, conspicuous discrepancies can be seen in 
the case of the most frequently used indices. Average and maximum surface 
roughness values sometimes present discrepancies of orders of magnitude at the 
same test piece, while each measurement can be deemed as a standard test. 

3 Results 

3.1 Parameter-based Characterization 

Table 3 shows filtered roughness profile parameters while Table 4 shows 
unfiltered profile parameters for the three different components, where the signage 
is the following: 

cFuelfeeder

bnozzlerCarburetto

angbladeTurboloadi

⇒
⇒

⇒
 

Table 3 

Filtered profile parameters 

Compo
nent 
sign  

Measurem
ent length 

(mm) 

Measure
ment 
length 

Ra 
(µm) 

Rz 
(µm) 

RSk 
(-) 

Rku 
(-) 

RS 
(µm) 

1.75 Short  0.088 0.463 0.035 2,303 8,254 
a 

5.6 Long  0.217 1.379 -0.914 4,623 12,18 

0.56 Short  0.013 0.083 -0.858 4,1 5,841 
b 

1.75 Long  0.023 0.275 -3.663 24,43 6,958 

0.56 Short  0.015 0.086 -0.433 2,989 5,842 
c 

1.75 Long  0.022 0.151 -1.25 6,446 6,524 

Parameter average  1.9 2.683 -6.319 3.374 1.261 
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Table 4 

Unfiltered profile parameters 

Compon
ent sign  

Measurem
ent length 

(mm) 

Measure
ment 

length  

Pa 
(µm) 

Pt 
(µm) 

PSk 
(-) 

Pku 
(-) 

PS 
(µm) 

1.75 rövid 0.308 2.266 -1.339 5,306 12,667 
a 

5.6 hosszú 0.327 2.835 -0.925 4,32 14,758 

0.56 rövid 0.016 0.146 -1.319 6,676 5,963 
b 

1.75 hosszú 0.023 0.444 -3.528 25,32 7,083 

0.56 rövid 0.018 0.124 -0.607 3,136 6,059 
c 

1.75 hosszú 0.022 0.252 -1.357 7,030 6,599 

Parameter average  1.24 2.1 -1.867 2.283 1.147 

Average values serving as a basis for evaluation were provided by the following 
formula: 

3
r

h

r

h

r

h

c

c

b

b

a

a

verageParametera

++
=  

In the formula, the indices refer to measurement lengths. Out of the average values 
calculated, those parameters can be considered as appropriate surface 
characteristics where the values are in the range of 1 to 1.5. The reason for this is 
that such degrees of discrepancy may result from other measurement errors as 
well. 

It can be established on the basis of the results that filtered parameters present 
significant differences in case of dissimilar measurement lengths, in spite of the 
fact that they refer to the same surface. Contradictory results can arise for two 
reasons: on the one hand, the difference in measurement lengths; and on the other 
hand, the different filters applied in the course of measurements. 

As regards roughness indices, height-type characteristics presented (Ra, Rz) 2 to 
2.5-fold differences. Even greater discrepancies arose in distortion characteristics 
(RSk, RKu). Measurement results fell in the acceptable range only for the width 
parameter RS. 

On the whole, it can be stated that filtered parameters reflect surfaces measured in 
various ways to a lesser degree, therefore it is reasonable to apply unfiltered 
parameters. 

As regards the indices in Table 4, it can be established that the value differences of 
measurements pertaining to identical surfaces are smaller than in the case of 
filtered profile parameters. These characteristics refer to identical test surfaces 
more specifically. Discrepancies can be explained by the various profiles detected, 
from which it directly follows that roughness indices react sensitively to the filters 
set. 
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In the case of the height parameters derived from unfiltered profile evaluation, 
discrepancies account for up to 75% of the differences experienced with filtered 
profiles. The smallest difference can be detected in longitudinal characteristics 
(RS, PS), which could also result from a measurement errors. 

3.2 Motif Characterization 

Table 5 

Motif evaluation parameters 

Componen
t sign 

Measure
ment 
length 
(mm) 

Measure
ment 

length  
R (µm)

Rx 
(µm) 

AR 

1.75 Short  0.6 2,26 141,9 
a 

5.6 Long  0.898 2,348 205,6 

0.56 Short  0.068 0,136 29,2 
b 

1.75 Long  0.143 0,443 143,2 

0.56 Short  0.069 0,102 26,0 
c 

1.75 Long  0.108 0,252 53,8 

Parameter average  1.72 2.26 2.81 

It is interesting to observe that in the Motif evaluation, maximum motif roughness 
values (Rx) nearly entirely correspond to the maximum roughness indices of 
unfiltered profile parameters (Pt). As regards the other indices, it can be observed 
that there are 1.5 to 3-fold value differences between the figures of the two 
measurement lengths, which are lower than the discrepancies in filtered profile 
parameters, but graeter than the differences in unfiltered parameters P. Therefore, 
motif-based ’filtering’ affects results to a greater extent than unfiltered evaluation 
does; moreover, this procedure is also sensitive to measurement length. It should 
be noted that parameters A and B to define motifs were identical in each 
measurement. 

3.3 Height-difference Correlation Function 

Height-difference correlation functions were also studied in case of the three 
different test pieces already presented in the previous chapters. Due to the extra-
fine surfaces of the carburettor nozzle and the fuel feeder test pieces, the 
breakpoint of the curve only came about after 3 to 4 calculated points, which made 
it difficult to calculate the matching line. This made it particularly uncertain to 
specify the fractal dimension (D), therefore these results are not published. 
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Figure 3 

Height-difference correlation functions of 2D measured profiles 

Figure 3 shows the HDCF curves, while Table 6 shows the correlation lengths to 
be read from each curve. It can be observed that the run-offs of the curve pairs 
pertaining to the two evaluation lengths of each surface are similar. In case of the 
turbo loading blade (a) correlation length also show good agreement, while in case 
of the other two components the difference is more significant, particularly as 
regards factor ξ⊥. 

Table 6 

Parameters to be read from Figure 3 

workpiece 
Measurement length 

[mm] 
ξ⊥ 

[μm] 

ξII 

[μm] 

1.75 0.565 117 a) 

5.6 0.574 108 

0.56 0.028 9,7 b) 

1.75 0.049 7,8 

0.56 0.031 8,33 c) 

1.75 0.041 5,21 

Parameter average [-] 1.356 0.784 

The lowermost line in Table 6 shows the average of the ratio of corresponding 
value pairs. So, it can be generally stated that the dissimilar measurement lengths 
produced from identical surfaces present 30 to 40% differences in case of height-
difference corrrelation, a technique not applying filtering, which discrepancy can 
be explained by surface inhomogeneity, on the one hand, and different 
measurement lengths, on the other hand. Assuming that the surface is 
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homogeneous, the difference arising from dissimilar measurement lengths can 
result in up to 50% discrepancy on the basis of the tests above. 

Conclusions 

In summary, it can be stated that the parameter-based evaluation system is very 
sensitive to the measurement length and the filter set. Differences between 
standard measurements performed at various measurement lengths can reach or 
even exceed 200 to 300% in case of some parameters. 

In case of the parameters of unfiltered profiles, motif-based evaluation, and 
height-difference correlation, lesser differences of 50 to 100% arise for the 
different measurement lengths. 

Further tests are required to find out whether the difference to be observed is 
characteristic of the surface in case of the same component or a consequence of 
the measurement length difference. 

Contradictory parameter values were detected mostly at nominal roughness values 
near or at the borderline of a range of the filtering technology table. So it would be 
expedient to formulate extended rules for such limit values. These conditions can 
be based on unfiltered profile parameters or even on the characteristic parameters 
of the height-difference correlation function. 

It can also be established that the differences detected are the smallest in the case 
of profile direction parameters. 

Acknowledgements 

The present study was supported by the OTKA T 043151 research program. 

References 

[1] Tom R. Thomas: Rough Surface, Imperial Collage Press, London (1998) 

[2] ISO 4288-1996 

[3] Horváth, S., Czifra, Á.: The Importance of Waviness in Study of 
Microtopography of Cutting Surface, DMC 2005, The 5th International 
Scientific Conference, Development of Metal Cutting, Kosice, Slovakia, 
September 12-13, 2005, pp. H 1-4 

[4] Thomas, T. R, Rosén, B. G.: Determination of the Sampling Interval for 
Rough Contact Mechanics, Tribology International 33, pp. 601-610 (2000) 

[5] Farkas, G., Czifra, Á.; Palásti K., B. Horváth, S.: Műszaki felületek 
mikrogeometriai vizsgálatában alkalmazott 2D-s és 3D-s paraméterek 
összevetése, információtartalmuk elemzése, Gép, 2005/2-3, pp. 51-59 

[6] Kovács K., Palásti Kovács B.: Műszaki felületek mikro-topográfiájának 
jellemzése háromdimenziós paraméterekkel. I. A háromdimenziós 



Acta Polytechnica Hungarica Vol. 4, No. 2, 2007 

 
 

– 97 – 

topográfiai paraméterek áttekintése. Gépgyártástechnológia, 1999/8, pp. 19-
24 

[7] Horváth, S.: Forgácsolt felületek hullámosságának vizsgálata, Doktori 
értekezés, Budapest, 1990 

[8] Klüppel, M., Müller, A., Le Gal, A., Heinrich, G.: Dynamic Contac Of 
Tires with Road Tracks, Meeting of the Rubber Division, American 
Chemical Society, San Francisco, April 28-30, 2003 



The Analysis of the Principal Eigenvector of       
 Pairwise Comparison Matrices

  
András Farkas
Budapest Tech, Faculty of Economics

1084 Budapest, Tavaszmez� út 17, Hungary 

e-mail: farkas.andras@kgk.bmf.hu

Abstract. This paper develops the spectral properties of pairwise comparison matrices (PCM)

used in the multicriteria decision making method called analytic hierarchy process (AHP).

Perturbed PCMs are introduced which may result in a reversal of the rank order of the decision

alternatives. The analysis utilizes matrix theory to derive the principal eigenvector components

of perturbed PCMs in explicit form. Proofs are presented for the existence of rank reversals.

Intervals over which such rank reversals occur are also established as  function of a continuous

perturbation parameter. It is proven that this phenomenon is inherent in AHP even in the case

of the slightest departure from consistency. The results are demonstrated through a sample

illustration.

Keywords: multiple criteria decision making, algebraic eigenvalue-eigenvector problem, rank

reversal issue

1  Introduction

The analytic hierarchy process (AHP) is a multicriteria decision making method that

employs a procedure of multiple comparisons to rank order alternative solutions to

a multiobjective decision problem. Ever since the development of the AHP in the late

1970's by Saaty [14], a great number of criticisms of this approach have appeared in

the literature. One of its most controversial aspects is the phenomenon of rank

reversal of the decision alternatives. Both proponents and opponents of the AHP

agree that rank reversal may occur, but disagree on its legitimacy. The problem has

been considered by many authors and a persistent debate has followed; see Watson

and Freeling [22], Saaty and Vargas [18], Belton and Gear [3], Vargas [21], Harker

and Vargas [10], Dyer [5], Saaty [17], Harker and Vargas [11], Salo and Hämäläinen

[19] and Pérez [13].

Despite the amount of work done on the subject, there are virtually no papers

presenting a formal study of the algebraic eigenvalue-eigenvector problem of AHP's

pairwise comparison matrix (PCM). This  paper provides a rigorous mathematical

presentation of this problem and gives proofs for the existence of rank reversal for

a certain case. The foregoing research has been shown that a rank reversal may occur

in AHP, (i) by introducing continuous perturbation(s) at one or more pairs of

elements of a consistent PCM (see e.g., Watson and Freeling [22], Dyer and Wendell
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[6]), or, (ii) by adding a new alternative to a perturbed PCM that is a replica (copy)

of any of the old alternatives (see e.g., Belton and Gear [2], Dyer and Wendell [6])

and (iii) due to the normalization when aggregating the weights of the alternatives

from the data even if the PCMs are each consistent to determine the overall priorities

of the alternatives (see e.g., Barzilai and Golany [1]). In this paper, intervals are also

established for the case (i) over which such rank reversals occur for situations when

a PCM departs from perfect consistency even in only an arbitrarily small degree. The

paper considers PCM’s with a single criterion only.

Definition 1  A square matrix A of order n is called a symmetrically reciprocal (SR)

matrix if its elements aij are nonzero complex numbers and

Definition 2  A square matrix A of order n is called a transitive matrix if its elements

aij are nonzero complex numbers and

Definition 3  A square matrix A of order n is a one-rank matrix if its elements aij can

be expressed as

Theorem 1  Let A=[aij] be a square matrix of order n, n�3. (i) If A is transitive, then

A is a one-rank SR, as well. (ii) If A is a SR matrix, then A is transitive if and only

if it is a one-rank matrix.

(The proof of Theorem 1 is given in Farkas, Rózsa and Stubnya [8].)

The concept of a SR matrix defined by relation (1) was introduced by Saaty [14],

who used the term reciprocal matrix. We prefer to designate this property according

to Definition 1 since reciprocal matrices are the equivalent terms for the inverse

matrices. In the framework of AHP, Saaty [14] developed such a  SR matrix, A=[aij],

called a pairwise (paired) comparison matrix, entries of which represent the relative

importance ratios of the alternative Ai over the alternative Aj, i,j=1,2,...,n, with respect

to a common criterion. Elements of A are positive, real numbers. Saaty [14] called

A a consistent matrix if the transitivity property (2) holds for A as well (cardinal

consistency). In the AHP, every decision maker should provide ratio estimates for

each possible pair of the alternatives [n(n�1)/2].

Using an eigenvalue-eigenvector approach, for a finite set of alternatives the AHP

develops weights (and thus the priority ranking) of the alternatives on a ratio scale.

Due to the properties of most of the decision problems occurring in practice the rank

order of the alternatives, however, is usually generated on an ordinal scale. As it is

well known, an ordinal ranking is said to be complete (it contains no ties) if the

ordinal transitivity condition (ordinal consistency) holds, i.e.,
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where, the symbol Ai�Aj is interpreted as Ai is preferred to Aj.

Saaty [15, p.848] proved that the weight (priority score) of an alternative, what he

called the relative dominance of the ith alternative Ai, is the ith component of the

principal right eigenvector of A, ui, provided that A is consistent, i.e., A is a transitive

PCM. The principal right eigenvector belongs to the eigenvalue of largest modulus.

The eigenvalue of largest modulus will be called maximal eigenvalue. By Perron’s

theorem, for matrices with positive elements, the maximal eigenvalue is always

positive, simple and the components of its associated eigenvector are positive (see

e.g., in Horn and Johnson [12]). Saaty [15, p.853] claimed to prove that this result

also holds for a SR matrix that is not necessarily consistent, i.e., if it is not transitive.

At this point the question can be raised, whether or not the components of the

principal right eigenvector produce the true relative dominance of the alternatives,

if the PCM is perturbed. Therefore, in this paper we shall study the behavior of the

components of the principal eigenvectors of perturbed PCMs.

In Section 2, PCMs of specific form are defined and their spectral properties are

described. In Section 3, PCMs of general form are introduced and their spectral

properties are developed. In Section 4, the issue of rank reversal is examined for the

specific versus the simple perturbed case. Proofs are given for the intervals of rank

reversals. A sample illustration is provided in Section 5. The characteristic

polynomials of PCMs of general form and the development of their principal

eigenvector components are presented in Appendices A and B.

2  Pairwise Comparison Matrices of Specific Form

Definition 4  A square matrix with positive entries is called a specific PCM denoted

by A, if it is transitive.

According to Theorem 1, any transitive matrix can be expressed as the product of a

column vector u and a row vector vT as :

where

v T�1,x
1
,x

2
,...,x

n�1
, and uT�1,

1

x
1

,
1

x
2

,...,
1

x
n�1

.

Introducing the diagonal matrix D=diag�1,1/x1,1/x2,...,1/xn�1� and the vector

eT=[1,1,...,1], obviously D-1AD=eeT. It is easy to see that the characteristic

polynomial of A, pn(�), can be obtained in the following from
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where In is the identity matrix of order n. From (6), it is apparent that A has a zero

eigenvalue with multiplicity n�1 and one simple positive eigenvalue, �=n, with the

corresponding right and left eigenvectors, u and vT, respectively. The relative

dominance of the alternatives are given by the components of u. Conventionally, this

solution is normalized so that its components sum to unity.

3  Pairwise Comparison Matrices of General Form

In applied problems, decision makers give subjective judgements on the relative

importance ratios. As a common consequence, usually, a failure of the relation (2)

to hold is manifested in their PCMs.  Hence, it seems to be apparent to explore how

the maximal eigenvalue and its associated eigenvector vary when matrix A is

perturbed such that it remains in SR, however, its transitivity is lost.

Definition 5  A square matrix with positive entries is called a perturbed PCM and

denoted by Ap, if the matrix is symmetrically reciprocal and not transitive.

Consider now the transitive matrix A=DeeT D-1 with the elements aij=1/aji=xj/xi,

i,j=0,1,2,...,n�1. Let the elements of matrix A be perturbed in its first row and in its

first column in a multiplicative way. This perturbed SR matrix AP can be written as

where δ1,δ2,...,δn-1 are arbitrary positive numbers with δi�1, i=1,2,...,n�1. Performing

a similarity transformation, the characteristic polynomial of AP, pn
P(�), is obtained as

where
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The matrix KP(λ)=λIn�D�1APD may be interpreted in the form of a modified matrix:

with the notation

To find the inverse of a matrix that is modified by a one-rank matrix [see the

determinant (A1) in Appendix A] through applying the Sherman-Morrison formula

[20, p.126] let us introduce the matrix TP(λ) as

Thus, the modified matrix KP(λ) can now be described as

It is shown in Appendix A that the determinant of matrix KP(λ), i.e. the characteristic

polynomial pn
P(λ), yields
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Expression (12) shows clearly, that even if all elements are perturbed in one

(arbitrary) row and in its corresponding column of matrix A, then, AP has a zero

eigenvalue with multiplicity�n�3, if n>2 and a trinomial equation is obtained for the

nonzero eigenvalues. From (12), the characteristic polynomial, pn
P(λ), can be rewritten

in the simplified form

where the constant term C contains the perturbation factors δi�1, i=1,2,...,n�1, as

From now on, we restrict our investigations to PCMs with one SR perturbed pair of

elements only, say δ1=δ�1, while δi=1 for i�1.

Definition 6  If one pair of elements, a12 and a21 of a specific PCM has the form

a12=x1δ, a21=1/x1δ, and δ>0, then it is called a simple perturbed PCM, denoted by AS.

In this special case, we have the simple perturbed matrix AS as
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Performing a similarity transformation [see (6) and (8)], the characteristic polynomial

of AS, pn
P(�), can be written as

where

Similarly to (9), the matrix KS(λ) in (15)

may be interpreted as a modified matrix

with the notation

Introducing
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the modified matrix KS(λ) can be written as

In this special case, the characteristic polynomial (12) has the form

where, the constant term, CS, now becomes

and Q is expressed as a function of the perturbation factor δ as

Let r denote the maximal eigenvalue of a simple perturbed PCM, AS. Then, r can be

obtained from the equation [cf.(20)]:

where Q is given by (21). Since Q>0, from (22) it is easy to see that r>n. The proof

can be found in Farkas, Rózsa and Stubnya [8]. The components of the principal

eigenvector can be obtained from the one-rank matrix

since any column of the adjoint gives the elements of the principal eigenvector. In

Appendix B, we show that the elements, uS
ij(r), of the principal eigenvector for the

simple perturbed case are:
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and

4  The Issue of Rank Reversal

The concept of rank reversal is now introduced. Consider the simple perturbed matrix

AS defined by (14). In the specific versus the simple perturbed case, the maximal

eigenvalue r of matrix AS can be determined from (22), where r>n (n�3) always

holds [8]. The components of the principal eigenvector can be obtained from the

one-rank matrix (23). Since any column of this matrix gives the elements of the
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principal eigenvector, let us choose the nth column, hence, let j=n. Suppose that for

two consecutive elements, ui and ui+1 of the principal eigenvector of a specific PCM

holds. Furthermore, suppose that for the corresponding two elements, u i
S

n(r) and

u i
S

+1,n(r), of the adjoint matrix (23), i.e., for those of the principal eigenvector of a

simple perturbed PCM

holds. If this case occurs, then, the rank order of the alternatives Ai and Ai+1 has been

reversed. This phenomenon is called the rank reversal of the alternatives which are

in question.

It is well known in the cardinal theory of decision making that an opposite order of

the corresponding components of the principal eigenvector cannot be yielded. In

contrary to this, in the sequel, we give proofs for the occurrence of such rank

reversals in the AHP between the alternatives A1 and A2. For this purpose, it will be

sufficient to compare the order of the first two components of the principal

eigenvectors.

For the specific case, the maximal eigenvalue of A equals n. The first two

components of the principal eigenvector of A are as follows [cf. (5)]

i.e., the components of the principal eigenvector are monotonously increasing for

x1<1, whereas they are monotonously decreasing for x1>1. In Theorem 2, necessary

and sufficient condition is given for the occurrence of a rank reversal in the specific

versus the simple perturbed case.

Theorem 2  Let A=[aij] be a transitive (consistent) pairwise comparison matrix of

order n, n �3. Between the alternatives A1 and A2 when the elements a12 and a21 of

are perturbed, a rank reversal occurs if and only if

or
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Proof. Using (B5) given in Appendix B, after performing the necessary algebraic

manipulations the first two elements of the nth column of adj(rIn�D-1ASD), i.e., the

cofactors corresponding to the first two elements of the nth row (rIn�D-1ASD) are

obtained as [cf. (26)]

Taking into account (B6) given in Appendix B, the first two components of the

principal right eigenvector of the simple perturbed PCM, AS, are proportional to A

rank reversal occurs if the elements in (33) are monotonously decreasing for Ai and

Ai+1<1, or they are monotonously increasing for x1>1 [cf. (29)].

Depending on than whether δ is greater unity, or δ is less than unity, two cases are

distinguished:

(i) if δ>1 and x1<1, then the elements in (33) are monotonously decreasing if x1

resides in the interval given by (30), and

(ii) if 0<δ<1 and x1>1, then the elements in (33) are monotonously increasing if x1

resides in the interval given by (31).

This means that the condition is necessary. Furthermore, since all operations in the

proof can be performed in the opposite direction, the condition is sufficient as well.

We note that according to (21) and (22), r is dependent on the value of δ. This fact,

however, has no impact on the existence of the intervals (30) and (31), over which

a rank reversal occurs.                                                                                               �

Concerning the other elements of the principal eigenvector, they can be obtained by

making similar considerations. As a result, for these elements we have

From (34), it is obvious that rank reversal cannot occur between any pair of the

alternatives A3,A4,...,A n. The occurrence of a rank reversal between alternatives A1

and Ai, i=3,4,...,n, or between A2 and Ai, i=3,4,...,n, could be analyzed in a similar way

as was shown above. This investigation, however, is left to the reader.

5 A Sample Illustration

A widely used concept of measuring the degree of consistency of a perturbed PCM

in the AHP framework is to calculate the consistency index, CI. Saaty (1977)

introduced the following formula  
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The consistency ratio, CR, can be computed by comparing the CI with the

corresponding random consistency index, RI, derived from a sample of 500, of

randomly generated PCMs using the scale of [1/9,1/8,...,1,...,8,9] (see in Saaty [16]).

He proposed that if this consistency ratio CR=CI/RI is less than or equal to 0.10, then

the results be accepted. Otherwise, the problem should be studied again and its

corresponding PCM revised. He also stated that such a small error does not affect the

order of magnitude of the alternatives and hence, the relative dominance would be

about the same.

Given n, and specifying a value for CI, from (35), the maximal eigenvalue r, of a

simple perturbed PCM, AS, given by (14) can be obtained as

then, from (22), for the term Q we have

Next, using (21), the roots of the following equation can be calculated from

Finally, using (30) and (31), the intervals for the values of x1 over which a rank

reversal occurs are

and

Consider a simple perturbed PCM of order n=3, that departs from consistency

arbitrarily small. Let CI=0.01. Using the appropriate table in Saaty [16], the

corresponding RI=0.58. Thus, CR=0.017. From (36), (37), and (38), the computed

parameters are, r=3.02, Q=0.1824, δ=1.5279, 1/δ=0.6545, respectively. Using (39)

and (40), the values of x1, with any of which a rank reversal occurs lie in the interval

0.7538 to 1.3266. This result demonstrates that due to the fact that AS is an

inconsistent PCM even in the slightest degree, yet there exists a relatively large
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interval, over which rank reversal occurs between alternatives A1 and A2. That is, the

fundamental ordinal transitivity relation given by (4) is being violated by this

phenomenon. The occurrence of such a rank reversal might be serious in practice

when an undesired alternative is chosen by the decision maker as the best.

At this point the question might be raised as to whether it would be meaningful to

revise a given perturbed PCM and then, to make attempts to reduce its CR measure.

It is remarkable, that meanwhile in the literature, several other more promising ways

have been proposed for improving the measure of inconsistency of a general PCM

(see Salo and Hämäläinen [19], Genest and Zhang [9] and Bozóki and Rapcsák [4]).

The study of these approaches is, however, left to the reader.

Conclusions

This paper presented a matrix theory based analysis for the eigenvalue-eigenvector

approach of the AHP. It was shown that this approach produces a perfect solution to

the decision making problem if the PCM is consistent. However, the method cannot

give the true ranking of the alternatives if the PCM is inconsistent, i.e., if it is not

transitive. Therefore, if a PCM is inconsistent, even in the slightest degree, then the

principal eigenvector components do not give the true relative dominance of the

alternatives. Obviously, this result can be extended to PCMs with arbitrary number

of perturbed pairs of elements, since, in the practical applications of the AHP, neither

the cardinal consistency, nor the ordinal consistency of the expert’s judgements can

be ensured a’priori.

Appendix A

In order to obtain the characteristic polynomial, pn
P(λ), of the perturbed PCM, Ap, [see

(8)], let us write the determinant of the modified matrix Kp(λ) given by (9), in the

following form

It is easy to show that

where W is an (n×m) matrix and ZT is an (m×n) matrix. Rewriting (A1), then using

(10) and (11) we get

The inverse of a matrix modified by a low-rank matrix may be written in the

following form (see in Woodbury, [23])
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Using (A2) and by performing the necessary operations in (A3) (see in [8, p.426]),

the characteristic polynomial of the perturbed PCM is obtained in the form

Remark. It is easy to show that, if the number of the rows (and their corresponding

columns) which contain at least one perturbed pair of elements in the specific PCM,

A [see matrix (7)], is m�(n�1)/2, then, the rank of matrix A increases by 2m, i.e., the

multiplicity of the zero eigenvalues becomes n�2m�1, and we obtain an equation of

degree 2m+1 for the nonzero eigenvalues.

Appendix B

To develop the principal eigenvector of the simple perturbed PCM, AS, let us

calculate the one-rank matrix

any column of which produces the principal (right) eigenvector. First, the proof of

the following lemma will be given that refers to the calculation of the adjoint of a

modified matrix.

Lemma If TP is a nonsingular matrix of order n, furthermore, a and b are column

vectors of order n, then the adjoint of the modified matrix TP �abT can be obtained

in the form (see in Elsner and Rózsa [7]):

Proof. By the Sherman-Morrison formula [20, p.126)], the inverse of the modified

nonsingular matrix TP����abT exists if

and it can be written as
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By (A2), the determinant of a nonsingular matrix TP modified by a one-rank matrix

abT is given as

Multiplying (B4) by the inverse (B3), the formula (B2) for the adjoint follows.      �

Corollary  Since the determinant is a continuous function of its elements, (B2) is

valid also in the case if  1�bTTP
-1a = 0, i.e.,

Let us now apply these results for the simple perturbed PCM, AS. Making use of

(16), it is easy to show that

Let us introduce the notation PS(λ)=adj[KS(λ)]. According to (B2), by letting a=b=e,

and using (19) we can write that

Substituting r for λ, by (22) and (21) it is obvious that 1�eTTS
-1(r)e=0. Thus, (B5) can

be applied, and for the adjoint PS(r) we have

Consequently, PS(r) is a rank-one matrix, and therefore, any (column) vector of

adj[TS(r)] is the principal eigenvector corresponding to the maximal eigenvalue r of

the simple perturbed PCM AS. Hence, making use of (18), (B6), and (B8) the

eigenvectors u i
S

j(r), given by formulas (24), (25) and (26), can be obtained from

as the kth column of PS(r) is premultiplied by D and is multiplied by xk�1, k=1,2,...,n.

In (B9), Q is given by (21).
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Abstract: The behaviour of decay constant of RHEED oscillation during MBE growth on 

GaAs (001) surface at low temperature growth conditions is studied in this work. The 

dependence of decay constant on As-to-Ga ratio, substrate temperature and the excess of 

As content in the layer are examined here. 

Keywords: MBE, RHEED, LT-GaAs 

1 Introduction and Experimental Preliminaries 
Nowadays, molecular-beam-epitaxial (MBE) growth of GaAs at low temperature 
(LT) – around 200 ºC – has become an expanding important method since it 
provides highly insulating films and contributes to the synthesis of magnetic 
semiconductors [1]. It was shown that LT growth leads to incorporation of excess 
As in the crystal up to 1.5% depending on the growth parameters [2, 3]. The high 
concentration of excess As in LT-GaAs results in many new properties. As-grown 
and annealed LT-GaAs layers exhibit extremely high electrical resistivity and very 
short lifetimes of photoexcited carriers [4]. Their electrical parameters can be 
interpreted using the combined band and hopping conduction model [5, 6]. The 
majority of excess As is in antisite position, while the remaining As excess 
originate from interstictial As or Ga vacancies [7, 8]. The uniqueness of LT-GaAs 
is its high density of midgap states resulting from excess As, while the structure of 
the matrix remains perfect [9]. 

The use of reflection high-energy electron diffraction (RHEED) to control the 
growth of LT-GaAs has been reported in [10-12]. It is not easy to observe RHEED 
oscillations at LT growth. The RHEED oscillations are very strongly influenced 
by the growth parameters, such as deposition temperature, As-to-Ga ratio, etc. 
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RHEED oscillations were observed in two regions of As-to-Ga ratio at LT growth. 
One of these regions is close and another is far from the unity of As-to-Ga ratio. 
The strongest oscillations were observed when this ratio was nearly unity [10, 11]. 
Oscillations were also found if the ratio was larger than hundred [12]. 

The RHEED and its intensity oscillations at LT-GaAs growth exhibit certain 
particular behaviours. The intensity, phase and decay constant of oscillations 
depend on the As-to-Ga ratio, excess As content and substrate temperature, too. 
We investigate here the decay constant of oscillation during the growth of LT-
GaAs. The deposition temperature and the range of the As-to-Ga ratio are 200 ºC 
and 0.9-1.3, respectively. This investigation is based on the measurement and the 
observed intensity oscillations of RHEED which are described in the literature [9-
11]. 

2 Results and Discussion 
The temporal evaluations of RHEED specular intensity during the LT-GaAs 
growth – where the As-to-Ga ratio is close to unity – are shown in Figs. 1 and 2 of 
Refs. [10] and [11], respectively. It can be observed in these figures that when the 
As-to-Ga ratio moves off from unity, then the decay time of oscillations becomes 
small. If the ratio is 1.3 then the oscillation intensity becomes weak so its 
evaluation is difficult. The decay constant of the oscillations was determined as 
described in our previous work [13]. The amplitude decay of oscillations was 
investigated peak to peak. The peak to peak series are determined with the 
subtraction of the background. After the subtraction, an exponential function is 
fitted to determine the decay of intensity with the help of least-squares method. 
The exponential approximation of the time dependence of intensity is I(t) = 
B0exp(-t/τd), where τd is the decay time constant and B0 is a scaling factor. The 

extracted decay time constants vs. As-to-Ga ratio are shown in Fig. 1. 

 

Figure 1 

left: The decay constant vs As-to-Ga ratio at 200°C, right: The lattice spacing vs As-to-Ga ratio at 200, 

210 and 240°C. The lines serves guide the eye only 
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It is known that the effect of the strain in the grown layer can be observed also 
with the help of RHEED oscillations. If the strain is large in the grown structure 
then the decay time constant is small. If the strain is small or absent in the 
structure then the decay time constant is large. This effect is demonstrated and 
described in the case of InGaAs/GaAs heterostructures – as a good model system 
– in our previous work [13, 14]. We can observe very strong change in the decay 
time constant depending on the As-to-Ga ratio at 200 °C (see Fig. 1). Depending 
on the growth parameters these LT-GaAs layers may contain large amount of 
excess As atoms. The majority of excess As is in the antisite position. The lattice 
spacing of LT-GaAs becomes greater than in the stoichiometric case. The relative 
increase of lattice spacing (Δd/d) of the non-stoichiometric LT-GaAs was 
determined in Ref [9]. The functions of Δd/d vs As-to-Ga ratio are depicted also in 
Fig. 1. 

We can observe (see Fig. 1) that the decay time constant of oscillations τd 

decreases rapidly during the LT-GaAs growth with increasing of As-to-Ga ratio, 
that is, also with increasing of the excess As content. The decay of oscillations can 
have several causes. The excess As gives rise to lattice mismatch, so also to strain, 
in the grown layer. This strain can influence the decay of intensity oscillations. At 
first, we investigate this effect because the strain effects are known and the 
influence of growth phenomena are unknown. From the given parameters (see Fig. 
1) the mismatch dependence of the oscillation decay can be determined. The 
variation of decay time constant vs. Δd/d is shown in the insert of Fig. 2. It is 
clear, that not only the mismatch is responsible for the decay but the growth 
conditions, too. Changes of the excess As modify not only the mismatch but the 
growth conditions, e.g. growth rate, too [15]. So, both the mismatch and the 
growth parameters influence the behaviour of the oscillation decay. We 
approximate this decay with an exponential function. Furthermore, we suppose 
that the both effects such as the mismatch and the growth influence can be 
separated from each other. In this way the decay phenomenon can be described by 
two time constants, as follows I(t) = B0exp[(-t/τG)+(-t/τM)]= Bexp(-t/τM), where τG 

and τM are the assumed time constans of the separated influences, such as growth 
and mismatch, respectively. B and B0 are the scaling factors which depend on the 

excess As and also on the Δd/d. The decay originating from the mismatch can be 
expessed as follows: 

)/(
)(

11

)(
ln

)(

1

)(

1 0 dde
ddtddB

B

dddd ddM

Δ
ΔτΔΔτΔτ

−=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=  

where the factors are functions of Δd/d and also of the As:Ga ratio and the term 
e(Δd/d) serves as an operational aid only. In the case of stoichiometric LT-GaAs 
growth (Δd/d=0) there is no decay due to mismatch. This means, that for Δd/d=0 
the reciprocal value of the decay time constant originates fully from the crystal 
growth phenomenon (τd(0)=τG(0)=τGo), that is the value of 1/τM (0) is zero. The 
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value of τGo is constant. The other component of τG, τG1 dependens on As-to-Ga 

ratio (or Δd/d), where the whole τG is τG = τG1(As-to-Ga) + τGo. So the second 

term of the 1/τM(Δd/d) expession e(Δd/d) has also an independent and dependent 

part on As-to-Ga ratio (or Δd/d). The interchange between As-to-Ga ratio and Δ
d/d may be only in the case of the narrow range of growth parameters where these 
ratios are proportional with each other. 

We have separated the supposed strain effect from the effects due to growth which 
can be responsible for the decay of oscillation. In the case of InGaAs growth, we 
have supposed that the effect of growth remains constant in low In content region, 
because the one of the most important growth parameters, the deposition 
temperature, remained the same during the experiment. With this supposition we 
have obtained good agreement between the theoretical critical layer thickness and 
the threshold thickness, which is derived from the τM decay constant [14]. In the 

case of InGaAs In substitutes Ga in the lattice. Both elements estabilish similarly 
strong sp3 type bonding in the lattice because the similar bonding structure. The 
situation in the case of LT-GaAs is quite different. The excess As which 
substitutes Ga in the lattice has different and weaker bonding than sp3 hybrid. This 
fact modifies locally the probability of chemisorbtion of As atoms so also the 
probability of the incorporation of the further excess As atoms in the crystal [16]. 
The concentration of excess As can be determined from the chemisorbtion rate of 
As atoms. As atoms that are chemisorbed on the arsenic-terminated GaAs (001) 
surface serve as precursors of excess As, and hence, the concentration of excess 
As depends directly on the steady-state coverage of the chemisorbed As atoms [9]. 
The presented excess atoms As perturbs the bonding behaviour in the crystal, that 
is, the energy distribution along the surface. We use a simple description for the 
changing of the unperturbed surface layer by layer. At the first step, the 

unperturbed area A
* can be written as follows: A1

*
 = Ab - Aa, where A is the 

whole area of the investigated surface. The factors b and a, which are less than 
one, give the areas on the surface which can be covered by chemisorbed As and 
which can be incorporate excess As, respectively. The second step can be 

described as follows: A2
*
 = (Ab – Aa)b – Aa. The nth layer we can get by follow-

up the former given algorithm. The size of the perturbed area depends also on the 
number of the grown layers. This dependence can be neglible if the number of the 
layers is not large [16]. Among the surface reconstructions of the GaAs (001) 
surface, the c(4x4) reconstruction occurs at LTs under high As flux [17-20]. The 
value of b can be estimated because the maximum coverage of chemisorbed As 
atoms is 0.75 monolayers like in the case of this reconstruction. The value of a can 
be estimated by the maximum excess As content which is 0.015 [9]. It can be seen 
that the factor b is larger than a, so we can get, after arrangement of the expression 

A
* and neglectig small terms, the following simple power function for nth step: 

An
*
 = Ab

n. We suppose that the intensity of RHEED is proportional to the size of 

the smooth part of surface. A continuous description by replacing of n by rt, yields 
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I(t) = cA
*
(t) = cb

rt
A, where r is the growth rate, t is the growth time and c is a 

constant characterizing the diffraction power. This can be written in the following 
form: I(t) = cAexp(-t/τG1), where τG1 is the decay time constant originated from 
growth phenomena, which depends on the As-to-Ga ratio, this is, τG1 = -1/rlnb. 

The τGo and τG1 dependence on b are depicted in the insert of Fig. 2. 

 

Figure 2 

The function of τM vs Δd/d which is derived from the high temperature InGaAs growth. The calculated 

data originated from the LT-GaAs growth. insert: The decay time constant vs lattice spacing derived 

from Fig. 1. 

To justify our analysis we compare the values of τM extracted from the oscillation 

decay of LT-GaAs growth and the material independent decay constant, which is 
calculated from the effect of mismatch. The variation of τM(Δd/d) should be 

determined as follows: 1/τM ∝ 1/τd – 1/τGo – 1/τG1, similarly as described in Ref 

[14]. The strain dependent decay time constant vs composition in the case of 
InGaAs is given [14]. The composition independent variation of τM vs Δd/d can be 

derived from the above mentioned dependence with the help of the modified 
Vegard`s law [21, 22]. The material independent variation is shown in Fig. 2. The 
calculated τM data from LT-GaAs are depicted in this figure where the fitting 
parameter of b was 0.63. The value one of As-to-Ga ratio serves as a reference 
point for the calculation of τM. In this calculation we have taken into consideration 

also the As-to-Ga ratio of 1.3. The τM determined from LT growth corresponds to 

the calculated dependence, but we have to note here that the ratio of 1.3 is very 
difficult to evaluate. We can estabilish that the separation of the growth and 
mismatch effect on the decay of RHEED oscillations can describe the LT growth 
only in a narrow range. The intensity oscillation at the As-to-Ga ratio of 1.3 is 
very uncertain to evaluate because the weak intensity. This drastical intensity 
damage can result not only from the mismatch joined with the reduction of 
unperturbed area but it can be also explained the change of the sticking coefficient 
of the deposited species. 
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Conclusion 

The decay and absence of the RHEED intensity oscillations at LT-GaAs growth 
can origin from several effects e.g. change of sticiking coefficients, change of the 
morphology of the grown surface and change of the mechanical strain in the layer. 
Here was found, that the separation of growth and strain influence on the RHEED 
oscillation decay in the case of LT-GaAs is possible in a narrow region of As-to-
Ga ratio. 
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Abstract: Heat transfer by convection in air cooled condensers is studied and improved in 

this work. In order to enhance the performance of air cooled condensers, it is important to 

take into consideration both of condensation inside condenser tubes and convection 

outside, where the enhancement in convection side is the dominant one. Aluminum extruded 

micro-channel flat tubes improve the performance of condensation more than conventional 

circular tubes but still has potential for air side improving. So the enhancement of 

convective heat transfer in air side is achieved in this study by inclination of the flat tubes 

by a certain angle with respect to horizontal in two cases. The first proposed case is to 

make convergent and divergent channels for air flow (case 1), while the second case is 

tilting all tubes in parallel to each other (case 2). A parametric study is performed to 

investigate the optimum inclination angle (β) and aspect ratio (Ar). Mathematical modeling 

for air cooled condensers was applied to aluminum flat tubes to study and evaluate these 

proposed two cases. A computational fluid dynamic software (CFD) is used to solve the 

problem. Theoretical results show that the optimum angle for the proposed two cases is 

about 4 deg. With corresponding aspect ratio of 0.58. This leads to enhancement of heat 

transfer coefficient by factor (Kh) of 1.469 and 1.46 against increase in pressure drop 

factor (KP) of 2.12 and 1.95 for case 1 and case 2 respectively. 

1 Introduction 

Air-cooled finned-tube condensers are widely used in refrigeration and air-

conditioning applications. For the same amount of heat transfer, the operation of 

air cooled condensers is more economic as compared with water cooled 

condensers [1]. Typically air-cooled condensers are of the round tube and fin type. 

To improve the performance of air-cooled condensers multiple techniques can be 

achieved such as enhancements on inner pipe surface, changing the tube geometry 

from round to flat shape and external fins. 
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A micro-channel flat tubes heat exchanger is one of the potential alternatives for 

replacing the conventional finned tube heat exchangers. This kind of heat 

exchangers is made of a flat tube with several independent passages in the cross-

section, and formed into a serpentine or a parallel flow arrangement. In these heat 

exchangers, a multitude of corrugated fins with louvers are inserted into the gaps 

between flat tubes. The flat tube design offers higher thermal performance and 

lower pressure drop than the finned-round tube heat exchangers [2]. Brazed 

aluminum heat exchanger is made from micro-channel flat tubes in parallel to 

each other which is called parallel flow heat exchanger (PFHE). As a result of its 

superior performance, some companies in heating, ventilating and air conditioning 

are considering the flat tube heat exchanger as a high efficiency alternative in 

order to save electricity when used in window and split type air conditioners 

which consume large amounts of electricity and contribute to the severe electricity 

shortage in the peak period. The key advantage of the brazed aluminum design is 

smaller size and lower weight than finned-round tube condensers. The heat 

capacity of a parallel-flow heat exchanger (PFHE) is 150-200% larger than that of 

the conventional heat exchanger [3]. This high heat capacity of the PFHE can 

meet the requirements of compactness and lightness. Oval and flat cross-sectional 

tube for finned tube heat exchangers provides a higher heat transfer performance 

as compared to those formed with round tube geometry as mentioned by Chang et. 

al. [1]. The effect of tube profile change from round to flat shape on condensation 

has been investigated experimentally by Wilson et. al [4].They used horizontal 

copper tubes were initially round with 9.52 mm outer diameter and 8.91 mm inner 

base diameter. The tubes were successfully flattened into an oblong shape with 

inside heights of 5.74, 4.15, 2.57, and 0.974 mm. Refrigerants R-134a and R-410A 

were investigated over a mass flux range from 75 to 400 kg/m
2

. S, and quality 

range from approximately 10-80%. They summarized the following results: 

1 For a given mass flow rate, there is a significant reduction in refrigerant charge 

due to flattened tubes. 

2 The pressure drop increases as the tube profile is flattened at a given mass flux 

and quality. 

3 There is enhancement of condensation heat transfer coefficient as the tube 

profile is flattened. 

4 Heat transfer enhancement is dependent on the mass flux, quality, and tube 

profile. 

The condensation of refrigerant in multi-port micro-channel extruded tubes has 

been investigated by many authors [5-7]. All of them concluded that the micro-

channel flat tube enhance the inside heat transfer many times than conventional 

round one. So the present work is mainly concentrated on air side heat transfer 

from flat tube condensers which is the dominant one. 
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Although, the PFHE has the above mentioned good thermal performance, but 

there is still a lot of potentials for improving the air side convective heat transfer 

which is the dominant one. Therefore, the present study is directed to enhance the 

convection side heat transfer by inclination of its flat tubes, one is inclined 

towards clockwise and the next in counter clockwise direction by angles up to 16 

deg with respect to horizontal to make convergent and divergent channels for air 

flow (case 1). Furthermore, without the need of replacing any equipment of 

production line that producing PFHE, another construction for inclination of all 

tubes by the same angle range (0:16 deg.) but all tubes are kept in parallel with 

each other (case 2) is also included in the present study. Finally the effect of 

aspect ratio (Ar) has been investigated at the optimum inclination angle (β). The 

best choice for correct range of inclination angles from 0:16 deg that leads to 

enhancement was obtained from the researches [8-9]. 

Nomenclature 

h air-side heat transfer coefficient, W/m
2

. K 

Dh hydraulic diameter, mm 

Vf Air face velocity, m/ s 

H transverse pitch of parallel tubes. mm 

L Width of flat tube cross section, mm 

Ar Aspect ratio =H/L 

P β pressure drop for case of inclined flat tubes by angle β, Pa. 

P0 pressure drop for case of parallel flat tubes with β=0 deg. 

β inclination angle of flat tubes with respect to horizontal, deg. 

Re Reynolds number, dimensionless 

ΔP pressure drop, Pa 

PFHE parallel flow heat exchanger (Aluminum Brazed heat exchanger = 

PFHE or serpentine flow heat exchanger) 

η overall performance =Kh/KP 

Kh Enhancement factor of h = hβ/h0 

KP pressure drop increase factor= Pβ/P0 

Subscripts 

av average 
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2 Mathematical Model 

Many industrial applications, such as air cooling in the coil of an air conditioner, 

can be modeled as two-dimensional heat flow. All pre-generated meshes for the 

studied cases were prepared first by GAMBIT software. Then modeled as bank of 

tubes in cross-flow, and the air outside flow is classified as turbulent and steady. 

The model is used to predict the Flow and temperature fields that result from 

convective heat transfer. Due to symmetry of the tube bank, only a portion of the 

geometry was modeled in FLUENT. Domain is discretized into a finite set of 

control volumes or cells. General transport equations for mass, momentum and 

energy are applied to each cell and discretized. The governing equations are 

solved to the studied flow field. The numerical solution was conducted to 

investigate the influence of inclination angle (β) and aspect ratio (Ar) on the 

performance of air cooled condensers. 

The following values which applicable to window and split air conditioning 

systems, are used as input data for solving the studied problem: 

1 Air flow is steady, 2 dimensional and turbulent 

2 Air face velocity (Vf)=2.5, 5 and 7.5 m/s 

3 The condenser saturation temperature of refrigerant=323 K. Hence study is 

based on constant wall temperature=323 K 

4 Ambient air temperature=308 K 

5 The flat tube condenser configurations: tube height (b)=1.8 mm, tube width 

(L)=18 mm, tubes transverse pitch=10.4 mm. 

2.1 Numerical Technique 

Flow and heat transfer characteristics is obtained for forced convection of air flow 

across flat tubes at different operating parameters. By using CFD software, the flat 

tubes condensers shown in Fig. 2a has been studied first, which is called parallel 

flow heat exchanger (PFHE). Then the proposed modifications in the following 

sequence: Case 1: construction of convergent and divergent channels for air flow 

through inclination of flat tubes by angle up to 16 deg. With respect to horizontal, 

one is inclined towards clockwise and the next in counter clockwise as shown in 

Fig. 2b. 

Case 2: Tilting of all tubes in parallel to each other by angle up to 16 deg with 

respect to horizontal) either forward or backward as illustrated in Fig. 2c. 
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3 Results and Discussions 

In order to study the performance of the proposed two cases, the obtained results 

are presented relative to those of parallel flat horizontal tubes at the same 

operating conditions. Contour lines for temperature and velocity in axial direction 

are shown in Figs. 3 and 4 for flat horizontal tubes, convergent divergent (case 1), 

and tilted sections of tubes (case 2). Generally, it is observed from Fig. 3 that there 

is a decrease in fluid temperature towards the centre between pipes in flow 

direction as the flow is developing. Also, it is found from Fig. 4 for the case of 

convergent divergent passage, the velocity increases in convergent passes and 

decreases in divergent passage. 

Figure 5 shows the contour of local surface heat transfer coefficient (h) for the 

same studied cases. It is clear from this figure that the local values of heat transfer 

coefficient (h) for the studied two cases are higher than those of horizontal tubes 

The effect of inclination angle β on the performance of flat tube air cooled 

condenser is illustrated in Figs. 6a and 6b for the studied two cases compared with 

flat horizontal tubes. As shown in Fig. 6a the increase in ∆P is small in the first 

part up to 8 deg. then ∆P increases sharply. Therefore it is preferable to operate in 

this first part. Also, it is found that there is a peak value at β =4 deg. Also, there is 

a higher values for both of hav, ∆P in the second part of the curve which is not 

preferable practically. In the other hand, for case 2 presented in Fig. 6b with 

increasing β up to 12 deg there is a continuous increase in both of hav, ∆p. Then 

for β more than 12 deg. Leads to decreasing in hav and ∆P. 

To compare between the two cases and to choose the optimum β, it is important to 

evaluate the enhancement process as a whole. Therefore the effectiveness of the 

process (η) (which is defined as η=(Kh/Kp) is plotted against β for the studied 

cases in Fig. 7b at different values of air face velocities (Vf). It is clear from Fig. 

7a and Fig. 7b that for different velocities (Vf), the optimum β for both cases is 4 

deg. Also to study the effect of the tested face velocities (Vf), it is clear from Fig. 

7b that varying Vf from 2.5 up to 5 m/s leads to considerable change in the 

performance as a whole (η). But with increasing Vf from 5 to 7.5 m/s, there is a 

small change in the performance as the two curves are nearly coincident. So, the 

value of 5 m/s is considered as the max. limit for operation (practical value). 

Then for the investigated optimum β, the effect of aspect ratio (Ar) on the 

performance is shown in Fig. 8. Easily the optimum (Ar) is chosen at value of 0.58 

which corresponds to H=10.4 mm. 

Finally, to verify the obtained results, a comparison with similar researches that 

investigated experimentally are shown in Figs. 9a and 9b. 

For case 1: The convective heat transfer to air flow in converging-diverging tubes 

were studied experimentally by Ariad et. al. [8]. Their study was based on 

constant wall temperature at different values of β from 0 up to 16 deg., which is 
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similar to the proposed studied cases. They reported that the obtained 

enhancement comparing to equivalent straight tube at the same mean diameter is 

Kh=1.45 against KP of 2.2 value. The corresponding values (at 4 deg., Vf=5 m/s) 

for the present proposed cases are, Kh=1.469, 1.46 against KP=2.12, 1.9 for, 

convergent –divergent and tilting case respectively. Also the experimental 

optimum β was 5,30’ is agreed with the present one obtained theoretically (4 deg). 

As shown in Fig. 9a both of present theoretical results and experimental results [4] 

for Nu are plotted against β. which demonstrates a good agreement. 

For case 2: The effect of inclination angle on the performance of aluminum brazed 

heat exchanger was investigated experimentally by Kim M. H. [10]. From Fig. 

10b the comparison of results is showing acceptable agreement. Also they 

reported that there is enhancement in hav. With increasing β up to 12 deg which 

agreed with the present results. 

Conclusion 

1 Using the proposed convergent divergent construction of heat exchanger with 

optimum angle of 4 deg offers the best enhancement in heat transfer 

coefficient. For one row coil which is used in car air condition, the 

enhancement factor is about Kh= 1.467 with increase in pressure drop (KP 

factor=2.12). 

2 To keep the production line that manufacturing the PFHE, the proposed 

construction of tilting the all tubes in parallel by 4 deg with respect to 

horizontal is recommended. This leads to enhancement factor of Kh=1.46 with 

increase in pressure drop of KP=1.9. 

3 This proposed heat exchanger is the strong candidate for use in industrial 

applications, which is named ‘convergent-divergent flow heat exchanger’. 
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Figure 1 

Micro-channel fat tube cross-sectional view (Lxb) 

 

 

 

 

Figure 2 

Layout of flat horizontal tubes (PFHE) and the proposed two cases of modifications 
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Figure 3 

Temperature contour for the studied two cases compared with horizontal flat tubes case 
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Figure 4 

Velocity contour for the studied two cases compared with horizontal flat tubes case 
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Figure 5 

Local heat transfer coefficient contour for the studied two cases compared with horizontal flat tubes 

case 
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Figure 6a 

Variation of performance against β for case 1 (convergent – divergent) 



M. M. Awad et al. Performance Enhancement of Air-cooled Condenser 

 – 138 – 

0 4 8 12 16

Angle(deg)

40

80

120

160

200

240

h
a
v
(w

/m
2
.k

)

0

40

80

Δ
P

(P
a

)

0

2

4

6

8

K
h

,K
P

Case -2:Tilting of 
parallel tubes
_____    2.5m/s
_ _ _ _    5m/s
__.__.__ 7.5m/s

hav.

DP

Kh

KP

 

Figure 6b 

Variation of performance against β for case 2 (tilting of tubes) 
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Figure 7 

Comparison between performance of the proposed two cases 
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Performance variation against aspect ratio 
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Figure 9a 

Comparison with experimental results for case 1 
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Figure 9b 

Comparison with experimental results for case 2 
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Abstract: The subject of the paper is a complete solution for the vehicle routing problem 

with time windows, an industrial realization of an NP hard combinatorial optimization 

problem. The primary objective –the minimization of the number of routes- is aimed in the 

first phase, the secondary objective –the travel distance minimization- is going to be 

realized in the second phase by tabu search. The initial route construction applies a 

probability density function for seed selection. Guided Route Elimination procedure was 

also developed. The solution was tested on the Solomon Problem Set and seems to be very 

compeitive with the best heuristics published in the latest years (2003-2005). 

Keywords: Metaheuristics; Vehicle routing problem; Time windows; Tabu search; 

Combinatorial optimization 

1 Introduction, Problem Definition 

At transportation an important question is -next to the in time delivery- the cost of 

the service. The lowest number of routes is primarily important because it 

determines the number of vehicles applied. The second priority is the minima of 

the total travel distance. There are studies where the secondary objective is the 

minimum schedule time when quick and in time service is more important than 

the travel distance. The VRP has a large literature, so here only a short 

introduction is given. Let G = {V, E} be a graph and V = {v0, v1, ... , vn} a set of 

vertices representing the customers around a depot, where vertex v0 denotes the 

depot. A route is a closed tour, starting from and entering the depot: {v0, ..., vi, vj, 

..., v0}. The cost of a tour is: ∑= )( ,route jit dC , where i and j are consecutive 

customers on the route and Ed ji ∈, . The objectives of the solution are to 

determine the lowest number of routes -or number of vehicles (Nv)- and the lowest 

cost (total travel distance, ∑= )(s tCC , where (s) is the actual solution), provided 
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that each customer can be visited only once. The specific problem instances are 

given by the the number of customers, their demand, delivery time windows, 

service time and customer coordinates. The vehicle capacities are identical and 

given for each problem type. The distances between the customers are the 

Euclidian distances. The service must be started within the given time window, the 

vehicle travel time constraint is determined by time window of the depot. (The 

violation of the constraints is not allowed in a feasible solution.) 

Mathematical formulation of VRP with Time Windows (VRPTW) can be found in 

the relevant literature [14]. Although there are exact methods [10] [11], their 

application is limited because the computation time is excessively increasing with 

the number of customers. The solution of this problem has double objective, and it 

implies the real advantage of the two-phase solution. The chance of one phase 

heuristics for route elimination is quite low. The explanation is: neighbourhood 

solutions don’t represent so significant changes that would be required for 

eliminating quite long routes. In addition the routes become ever longer as the 

search is progressing. The other reason is, the lowest cost is -sometimes- not at the 

lowest number of routes. If we analyse the performance of the tabu search (TS) we 

must admit that despite it is one of the most successful metaheuristics it has 

difficulties in special cases when the route elimination goes together with cost 

increment. The objective function of the TS is usually designed for finding 

cheaper solutions. We can change the objective function and the length of the 

tabu-list but it is difficult for a pure TS algorithm to get out from ‘deep valleys’ so 

the search is basically guided by the secondary objective. In the route elimination 

respect -although it is the primary objective- the pure TS loses to other –lately 

developed- hybrid metaheuristics [2]. 

The remaining part of the paper is structured as follows. Section 2 is about the 

initial route construction, Section 3 describes the guided route elimination, Section 

4 is the second phase by tabu search, and finally Section 5 is about the conclusion, 

computational results and future plans. 

Notations used in the article: 

C : Total cost of the solution or total travel distance (TTD), 

TCi : Time constraint factor of customer i, 

TC  : Average time constraint of the problem, 

Nv : Number of vehicles (number of routes), 

Nr : Number of customers on the actual route, 

ItNo : Actual iteration number, 

tli : Latest time to start service at customer i. 

tei : Earliest time to start service at customer i. 

ti : Actual arrival time at customer i, 

ri : Customer distance from depot, 
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rmax : Depot distance of the farthest customer, 

rij : Distance between customer i and j, 

'ir  : Relative customer distance from depot, 

ns : Initial seed number for parallel route construction, 

n : Total number of customers, 

n0 : Number of customers in the seed selection zone; 

twb , twa : waiting time before and after the insertion, 

α, λ, ω: Cost function parameters. 

2 Initial Solution 

At the design of the Initial Route Construction (IRC) the main objective was to 

obtain quick and good quality solutions (first of all in respect of the number of 

routes) within reasonable computation time. The intention was to design a 

heuristic that maps the most important considerations of a human being. These are 

as follows: (It is noted that nodes and customers are used as synonyms in the 

article.) 

a) distance from the depot, 

b) waiting time before and after the insertion, 

c) distance between customers affected in the insertion, 

d) savings (cost difference realized by the actual solution, compared to 

serving the single customer by another extra vehicle), 

e) route building in both directions, 

f) time window of the given customer, 

g) demand of customers in order to fill the trucks optimally -especially at 

those problems, where the vehicle capacity represents a strict constraint, 

h) taking care of not leaving a single customer alone unrouted (otherwise an 

expensive extra route should be devoted to serving that), 

i) parallel route construction, 

j) step back if the partial solution seems to be unfavourable. 

2.1 The Objective Function 

In the literature a known objective function is used for insertion heuristics (Eq. 1) 

calculating the cost if node k is inserted between node i and node j. Items (a,) (b,) 
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(c,) (d,) (e,) are also considered in Eq. 1. Item (f,) has an important role in the 

insertion sequence, because the narrower the time window of a certain customer 

the more difficult it is to insert this customer into a route, so we have to give 

preference to customers with narrow time window. The time constraint factor 

(TCi) was introduced in order to realize this preference in the mathematical 

formulas: )/()(
00 eleilii ttttTC −−= . The average time constraint factor is also 

needed for dimensionless description: ∑= iTCnTC /1 . The new objective 

function is formulated in Eq. 2, where ω is used for getting a realistic weighting in 

order to moderate the drastic time constraint effect. 

kwbwaijkjikk rttrrrc λαα +−−+−+= ))(1()(  (1) 

[ ] kwbwaijkjikkk rttrrrTCTCc λααω +−−+−+= ))(1()()/(  (2) 

Computational tests show that ]7.035.0[ L=ω gives the best results. Customers -

having narrower time windows- seems to be cheaper for the algorithm, this way 

we can stimulate them. This change in Eq. 1 made a perceptible improvement in 

the results: 1.57% improvement in the number of routes. It worth mentioning that 

Eq. 2 was tested with reduced time constraint factor: )/()( 00 elactlii ttttTC −−= , 

where tact is the actual possible time of starting service at the selected customer. It 

seems to be rational to consider only that part of the time window that is available 

for service in the actual situation. Even if the customer has a wide time window 

and it is unrouted at a certain situation, it may be critical for the service if the 

remained available time for service is short. With the application of the idea no 

further improvement could be detected on the sample problems. 

2.2 Seed Selection for Route Initialization 

The essence of this concept is the following: seed points are selected from a 

cirkular-ring zone ( sbrr >' ), those customers that are far from the depot or have a 

low value of TC factor are favoured as seed points. The applied probability 

function for seed selection is Eq. 3. A detailed description of the probability based 

seed selection can be found in [6]. 
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Let the relative depot distance be: max/' rrr ii = , where rmax is the distance of the 

farthest customer from the depot. It seems to be rational to define a minimum 

radius around the depot, within that radius seeds are not selected. Let’s define this 

radius as a relative seed border: rsb. Usually 5.0=sbr  is sufficient for this but in 
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special cases it is necessary to reduce this value according to have sufficient 

number of customers -min{2Nv, 0.35n}- in the circular-ing zone. Reduce the 

actual value of rsb until the above condition is satisfied. 

The parameters of Eq. 2 are α, λ¸ and ω. The following parameter combinations 

[1] resulted 42 initial solutions: ]15.0[ L=α in 0.1 steps, ]7.15.0[ L=λ in 0.2 

steps and 5.0=ω . 

2.3 IRC Algorithm 

     (TCi and TC  are calculated after data retrieve); 

1.   Set α from the interval ]15.0[ L and λ from ]7.15.0[ L ; 

2.   Set rsb = 0.5 (for the seed border); 

3.   Preliminary route construction; 

  (to find out the preliminary number of routes: Nvp); 

4.   Count the number of customers in the seed selection zone (no); 

5.   while )35.0,2min(0 nNn vp<  do 

sbsb rr ⋅= 975.0: ; Count n0; 

6.   end while; 

7.   Set OR /=:  (set of routed nodes); 

8.   Set U:={ui} ni ,,2,1 K=  (set of unrouted nodes); 

9.  Set S (set of unrouted nodes in the seed selection zone); 

10. Repeat 

11.    Set 1: −=p ; max3: rr ⋅= ; 

12.  for ( Ri∈∀ ) and ( Sj∈∀ ) do 

13.  If rrij <  then 

14.  ;: jp =  ;: ijrr =  

15.  end if; 

16. end for; 

17. if  rr ⋅< 5.1  then pv =:  (it means that a customer remained unrouted 

  close to the full route in the seed zone, so it is selected) 

18. else 

19. if ( 1: −=p ) then 

20. Let Ujirriv ji ∈∀>= ),(,|: 00  (there are no unrouted customers 

 in  seed zone, so the farthest one is selected) 
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21. else 

22. v is selected by Eq. 3 

23. end if; 

24. end if; 

25. }{vR ← ; }{: vUU −= ; 

26. If sbv rr ≥  then }{: vSS −=  end if; 

27. Initialize a route k: 0 - v - 0; 

28. v:=Select node for insertion using Eq. 2; 

29. while ( Ov /≠ ) do 

30. Insert node v into route k; 

31. }{vR ← ; }{: vUU −= ; 

32. If sbv rr ≥  then }{: vSS −=  end if; 

33. v:=Select node for insertion using Eq. 2; 

34. end while; 

35.  Until ( OU /≠ ) 

The described algorithm was embedded in a cycle to compute the 42 initial 

solutions, then the best one (with the lowest number of routes) was selected for 

further processing. 10 computational runs were made on each of the 56 Solomon 

problems and compared to the best results found by metaheuristics. The average 

of the ever found best number of routes is 7.23 the same figure of IRC was 7.80. 

The result of the initial route construction algorithm is good also in the best one 

comparison. 

3 First Phase 

An exercise was made in the study how a general attribute of the problem can 

guide the search and how successful it is. This attribute is the total cost of the 

solution. 

3.1 The Route Elimination 

The developed route elimination algorithm is a recursive procedure that applies 

the in depth-first search. Depth of the search tree ( 86L ) depends on the average 

time constraint (TC ), because the wider the time windows are the higher the 

complexity of the search is. 



Acta Polytechnica Hungarica Vol. 4, No. 2, 2007 

 – 149 – 

The most promising route has to be selected first for elimination. Three types of 

route selection methods are used. The first method is based on the number of 

nodes on the route (the shorter routes are preferred). The second one takes also the 

insertion frequency of the nodes into account. It can not be used at the beginning 

of the search and 65-35% weighting is applied between the number of customers 

on the route and the insertion frequency by the following equation: 

∑⋅−+⋅= )])/(1(35.0/65.0min[ insNItNoNnNNselCrit rvvr  (4) 

The third route selection procedure based on the route selection frequency. This 

latest one prefers those routes that are selected rarely. The route selection is 

controlled by the block management unit. The successful insertion frequency and 

the number of route elimination trials per route are collected in a database. These 

data are used for two purposes: route selection for elimination, insertion sequence 

of nodes. If the remained nodes after trial have a favourable insertion statistics it 

means the chance for success is higher at the post search. 

The in depth-first search is executed within given cost limits, otherwise expensive 

insertions and changes cause dramatic total travel distance increment. The only 

exception is the last node, provided that all the previous insertions were successful 

-in this case the cost limit is not considered. If a certain route is selected for 

elimination all its nodes are tried to be inserted onto other routes. The first task is 

to determine the insertion sequence of the customers on the selected route. As the 

computational trials show it is an important part of the route elimination 

algorithm. 

Insertions are tried with reasonable cost limit: [ ] r⋅6.22L . The purpose of this 

limit is to avoid drastic cost increment that would hinder further insertions. If the 

insertion fails then 3-Opt insertions are tried provided the time windows are wide. 

A learning process is embedded in the route construction phase that counts the 

success of the 3-Opt intra route changes and these data are used for making 

decision about the 3-Opt insertions. If the success ratio reaches a certain percent 

the 3-Opt internal reordering is used before insertions otherwise not. If 3-Opt 

insertions fail intelligent reordering is tried [1]. 

Until no unsuccessful insertion occurs, in case of failure a repair procedure is 

activated after a couple of cost reduction steps. First the graph has to be modified 

by the TS algorithm in order to reduce the total travel distance. On both sides 

around the unsuccessfully inserted customer all the routes have to be identified in 

two times 40° sector (or in a user given angular domain). Try to combine these 

routes every feasible way (2-Opt) and at each route combination try the search 

again. 

After the route elimination if a reasonable number of customers remains unrouted 

and their time constraint factors and depot distances satisfy certain criteria a Post 

Search is taking place. The evaluation of the remained nodes is made by an 
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algorithm that considers the depot distance, TC factors and also the insertion data 

provided the number of iterations is higher than a defined value ( vN⋅5 ). 

If the route elimination was not successful and only a few customers –less then 

vNn /)3.02.0( L - remained unrouted it seems to be rational to fill the route up as 

much as possible in order to draw off customers from other routes and at the same 

time to increase diversification. The filling up is done by varying the parameters 

(α, λ, ω) in Eq. 2. 

3.2 Concept of Guided Route Elimination (GRE) 

GRE is the core procedure of the developed route elimination. During the route 

elimination a list is used to prevent evolution of circles in customer exchange. It 

was observed that a number of nodes don’t move from their place during the route 

elimination. That means the search is limited to a certain neighbourhood. 

Obviously it comes from the neighbourhood graph definition that only a limited 

subset of solutions can be reached from a given solution. The main idea was to 

enforce the unmoved nodes to a certain extent. It is well known at the tabu search 

if no cheaper solution is found in the neighbourhood -provided the tabu list is not 

hurt, in this case those nodes are penalized which move frequently. The 

penalization is made by the following equation: mkk fconstdd ⋅−='
, where fm is 

the move frequency registered in a database. The value of the constant [ ]105L  

has no effect on the search. In this case the modified cost (
'

kd ) is used for 

selection instead of the real cost ( kd ) and the Tabu Search finds the move of the 

least penalized customers cheaper and prefers their move to reveal new regions in 

the solution space. 

The essence of the GRE concept is: not only the moves enforced by tabu search 

but those evoked by the ‘in depth first search’ are counted and added to the move 

frequency. This way the unmoved nodes are forced. In order to moderate this 

effect the cost increment has to be controlled. The Search management checks 

regularly the total cost and compares it to the initial cost. If the relative cost 

increment is higher than the user defined value [ ]2.11.1 L  the customer move 

frequency data of TS are readjusted to the starting value (100). For this reason the 

algorithm is divided into search blocks. The starting value was defined to 100 

because it gave a realistic block cycle number )5045( L and the move ratio 

between the TS and the GRE is about %20/80 . 

3.3 A Route Elimination Cycle 

1.   Let p1 = Random(100) be; (start of the route selection) 
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2.   if (p1 < 30) then  Select one of the rarely tried routes (based on statistics) 

3.   else 

4. if (no statistical data available) then 

5.  Find the route with the lowest number of customers; 

6. else 

7.  Selection based on statistical data; 

8. end if ; 

9.   end if ; (end of the route selection) 

10. firstFail:=False; 

11. costContrCount := 0; 

12. Repeat 

13. Select customer for insertion (using MSA); 

14. InsOK:=False; 

15. if Recursive insertion is successful then InsOK:=True end if; 

16. if Not InsOK then 

17.  if 3-Opt Recursive insertion is successful then InsOK:=True end if; 

18. end if; 

19. if Not InsOK then 

20.  if Intelligent Reordering recursion is successful then 

  InsOK:=True end if; 

21. end if; 

22. if Not InsOK and Not firstFail then 

23.  Cost reduction cycles; 

24.  costContrCount := 0; 

25.  if Not Repair algorithm (recursion) is successful then 

   firstFail:=True end if; 

26. else 

27.  Inc(costContrCount); 

28. end if; 

29 If (costContrCount > allowedNo) then 

30  Cost control cycles; 

31  costContrCount := 0; 

32 end if; 

 (The allowedNo depends on the initial number of customers 

 on the route.) 
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33.  Until No more nodes is found; 

34.  If (No. of unrouted customers>0) then Post Search end if; 

3.4 Multi Strategy Application 

This is a successful tool used several time in the solution. Route selection for 

elimination, the route elimination cycle and the node insertion sequence combines 

several strategies. According to the experiences an intelligent strategy works well 

at a problem instance and fails at the other. Certain strength can be the weakness 

at another problem type. The question is: how can we maximize the exploitation 

of the good strategies? The following method is proposed: 

- Find out promising strategies. 

- Decide on the priority order (or probability values) and the application rules. 

- Use the application rules and probability functions for the application of 

strategies. 

- Change the probability values during the search according to the success ratio 

(optional learning). 

4 Second Phase: Tabu Search 

In the second phase of the developed metaheuristic the same tabu search was 

applied for finding cheaper solution as it was used for controlling the TTD at the 

guided route elimination. The basis of this TS solution was the reactive tabu 

search [3] with some differences, first of all in the used operator set and the tabu 

list. The extinct arcs are stored on the tabu list instead of route and node 

identifiers. This is less restrictive, although in case of arc (i-j) on tabu the re-

creation of this arc is not allowed, but if the route identifier and the relevant node 

is stored on tabu it is possible on another route. 

The used insertion and the interchange operators are always evaluated using 

global best (GB) strategy. If no cheaper solution is found the next operators is 

used in the following order: intra route 3-Opt (Fig. 1), interchange-21 (two nodes 

from one route and one from the other are swapped if it is feasible), interchange-

22, interchange-32. These operators slow down the procedure but gives better 

results. The tabu list tenure is managed in the interval of [ ]126L . At the 

beginning of the second search phase the tabu list is initialized with an empty list 

and the best solution is taken from the first phase. The aspiration criteria is 

applied, if the found solution is better than the global best the tabu list is 

neglected. In case of a significant cost or waiting time reduction intensification is 
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made realizing that by an intensification list. A maximum of 3000 iteration steps 

was adjusted. 

 

Figure 1 

Intra route 3-Opt changes 

5 Computational Results, Conclusion, and Future 
Plans 

The presented two-phase algorithm (HGRE) is tailored to middle size VRP with 

Time Windows. A summary of its main contributions are as follows: 

1 The objective function (Eq. 2) qualifies the unrouted nodes for insertion taking 

also the width of the time windows into account (Eq. 1). A similar concept was 

applied at the seed selection for route initialization [6]. 

2 It was found the continuous control of Total Travel Distance (TTD) aids route 

elimination. A Guided Route Elimination concept (GRE) was realized to 

explore the solution space as much as possible. 

3 A learning process was built into the initial route construction phase (the 

success ratio of 3-Opt intra route changes is collected and calculated) to use 

that at the route elimination in order to save computation time. If the success 

ratio reaches a given limit the 3-Opt insertions are tried otherwise not. 

The computer program for the developed two-phase algorithm was written on 

Delphi platform by dynamic memory programming and was tested on the 

Solomon Problem Set on 1.7 GHz computer. The user surface of the developed 

computer probram can be seen on Figure 2. A maximum pre-adjusted search time 

was 30 minutes. At the initial route construction and at the route filling up α, λ, ω 

were varied in order to generate initial solutions, the minimum tabu tenure was 6 

the maximum was 12. The cost limit used at the in depth-first search 

was: rrr kjik 6.2≤+ . It is quite difficult to find perfect comparison, first because 

of the continuous improvement of the computer platforms, processors and RAM 

capacities, secondly because of the differences in the used parameters, the 

optimization criteria and the programming languages. The performance of the 

developed HGRE seems to be very competitive with the lately published best 

algorithms found in the literature (Table 1). 



S. Csiszár Two-Phase Heuristic for the Vehicle Routing Problem with Time Windows 

 – 154 – 

Problem 

class

Mean 

Values
BBB (2003) BH (2004) HG (2005)

HGRE  

(2006)

MNV 10.00 10.00 10.00 10.00

C1 MTD 828.48 828.38 828.38 828.38

MNV 3.00 3.00 3.00 3.00

C2 MTD 589.93 589.86 589.86 590.32
MNV 11.92 11.92 11.92 11.92

R1 MTD 1221.10 1211.10 1212.73 1227.89
MNV 2.73 2.73 2.73 2.73

R2 MTD 975.43 954.27 955.03 987.91
MNV 11.50 11.50 11.50 11.50

RC1 MTD 1389.89 1384.17 1386.44 1400.78
MNV 3.25 3.25 3.25 3.25

RC2 MTD 1159.37 1124.46 1108.52 1156.63

CNV 405 405 405 405

All CTD 57952 57273 57192 58239

Tot.Time 1800 7200 - 2798  

Table 1 

Comparison on Solomon benchmark problems. BBB: Berger et al. [16], BH: Bent and Van Hentenryck 

[17], HG: Homberger and Gehring [9] 

 

Figure 2 

HGRE application 
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The best results were selected from a series of 10 independent runs per problem 

instance then the mean number of vehicles (MNV), mean travel distance (MTD) 

and the mean computation time per problem type (MCT) were calculated. 

Additionally the cumulated number of vehicles (CNV) and the cumulated travel 

distance (CTD) are reported. Bold letters are used if the found value is the best one 

or equals to the best known result. 

It is important to analyse the time requirement of the HGRE algorithm. The time 

percentage of the initial route construction is 5.5%, that of the route elimination is 

15.5% and the tabu search is the most significant time consuming part of the 

algorithm with 79%. The route elimination is quite quick, although there are 

several ‘heavy’ problems for the algorithm, especially where the best number of 

routes is less then 4, consequently 25-30 customer nodes have to be inserted. 

For further development a possible way to use a simpler cost control algorithm in 

order to further reduce the computation time. For large problem instances more 

sophisticated intelligence is needed in order to decide about the application of the 

time consuming search. At the neighbourhood structure the Global Best strategy 

has to be replaced by First Best or investigate only a certain part of the 

neighbourhood to get a reasonable computational time at large problems. 
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Abstract: In our research we consider programming as logical reasoning over types. 

Linear logic with its resource-oriented features yields a proper means for our approach 

because it enables to consider about resources as in real life: after their use they are 

exhausted. Computation then can be regarded as proof search. In our paper we present 

how space and time can be introduced into this logic and we discuss several programming 

languages based on linear logic. 
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1 Introduction 

The aim of our research is to describe solving of large scientific problems by 

computers as constructive logical reasoning in some logical formal system over 

type theory. Predicates we consider as predicament-forming functors with 

nomenclative arguments (symbols), where unary predicates express properties and 

predicates of higher arity express relations. Using logical reasoning in categorical 

logic over type theory we can get a mathematical solution of a given problem and 

the existence of a proof in the intuitionistic linear logic provides us a computable 

solution of a problem [16, 17]. 

The role of computer program is to execute instructions under whose the computer 

system is to operate, to perform some required computations [15]. A running 

program should provide us a desirable solution of a given problem. We consider 

programming as a logical reasoning over axiomatized mathematical theories 

needed for a given solved problem. A program is intuitively understood as data 

structures and algorithms. Data structures are always typed and operations 

between them can be regarded as algorithms. Results of computations are obtained 
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by evaluation of typed terms. Due to discovering a connection between linear 

logic and type theory - a phenomenon of Curry-Howard correspondence [5], we 

are able to consider types as propositions and proofs as programs. Then we can 

consider a program as a logical deduction within linear logical system. Precisely, 

reduction of terms corresponding to proofs in the intuitionistic linear logic can be 

regarded as computation of programs. Thus computation of any resource-oriented 

program is some form of goal-oriented proof search in linear logic. One of the 

main goals of this approach is to avoid eventual mistakes of correctness generated 

by implementation of a programming language. This approach also keeps us away 

from potentional problems in verification of programs. 

Linear logic (LL) was defined by Girard in [6,7] as resource-oriented logic, where 

formulae are actions. It enables reasoning similar as in real life, where resources 

are exhausted after their using.  The basic ideas about LL we present in section 2. 

There are several programming languages based on LL and Section 2.2 contains 

the short disscussion about them. The rest of this paper presents the most 

important features of  LL that enable to introduce resources as space and time into 

linear logic. 

2 Linear Logic 

LL is regarded as a continuation of the constructivisation that began with both 

classical and intuitionistic logic and it can serve as a suitable interface between 

logic and computer science [1]. Whereas classical logic treats sentences with 

stable values depended on Tarsky semantic tradition (i.e. interested in denotation 

of sentences), values of linear intuitionistic logic sentences depend on an internal 

state of a dynamic system according to Heyting semantic tradition (i.e. interested 

in constructing the proof of a given sentence). 

2.1 Logical Connectives of LL 

LL introduces new logical connectives. Linear implication A ⎯ο B describes that 

an action A is a cause of action B; a formula A can be regarded as a resource that is 

exhausted by linear implication so as in real life. It is the most important feature of 

LL and also of programming based on LL. In clasical logic the truth value of 

formula A after the implication A → B remains the same. Classical implication can 

be rewritten in linear manner as (!A) ⎯ο B, where ‘!’ is modal operator 

(exponential) expressing that we can use a resource A repeatebly, as many times as 

we need. LL defines multiplicative conjunction (MC), A ⊗ B, expressing that both 

actions A and B will be done. Additive conjunction (AC), A & B, expresses that 

only one of these actions will be performed and we can choose which one. 

Additive disjunction (AD), A ⊕ B, also describes that only one action of A and B 
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will be performed but we do not know which one. And finally, multiplicative 

disjunction (MD), A ℘ B, expresses: if A is not performed then B is done, or if B 

is not performed then A is done. MD is similar to disjunction in classical logic. 

Neutral element for MC is 1, for AC is T, for MD is ⊥, and for AD is 0. Linear 

negation, A⊥, is obtained by analogy with the dual spaces in algebra [9], as it is 

expressed in (1): 

A ⎯ο B = B⊥ ⎯ο A⊥ (1) 

Negation is involutive, i.e. (A⊥)⊥ = A. An entailment in LL is a sequent of the form 

Γ ‌–  A (2) 

where Γ = (A1 ,…, An) is a finite sequence of linear formulae and A is a linear 

formula deductible from the premises in Γ. If Γ is empty, then a formula is 

provable without assumptions. Inference rules of LL have a form 

S1 … Sn   (3) 

    S 

where S1 ,…, Sn , and S are sequents, S1 ,…, Sn are assumptions and S is a 

conclusion of the rule. A proof in this calculus has the form of (proof-) tree, the 

direction of a proof is from-bottom-to-up, i.e. from the root to the leaves of the 

tree, where the root is the proved formula and leaves are axioms. In every proof 

step we can apply the inference rules of LL in Fig. 1 that introduce logical 

connectives and negation: 

 

Figure 1 

Inference rules for LL connectives and negations 

In LL are valid the following De Morgan laws: 

              ( A ⊗ B) ⊥  = A⊥  ℘  B⊥                       ( A ℘ B) ⊥  = A⊥  ⊗  B⊥ (4) 

              ( A & B) ⊥  = A⊥  ⊕  B⊥                        ( A ⊕ B) ⊥  = A⊥  &  B⊥ (5) 
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Due to meaning of linearity, LL refuses weakening, i.e. the constant function 

F(x)=a and contraction, i.e. the quadratic function F(x)=G(x,x), but they can be 

reintroduced as logical rules by using modal operators. Just this restriction gives 

linear logic it’s resource conscious nature. On the other side, due to reintroducing 

weakening and contraction as logical rules, proof symetry of sequents can be 

restored again. 

2.2 Polarity in LL 

Logical connectives of LL can be divided into two classes: positive and negative 

connectives. Girard [8] regarded positive connectives of LL as algebraic style and 

negative connectives of LL as logical style. Positive connectives and constants of 

LL are ⊗, ⊕, 1, 0 and negative ones are &, ℘, T, ⊥. 

A formula of LL is positive if its outermost logical connective is positive; dually it 

is negative if its outermost logical connective is negative. A rule of LL calculus is 

invertible if it introduces a negative connective. Negative connectives are 

introduced by just one rule and the decomposition in proof from bottom-to-up is 

deterministic. From this it follows a very important consequence: we can get 

together several proof steps as a single step if we have a cluster of negative 

formulae. Dual property to invertibility is focalisation [2], it says that if we have a 

cluster of positive connectives called synthetic connective, we can perform 

corresponding rules simultaneously. The dual properties of 

invertibility/focalisation express associativity of logic that is the LL analogue of 

the Church-Rosser property of λ-calculus. 

The polarity between positive/negative properties is general in LL. A cluster of 

rules with the same polarity can be performed as a single rule, by invertibility in 

the negative case, by focalisation in the positive case. So, the change of polarity in 

a proof means a new step in this proof and it can be consider as a time 

incrementation. In this manner we can introduce time into LL. If we forget truth of 

formulae and their content and we consider only their locations in proofs, then we 

can introduce space into LL and explicitly handle resources in LL. Due to the 

important property of invertibility and focalisation linear connectives can be 

organized by polarities. Summary of significant properties of LL connectives is 

shown in the Table 1. 

2.3 Programming Languages Based on Linear Logic 

LL forms a base for several functional and logic programming languages. 

Between functional programming languages [12] based on LL we mention Lilac 

[13] designed in 1994, but it is not wide-spread language. 
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Abbrev. Symb. Descr. Neutral Polarity NonDeter. Human influence 

MC ⊗ parallel 1 +  we know how 

AC & choice T - internal we know how 

AD ⊕ choice 0 + external we don’t know how 

MD ℘ until ⊥ -  we know how 

Table 1 

Overview of linear connectives and constants 

Logic programming may be viewed as the interpretation of logical formulae as 

programs and proof search as computations. Our view to logic programming is 

that computation is a kind of a proof search: let us have program P and goal G. 

We are trying to find a proof of the sequent P ‌– G. Different goals correspond to 

different computation sequences. The result of a computation with logic program 

is a proof that the goal is the logical consequence of the facts and rules. The search 

strategy is determined by the structure of the goal and the program supplies the 

context of the proof. The goal is ‘active’ whereas program is ‘pasive’ and provides 

a context in which the goal is executed. This principle is called goal-directed 

provability. 

Whereas classical logic programming is based on the first order logic, the 

resource-oriented programming is based on LL. Resource-oriented program also 

consists of facts and rules and user-query starts a calculation that it answers the 

question whether query result belongs to a given program or not. But the 

difference is only that for performing any action in this logic a clause in a 

corresponding resource-oriented program must be used exactly once. 

There are numerous programming languages that make use of all resource- 

oriented benefits of LL. In these languages, it is possible to create and consume 

resources dynamically as logical formulae. Lolli, Lygon, and Forum are 

implemented as interpreter systems; Lolli [10] is based on SML and Prolog, 

Lygon [18] is implemented over Prolog, and Forum [14] is based on SML, 

λProlog and Prolog. Nowadays we have good experiences with Lygon 

programming language, its implementation  can be viewed as extended module 

over Prolog with full support of LL. 

The programming languages ACL and HACL [11] introduce concurrent paradigm 

in LL programming. Every formula of LL is regarded as a process in some state, 

the proceses run concurently with asynchronous communication. Minerva is a 

commercional language based on Java with own development environment. It 

enables using LL, but also clasical logic features. The programming language 

Jinni (Java Inference eNgine and Networked Interactor) enables only a fragment 

of LL with linear implication, AC and AD and it makes a connection between 

object-oriented programming and logic programming. 
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3 Resource Handling in LL 

In this section we present how it is possible to introduce the resources of space 

and time into LL. Our approach follows the famous idea published in [9] and it 

represents a novel approach to proof theory, where proofs are written in locative 

structure of Gentzen’s sequent calculus. 

Objects of linear logic are called designs and they play the role of proofs, λ-

proofs, etc. in usual syntax. Designs are located somewhere. Therefore we need a 

concept of location. A design represents a cut-free proof of a LL formula A, in 

which all information has been erased, only locations in sequents are kept. 

Let A be a LL formula. Immediate subformulae (w. r. t. focalisation) are denoted 

by natural numbers called biases written as i,j,k,… A finite set of biases is called 

ramification, denoted by I,J,K,… An address, locus, is a finite sequence <i1,…,in> 

of biases. We denote addresses by σ,τ,υ,ξ,… A locus denotes a place or spatial 

location of a formula. If we have a formula A and its proof, then A is in the root of 

the proof tree. Formulae in this tree are subformulae and they have precise 

locations (absolute or relative to the root). But if some subformula occurs in the 

proof tree more times, then its every occurrence need to receive a distinct location. 

If locus of A is σ and B is a subformula of A with bias i then locus of B is σ*<i>. 

Let σ be a locus. Then σ*τ, where symbol ‘*’ denotes concatenation, is a sublocus 

of σ. Sublocus σ*τ is called 

• strict if τ is non-empty sequence, τ ≠ <>; 

• immediate if τ consists of just one bias, τ = <i>. 

We can say that a locus σ is in ordering relation ‘≤’ with all its sublocuses, i.e.      

σ ≤ σ*<i>. 

Because in sequent calculus we proceed in a proof from its conclusion (root of 

proof tree), a locus occurs before its subloci w. r. t. time relation. Two loci can be 

comparable and incomparable (disjunct) w.r.t. relation ‘≤’. When two loci are 

• incomparable, their relation is spatial, i. e. they are completely 

independent; 

• comparable, their relation is timeable. 

Ramification is needed for multiplicative rules where are two subformulae 

(assumptions) at the same time. We assume one-sided sequents of the form ‌– Γ  if 

all formulae in Γ are positive. If a sequent ‌– A,B,C consists of two positive 

formulae B,C and a negative formula A, then we replace this one-side sequent by 

two-side one 

A⊥ ‌–  B,C (6) 

that consists only of positive formulae. Focalisation enables restriction to sequents 

with at most one formula on the left side. 
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Every formula in a sequent has a locus, i. e. a finite sequence of biases. If we 

forget everything in a sequent except loci of formulae, we get an expression called 

pitchfork: 

{ ξ } ‌–  Λ (7) 

where { ξ } is singleton containing one locus { ξ } that can be empty set and Λ is a 

finite set of loci. A locus on the left side is incomparable with every locus in Λ. A 

pitchfork { ξ } ‌–  Λ consists of a handle ξ and the tines (loci) in Λ. A pitchfork is 

positive if it has no handle and negative if it has a handle. A pitchfork is atomic if 

it has a form ξ ‌–  , or ‌–  ξ. 

These definitions enable to introduce space and time into LL. In the following 

example we show how it can be done for a LL formula. 

Example: Let A=((P⊥  ⊕  Q⊥) ⊗ R⊥) be a LL formula with P, Q, R positive 

formulae. We can construct the following three proofs of A. Proofs 1 and 2 differs 

only in using left- or right- rules for introducing AD, in the 3 proof we firstly 

rewrite A using De Morgan rules and then we build its proof. 

 

 

3. Using De Morgan rules we can write 

A=(( P⊥  ⊕  Q⊥) ⊗ R⊥) = (( P ⊕  Q) ⊥ ⊗ R⊥) = (( P ⊕  Q) ℘ R) ⊥ . 

Then the proof tree is: 
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The left-side sign ‘(-)’ in proofs 1 and 2 denotes the place where polarity changes 

from positive to negative. In the proof 3 the left-side sign ‘(+)’ denotes the place 

where polarity changes from negative to positive. We can form clusters of the 

rules with same polarity for these proof trees and perform them as the following 

(single) rules that express time incrementation in proofs: 

 

Now we forget everything except locations of formulae above. We assume that the 

locus of A is ξ, and biases for P, Q, R are 3, 4, 7, respectively. We note that Γ, Δ, Λ 

are no longer formulae but loci. Then we can rewrite previous rules and we get 

explicit information about space resources needed for proofs. Every sequent in 

these proofs is a pitchfork: 

฀ 

From this example we can see that we can represent any LL cut-free proof as 

pitchfork rules. In all last three rules we explicitly treat with space and time. This 

approach creates the new possibilities in logic programming and enables to see 

logic as a means how to precisely reason about real life problems and solved them 

by computers. 

Conclusions 

In our paper we tried to present foundations of the new approach of logic and 

logic programming. LL enables to handle resources in explicit way, what is the 

main disadvantage of classical logic used in logical programming. This idea is 

very recent and it enables to see logic, namely LL, as a logic for reasoning close to 

real life. In problem solving we are thinking in notions of space and time and there 

are the most important notions also in programming computers. These concepts 

form new criteria also for programming languages based on logic and we beliefe 

that this approach will create a new age of logical reasoning and logic 

programming. 
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