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Abstract. In machine learning tasks an actual ‘ground truth’ may not
be available. Then, machines often have to rely on human labelling of
data. This becomes challenging the more subjective the learning task is,
as human agreement can be low. To cope with the resulting high uncer-
tainty, one could train individual models reflecting a single human’s opin-
ion. However, this is not viable, if one aims at mirroring the general opin-
ion of a hypothetical ‘completely average person’ – the ‘average Jane’.
Here, I summarise approaches to optimally learn efficiently in such a case.
First, different strategies of reaching a single learning target from several
labellers will be discussed. This includes varying labeller trustability and
the case of time-continuous labels with potential dynamics. As human
labelling is a labour-intensive endeavour, active and cooperative learn-
ing strategies can help reduce the number of labels needed. Next, sample
informativeness can be exploited in teacher-based algorithms to addition-
ally weigh data by certainty. In addition, multi-target learning of different
labeller tracks in parallel and/or of the uncertainty can help improve the
model robustness and provide an additional uncertainty measure. Cross-
modal strategies to reduce uncertainty offer another view. From these
and further recent strategies, I distil a number of future avenues to han-
dle subjective uncertainty in machine learning. These comprise bigger,
yet weakly labelled data processing basing amongst other on reinforce-
ment learning, lifelong learning, and self-learning. Illustrative examples
stem from the fields of Affective Computing and Digital Health – both
notoriously marked by subjectivity uncertainty.

Keywords: Machine learning · Uncertainty · Subjectivity · Active
learning · Cooperative learning

1 Subjectivity and AI

In many machine learning applications of interest, the ground truth reflects
some inherently human-centric capacity, like affect [1], or corresponds to an
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expert assessment, as in the case of health informatics [2]. In such cases, ground
truth cannot be collected automatically via crawling or sensors, and a human
annotation step must be injected in the machine learning pipeline.

Considering, for example, the differing reports made by experienced health-
care professionals when assessing a medical image [3], it is not hard to imagine
that certain annotation tasks can exhibit great subjectivity. Given a photo of a
man wearing a slight frown, is he sad, angry, or is this maybe his natural expres-
sion? What about a photo of a woman [4]? Is the gender of the person making
the assessment [5] relevant? What about their age or cultural background [6]?
In the online social media setting, is the mention of curse words (or even slurs)
in a tweet considered offensive if it is used between friends [7]? Or, in the age of
alternative facts, how can one be certain that an online post does not contain
fake news [8]? Perhaps the task under consideration is inherently ambiguous,
as in asking whether a scene depicted in a photo is warm or cold [9], or simply
difficult even for experts, as in the identification of volcanoes on a photo
of a 75 · 75 km2 surface patch of Venus [10]. Such ambiguities become exacer-
bated when the level of expertise and trustworthiness of the annotators enter
consideration [11].

In subjective perception studies like those in the above non-comprehensive
list, we observe that if we were to ask multiple humans to annotate a single sam-
ple, we would often receive disagreeing evaluations. In fact, we typically would
require multiple raters in an attempt to eliminate the possible bias of one single
annotator. We are now faced with a different problem however: our ground
truth, instead of providing clear answers, introduces uncertainty, and
disagreement as well; which opinion is correct, if any? Here we present an
overview of approaches utilised to address the issue of ground-truth uncertainty
due to subjectivity, a discussion of current state-of-the-art methods, persistent
challenges, and an outline of promising future directions.

2 The Dimensions of AI for Subjective Data

The presence of multiple human evaluations per sample forms a
constellation of challenges and opportunities, and certain approaches to
address some of the former may fail to exploit the latter. Each approach is delin-
eated by the decisions made to accommodate a series of problem dimensions. We
discuss the principal dimension that allows for a more high-level clustering in
the following subsection.

2.1 Adapting the Labels vs. Adapting the Algorithms

We fundamentally must make a decision on whether we desire to work on the
traditional setting, in which samples assume hard labels after a fusion of the
original, distinct opinions, or we want to introduce the additional modelling
complexity to accommodate the particularities of handling subjective data.
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We treat the two extreme philosophies as treating subjectivity as a prob-
lem (see Sect. 3), or embracing subjectivity and potentially leveraging
the opportunities it offers for better learning (see Sect. 4), respectively.

2.2 The Many Considerations of Working with Subjective Data

There are many permutations in the placement of relevant approaches with
respect to the below dimensions, and in certain cases a middle-way is proposed.
It is important to keep in mind what assumptions are implicitly being
made by the methods summarised in this overview study.

Subjectivity as a Source of Information: Whereas rater disagreement does
indeed inject noise in the ground-truth that requires extra steps to accommo-
date, it is also true that it can be quantified and also be used as an additional
source of information or algorithm feature if quantified [12–14].

Bad Data or Interesting Data? Taking an example from affective comput-
ing, certain speech utterances may be characterised as being prototypical,
i.e., they are clear examples of one emotion, or can be ambiguous, [15,16],
i.e., at the fuzzy border of more than one emotions. If we subscribe to the
first extreme, then we assume that a hard label is the true label of a sam-
ple, regardless of whether we use one, and that disagreeing labels constitute
observation noise due to rater bias, that needs to be removed by means of
denoising. Very often, data that exhibit high rater disagreement are
assumed to be less informative, due to the inability of raters to come to a
consensus. On the other hand, disagreeing labels may actually capture
a separate mode of a true soft label distribution.

Feasibility of Modelling Raters: Further to the above, in certain cases we
have knowledge of the set of labels produced by each (anonymised) rater, and
we can use this information to estimate the trustworthiness of each either by
proxy of inter-rater reliability, or by using an ensemble of models, where each
corresponds to a different rater. Inversely, usually in the case of crowdsourc-
ing, we either do not know which rater provided which label, or we simply
have very little overlap between raters to compare their performances. In such
cases, we can only attempt to model rater types [17,18].

Predicting With Uncertainty: Depending on the application, it may be desir-
able to provide a measure of subjectivity uncertainty (or, inversely, confi-
dence) alongside the prediction of each test sample. Tasks that require risk-
aware AI, may be related to healthcare, self-driving car technology, or sim-
ply cases where catastrophic performance translates to great financial costs.
Being able to predict subjectivity uncertainty may also be the primary task
of interest [3].

Interactive Learning: One approach to reducing the rater disagreement for a
label, is to repeatedly label it, leading to the need for a thorough study of
how the disagreement is treated and utilised in such a process. Furthermore,
even in regular active learning, rater disagreement may be a significant
information modality.
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2.3 Related Problems in AI

We treat the subjectivity issue as being distinct from other cases that imply
more than one label per sample, such as the presence of hierarchical labels, or
applications like acoustic event detection, in which many events are present in one
audio recording (possibly multiple times). The case of multi-label classification
is related to a degree, if we assume that a data sample can have a soft label, i.e.,
a distribution over categorical labels. However, even in the soft label approach,
we focus more on capturing the human subjectivity in labelling each sample.

3 Addressing Subjectivity

The issue we discuss here is truth inference, i.e., the extraction of a single hard
label per sample, by treating the opinions of various raters as noisy observations
of a true value.

3.1 Simple Fusion of Labels

Under the assumption that disagreeing, minority voices in annotation should be
considered as mistakes, or random observation noise, we are naturally interested
in getting a single, hard label per sample by performing a denoising fusion of
the original labels, where each is given the same weight. For categorical labels,
this amounts to majority voting, and for continuous ones to mean, or median
averaging. A major motivation for adopting such an outlook, would be that the
reduction to hard labels allows for the application of established AI literature
on the application of interest.

This approach was used to leverage the utility of crowdsourcing, in order
to cheaply annotate datasets, including many that became milestones in Deep
Learning (DL) research, such as ImageNet [19], MS COCO [20], the MIT Places
database [21], the SUN attribute dataset [9], and is still very popular [7,22].

3.2 Weighted Fusion of Labels

The output quality of annotators can vary widely due to differing levels of exper-
tise [23] or personality characteristics, with some of them ‘spamming’ random
answers [17]. As such, whereas the usage of crowdsourcing allows for fast and
cheap solution to the annotation of large datasets, the observation noise that
may be injected by the process introduces a requirement for increased quality
control. The aim here is to estimate and assign trustworthiness values to each
rater based on their performance with respect to the annotation task and/or
other raters, such that their opinions are weighed differently.

The Evaluator Weighted Estimator (EWE) approach [24] is based on the cal-
culation of rater-specific inter-reliability scores for weighing each rater’s scores.
EWE has successfully been used for improving the quality of affect recognition
[25]. This approach is only meaningful if there is significant overlap among raters
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with respect to samples, such that the aforementioned scores can be calculated
with confidence. This is very often the case in data annotation in the laboratory
setting, but not always; especially in the crowdsourcing case. In that case, the
rater-specific scores cannot be based on inter-rater reliability, and instead can
be calculated based on the performance consistency of each rater on the task,
according to the Weighted Trustability Evaluator (WTE) [26] method.

The Case of Time-Continuous Labels. It is of great use to model affect
in a continuous-valued, and continuous-time manner. When raters provide
sequences of continuous-valued emotion dimensions, there is one more
challenge to consider: rater reaction lag, which is often specific to the person.
In these cases, the weighted fusion must be performed in a manner that accounts
for lag-based discrepancies between raters as well.

In a study performed in [27], the authors proposed to weigh each rater based
on an inter-rater correlation based score, as well as manually experimented with
different lags per segment. In [28], a Canonical Correlation Analysis (CCA) app-
roach is proposed in conjunction with time-warping on the latent space to accom-
modate lag discrepancies. Time warping with additional rank based annotations
that reduce the subjectivity of continuous values was proposed in [29]. This issue
has also been approached via Expectation-Maximisation (EM) [30], by assuming
that the sequences provided by each rater are perturbed versions of a common
ground truth. By assuming knowledge of which sequences were provided by which
raters, reaction lag can be modelled specifically in a rater-specific manner [31].
Outside continuous affect recognition, a Bayesian dynamical model that models
noisy crowdsourced time-series labels of financial data was proposed in [32].

4 Embracing Subjectivity

The main question now becomes whether it is preferable to model for a hypo-
thetical “Average Jane”, or whether we can approach the problem by explicitly
taking into account the presence of very unique voices. This might mean that
we assume that samples are inherently non-prototypical and ambiguous, or that
we want to model individual raters to capture unique groups of thought, or
even that rater disagreement is one more attribute of the data; to be learnt and
predicted.

4.1 Incorporating Subjectivity in the Algorithm

As an intermediate step before fully embracing subjectivity as a source of oppor-
tunities instead of simply viewing it as a challenge to be solved before proceeding
to the modelling stage, we now discuss the case according to which we indeed
extract a single hard label per sample, as well as a measure of rater disagreement
that is to be used as an additional input, target, or algorithm feature to improve
learning.
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Learning with priviledged information, or master-class learning [33]
is a machine learning paradigm according to which each sample has additional
information that facilitates learning during the training phase, but is not required
for making predictions during testing. We consider the rater disagreement to
be such priviledged information. In the study performed in [34], the sample
annotation agreement (prototypicality in context), was used to weigh positively
the loss of the corresponding samples, and in fact, samples that exhibited high
disagreement were discarded. Similarly, less emphasis is placed in samples with
less annotation confidence in the Gaussian Process (GP) based method proposed
in [12].

The above methods assume that low rater agreement implies that the sample
is inherently useless, and will hinder the training process. However, whereas the
high disagreement implies a very subjective sample, deep learning is known to be
robust to massive random observation noise [35], and perhaps simply downweigh-
ing, or removing such samples naively is not the best approach. To this end, a
more appropriate solution might be to learn what high rater disagreement
means in the context of a particular dataset. A multi-task framework
was adopted by [13,36], in which the first task is the prediction of the fused
hard emotion label, and the second is the prediction of the inter-rater disagree-
ment of a sample. By adopting such a framework, the predictive performance
of the first task is improved. Further to the subject of deciding which samples
are more informative in the context of a dataset and task, the authors of [14]
utilised, among others, annotator disagreement as an input to a teacher model
that makes decisions on which samples are more informative towards training a
base predictor.

Assuming that subjectivity is inherent in the application of interest, we might
be interested in being able to predict the inter-rater disagreement of a
test sample. This has been shown as a possibility [37], and has been used in
the context of active learning [38] for emotion recognition. Such an approach
was adopted in [3] in the digital health domain, for the identification of samples
that would most benefit from a medical second opinion.

4.2 Assuming Soft Labels

Instead of fusing the differing labels into a single, hard label, one can calculate
the empirical distribution thereof, define a soft label distribution per sample,
and train a model on that. The soft label encodes the ambiguousness in ground
truth for each sample, and allows for the model to learn label correlations as
well, something that has been cited to be a significant contribution to the good
performance of model distillation techniques [39]. This is an approach that has
been adopted extensively, as in the studies performed in [16,40–42], and as part
of [43]. In certain cases, samples for which a hard label cannot be extracted
with majority voting due to a lack of a consensus are discarded, however the
authors of [16] utilise these ambiguous samples in a soft label framework and
observe a competitive performance using only the ambiguous data, and a clear
improvement if all data are used.
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It is also worth exploring the usefulness of inter-label correlations. The pres-
ence of multiple labels per sample allows for richer information available in the
estimation of their positions in a low-dimensional manifold [44–46].

4.3 Explicitly Modelling a Rater

When we know the correspondence between labels and raters, we are given the
opportunity to model the evaluation process of each particular rater, by utilising
an ensemble of models. One of the motivations behind this approach is that in
the case where one of the raters is an expert and the others are novices or
spammers, the voice of the latter will outweigh that of the former regardless of
whether we are using hard labels or soft.

In the methods proposed in [8,11,43,47–49] the authors estimate the model
parameters, and a measure of rater trustworthiness in a joint manner. In cases
where the number of raters is prohibitively high, there have been attempts to
model schools of thought [18]. Using a separate model for explicitly modelling a
rater has also been utilised for machine translation [50], and emotion recognition
[51]. In the latter study, the model has a common base but multiple heads, each
aimed at modelling a hard label as output by a different rater, and then a fusion
is applied such that a soft label is predicted. A similar approach was used more
recently, in a study about machine vision on biomedical images [52], in which the
authors additionally propose that learning a sample-specific weighted averaging
of raters’ inputs, motivated by the fact that certain raters may be better at
annotating certain types of data.

5 Active Learning Under Subjectivity

In the presence of rater disagreement, one possible avenue to improve the quality
of the data would be to apply repeated labelling, i.e., request additional raters to
label the data points, with the purpose of reducing the impact of each individual
voice. In [41] it was shown that the simple strategy of relabelling all samples
resulted to much better data quality, leading to better test performance; however,
it was shown that by focusing the relabelling process on a small set of samples was
a much better choice in the interest of budget constraints. The above technique
is important to consider in cases where acquiring entirely new examples is more
expensive than simply acquiring additional labels for existing ones.

Another related concept is that of self-healing [41,53]; in [53], repeated
labelling is used to request additional samples to improve the label signal of a
selected subset of the already labelled data. Self-healing is the adaptation of the
labels of the rest according to the newly updated predictions of the classifier.

Even in the case where we need to label new samples through active learning,
the rater agreement is important information to have; in [38], the authors have
trained rater uncertainty models, and utilised the output value on unlabelled
samples as a proxy of data informativeness for selecting samples to be annotated.
Alternatively, in [54], the authors utilised the predictive uncertainty output of
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Support Vector Machines (SVMs) to select both new examples and the number
of raters required to achieve a desired level of agreement.

Most importantly, exploiting subjectivity and rater disagreement is an oppor-
tunity for the improvement of active learning. By using a GP that models each
rater explicitly in [55], and by jointly modelling each rater’s trustworthiness [56]
better representation of uncertainty is achieved for improved active learning.

In certain cases, during the data annotation process, an unsure option was
also provided to the raters for assigning to the most ambiguous examples, some-
thing that lightens their workload, as well. In [57], an active learning framework
can learn on samples with unsure labels, albeit it does not make predictions that
a sample is unsure.

Explicitly utilising explicit rater models that also estimate rater trustwor-
thiness has been used successfully to improve active learning from crowds in
[58].

In order to model complex, high dimensionality data, such as text, audio,
images, and graphs, deep learning has been very successful; Bayesian deep learn-
ing [59] has allowed for the principled estimation of model parameters by defining
a weight prior, as well as incorporating knowledge from the evidence in these
domains. In [60], the authors use Bayesian deep active learning in the context
of multiple annotators on an Amazon Alexa dateset.

6 Learning with Subjectivity as the Norm?

Despite the widespread proof of more sophisticated methods being better than
unweighted label fusion, majority voting in order to extract a hard label is still
being widely applied: for example, in the subjective application of discriminating
between hate speech and simply offensive language on online social media [7]
and even more recent work on the subject [61]. The output of the crowdsourcing
workers in the context of [7] indicate that very often there is a confusion in the
human perception between hate-speech and offensive language, indicative of an
ambiguous task, or at the very least, multiple ambiguous samples.

We believe that there is great value in adopting subjectivity-aware
AI methods as the norm, and discuss several possible frontiers, as well as
related fields with which we believe a collusion would be profitable.

6.1 Subjectivity-Aware AI Pipeline

In order to fully embrace subjectivity in the AI pipeline, there is great value in
adapting each stage such that it can accommodate it. Given our knowledge that
rater performance can be variable [17] and task- and data- specific [62], expecting
them to provide hard labels for samples they are unsure about, inevitably leads
to lower data quality. The unsure option [57,63] for raters has been shown to be
one possible addition to the annotation process that may provide the downstream
stages with valuable ambiguity ground-truth.



50                       

Furthermore, by considering financial budgeting behind crowdsourcing, it
might be possible to use a mixture of experts and novices. One more way to
generate ground-truth ambiguity information is by using improved interactive
learning techniques that allow for experts to evaluate a limited amount novice
labels [64–66].

Recently, computational ways of modelling a rater’s attention during the
annotation process, for counteracting the rater drift problem have been applied
to model annotation quality [62].

6.2 Uncertainty-Aware Deep Learning

There has been recent interest in quantifying predictive uncertainty using deep
learning [59,67], not necessarily in the multiple annotator case. The authors
of [59] propose a method that decomposes uncertainty of a test sample into
two different factors, i.e., epistemic uncertainty that is due to lack of observed
data at that area in data space, and aleatory uncertainty, that is representa-
tive of observation noise in labelling. They show how explicitly modelling for
such uncertainty factors improves learning in both classification and regression
computer vision tasks such as segmentation and depth prediction, and discuss
the explanatory capacities of such an approach. The importance of, and an
approach for deep uncertainty decomposition with explainability tangents have
also been discussed in the digital health domain [68].

We believe that such methods can naturally be applied in the
multiple annotator setting, and the decomposition of uncertainty can
provide valuable insight towards understanding the degree to which
a sample is mislabelled by certain raters, or whether it is inher-
ently ambiguous, something that should have profound impact in the repeated
labelling, and active learning from crowds domains. In fact, the authors of an
earlier study in repeated labelling have made initial explorations towards using
different definitions of uncertainty [41]. Keeping more recent developments in
mind [59,68], an interesting question is: what is the relation between annotation
subjectivity uncertainty and predictive aleatory uncertainty?

6.3 The Information Value of Data

It is important to keep in mind the assumptions made by adopting any of the
aforementioned approaches. In certain approaches that use rater disagreement
as priviledged information (see Subsect. 4.1), high disagreement is treated as an
indicator for low sample quality, motivating the discarding of such data.

The relation between uncertainty and data informativeness is a decision that
should be made in a dataset- and task-dependent manner [14,69,70], given
that in certain cases, training is focused on hard samples in order to improve
training [71], in others easy samples are utilised in the beginning of curriculum
learning [72], and finally, in other cases, the middle-way is adopted [38].

The quantification of the information value of data is very impactful
towards active learning [70], should be performed with labelling subjectivity in
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mind [14], and should be performed in a dataset-specific mannner. For example,
a framework for achieving such a joint quantification of sample value during
active learning in an online manner through reinforcement learning has been
proposed in [69].

6.4 Fairness in AI

It is important to develop AI frameworks that do not reinforce or reflect biases
present in data. By modelling individual raters, or schools of thought (see Sub-
sect. 4.3), greater capacity for capturing certain dimensions of bias is provided.
We believe that a more thorough exploration of bias-aware methods [73] on sub-
jective tasks is an avenue that will be explored to a great degree in the future.

7 Conclusions

Even though subjectivity is a well-known quality in certain applications and data
and many approaches have been developed to address it, we feel that a paradigm
shift towards treating it like an opportunity for improved modelling should be
undertaken. We have summarised various groups of work that accommodate for
the presence of multiple raters, based on their underlying philosophies, and have
built upon them to incite discussion towards possible future opportunities.
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