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Abstract
The rapid emergence of COVID-19 has become a major pub-

lic health threat around the world. Although early detection is
crucial to reduce its spread, the existing diagnostic methods are
still insufficient in bringing the pandemic under control. Thus,
more sophisticated systems, able to easily identify the infection
from a larger variety of symptoms, such as cough, are urgently
needed. Deep learning models can indeed convey numerous
signal features relevant to fight against the disease; yet, the per-
formance of state-of-the-art approaches is still severely restricted
by the feature information loss typically due to the high number
of layers. To mitigate this phenomenon, identifying the most
relevant feature areas by drawing into attention mechanisms be-
comes essential. In this paper, we introduce Spatial Attentive
ConvLSTM-RNN (SACRNN), a novel algorithm that is using
Convolutional Long-Short Term Memory Recurrent Neural Net-
works with embedded attention that has the ability to identify the
most valuable features. The promising results achieved by the
fusion between the proposed model and a conventional Atten-
tive Convolutional Recurrent Neural Network, on the automatic
recognition of COVID-19 coughing (73.2% of Unweighted Av-
erage Recall) show the great potential of the presented approach
in developing efficient solutions to defeat the pandemic.
Index Terms: SARS-CoV-2 detection, Computer Audition, Spa-
tial Attention, CNN, RNN, LSTM, Spectrogram, ACRNN.

1. Introduction
Since 2019, human beings are threatened by the COVID-19 pan-
demic, declared by the World Health Organization as a global
public health crisis [1] [2]. The dramatic death rate, devastated
economy, and individuals’ freedom restrictions derived by the
ongoing pandemic, continue to have an extreme negative impact
on human life [3] [4]. To overcome this critical situation, one of
the main difficulties that need to be addressed is the still insuf-
ficient detection of the disease, something essential to control
its spread. To this end, developing mechanisms that identify in-
fected individuals at an early stage is crucial [5] [6]. In order to
cope with this medical challenge, the astonishing achievements
of deep learning (DL) algorithms has expeditiously turned them
into powerful tools for medical diagnosis [7], showing to be very
promising in the COVID-19 detection, too [8].

State-of-the-art research aimed to identify COVID-19
through DL methods is typically based on convolutional neural
networks (CNN), especially when considering medical images,
such as chest X-ray, as input data [9]. Nevertheless, the perfor-
mance of CNN is typically restricted by the feature information

loss characteristic of very deep architectures. In this regard, re-
current neural networks (RNN), such as long-short term memory
(LSTM) RNN—particularly suited for classifying continuous
data due to their capability to remember characteristics of the sig-
nal displayed earlier—have been presented in order to alleviate
the degradation problem [10]. Yet, to mitigate the information
loss, identifying the most relevant feature areas by drawing into
attention mechanisms is also essential, something especially pro-
moted by the breakthrough of Transformers in natural language
processing (NLP), whose attention mechanism enables to effi-
ciently identify the most relevant feature area of the network.
Indeed, this advance has already shown successful results for
NLP-based COVID-19 applications [11].

Since early detection is still an open challenge in the fight
against the pandemic, efficient methods able to easily detect the
infection from a broader variety of symptoms are particularly
necessary. In this regards, the development of coughing-based
systems for automatic COVID-19 recognition are especially use-
ful in supporting the ongoing DL-based diagnosic tools [8]. To
this end, we propose Spatial Attentive ConvLSTM-RNN (in
short, SACRNN), a novel deep learning architecture based on
convolution recurrent neural networks with embedded attention
for the automatic detection of COVID-19 coughing [12]. Our
approach employs a CNN to extract the most relevant charac-
teristics of the FFT-based Mel-spectrogram representation of
the audio signal. Subsequently, after passing a series of LSTM
layers, the feature maps are connected to an Attention structure
and to a GlobalAveragePooling Layer. Finally, the model is
enhanced by fusing it to a conventional Attentive Convolutional
Recurrent Neural Network (ACRNN) [13].

2. Related Work
The acoustic features typically used for speech classification are
mainly divided into two categories: 1) the ‘traditional’ features,
which include frame-based Low Level Descriptors (LLDs) and
utterance-based High-level Statistical Functionals (HSFs) [14]
[15] [16]; 2) the spectrogram-based features [17] [18]. In the
past, the traditional features, typically extracted with toolkits
such as openSMILE [19], were feed into machine learning al-
gorithms, e. g., Support Vector Machine (SVM), XGBoost, or
Random Forests [20] [21] [22]. Nowadays, with the advent of
DL, researchers began to successfully feed DL models with raw
audio representations [23], such as spectrograms [24].

Inspired and benefiting from the achievements reached in
Computer Vision and NLP, most of the speech classification re-
search presented in the recent years is based on DL models,
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Figure 1: After the 3-channel log-Mel-spectrogram are input to the CNN, the model consists of two parts: the ACRNN (above) and the
SACRNN (below), which jointly employ a set of convolutional layers with ResNet. While SACRNN uses the Spatial AttentiveConvLSTM
structure, ACRNN uses LSTM and temporal attention. The two models’ features each go through a softmax layer and are fused additively.

e. g., through the use of CNN, LSTM, and Attention mech-
anisms [25]. For instance, great success has been achieved
by feeding DL models with Mel-spectrograms of the audio
signals [26]. In the realm of paralinguistics research, a vari-
ety of DL-based approaches have been developed for speech
classification [27] [28] [29]. In particular, the novel algorithm
Atention-based Convolutional RNN (ACRNN), able to learn dis-
criminative features for Speech Emotion Recognition, has been
recently presented [13]. Outstanding performance in distinguish-
ing emotional distribution has also been achieved by the use of
frame-level features with attention-based LSTM networks [30].

Although the spectrogram feature maps from audio sig-
nals (analogous to the channel in images) present certain time-
frequency domain characteristics, from which attentive feature
information can be extracted, this has not yet been taken into
consideration by any of the already presented approaches. Con-
sidering this, and inspired by the outstanding results achieved in
computer vision by the use of specific Attentive Convolutional
LSTM architectures [31], we add an attentive LSTM structure
to the output of a CNN in order to specifically extract more
centralised temporal-frequency feature maps. By extracting the
features of the LSTM-Attention layer in the time dimension of
the spectrograms, these can be connected with an AttentiveCon-
vLSTM layer, so that the model has the ability to locate and
re-extract the most relevant features of the audio signal.

3. Model Architecture
To build the proposed architecture (SACRNN), we first apply
Voice Activity Detection (VAD) on the audio signal to cut out the
silent frames at the beginning and the end of the recordings. Sub-
sequently, we generate three type of Mel-spectrograms: static,
deltas, and delta-deltas; which will be used as input of the DL
model. The proposed model incorporates a CNN structure on
top of a RNN aimed to enhance the effect of the attention mech-
anism. In specific, the spatial block framework, followed by a
global-average-pooling layer and a softmax layer, is fused with
a conventional ACRNN framework. Note that the two branch
models share the same convolutional layer, as shown in Figure 1.

3.1. Mel-Spectrogram Generation

In order to focus on the coughing signal while disregarding
static frames, VAD is applied through the Python data package
webrtcvad. Following [32], who showed that 2-dimensional

convolutions are more efficient than the 1-dimensional ones
in small datasets, 2-dimensional Mel-spectrograms are gener-
ated through Fast Fourier Transform (FFT) from the audio sig-
nal. In order to better capture the dynamic information of the
signal, deltas and delta-deltas are also extracted from the Mel-
spectrograms. The samples are set to a sample rate of 16 kHz and
the Mel-spectrograms are generated considering 40 filterbanks
and a Hamming window of 25ms with a shift of 10ms. The
energy spectrum is computed by passing the Short-Time Fourier
Transform (STFT) of the raw signal through the Mel-filterbanks,
by this obtaining the Mel-spectrogram M . Subsequently, the
logarithm of the generated Mel-spectrogram is performed, as
shown in Equation (1).

M (i) =

f(i+1)∑
k=f(i−1)

log (Hi (k)) ∗ |X (k)|2 , (1)

where |X (k)|2 represents the energy spectrum, Hi (k) indi-
cates the Mel-filterbanks, k is the output of the FFTs, and i is the
number of filterbanks. Subsequently, from the 1 channel static
Log-Mel Spectrogram, deltas and double-deltas are calculated
as shown in Equation (2) and Equation (3) respectively. Thus,
leading to the 3-channel Spectrogram structure.

M (i)d =

∑N
n=1 n

(
M (i)t+n −M (i)t−n

)
2
∑N

n=1 n
2

(2)

M (i)dd =

∑N
n=1 n

(
M (i)dt+n −M (i)dt−n

)
2
∑N

n=1 n
2

, (3)

where t is the number of frames, d indicate the number of
delta, n represents the number of differences between the current
frame and the previous-next frames, and N is set to 2 under
normal situation. Hence, the output dimension of the 3-channel
spectrogram, which represents the values of static, deltas, and
delta-deltas, respectively (input for the CNN), is M ∈ Rt,f ,c,
where t indicates the time, f is the number of filters, and c is the
number of channels.

3.2. Model

From the image domain perspective, adding Attention layers
has as a goal to focus on specific image target areas. When
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Table 1: Parameters of the used SACRNN model

Parameters OutputDim Kernel Size

Conv. Block T * N *32 3*3
MaxP. Layer T/2 * N/2 *32 2*2
Convo Block T/2 * N/2 *64 3*3
MaxP. Layer T/2 * N/4 *64 1*2
Reshape T S * T/2 * N/4 *128 -
• AttConvLSTM T/2 * N/4 *128 3*3
Global.Avg 128 -
Dense (Dropout) (rate = 0.2)64 -
Softmax K -

transferring this idea to the audio domain, finding the target area
requires more effort. To do so, beyond adding the time dimension
to the 2-dimensional feature space, we also add an LSTM layer
to the output of the CNN layer, by this enhancing the attention
effect in achieving the target area. Therefore, we analyse the Mel-
spectrogram from two perspectives: the strengthening feature
maps and the temporal domain information, corresponding to
SACRNN and ACRNN, respectively.

3.2.1. CNN Model

The 3-channel 2-dimensional Mel-Spectrograms (cf. Section 3.1)
were used as input for a CNN with 2 convolutional blocks. Each
block contains two identical convolutional layers which include
the same kernels and sizes (cf. Table 1). First, we connect
a maxpooling layer with a pooling size of 2*2 after the first
convolutional block. Different from the second maxpooling
layer, the size is equals 1*2. In order to preserve the original
features to the maximum, similar to the ResNet structure, we
make a skip connection between the output of the first and second
layers of convolution.

3.2.2. SACRNN model

The outputs from the CNN are sent to the SACRNN and the
ACRNN model. Inspired by [31], we add a time axis to the
output dimension of the convolutional layer which constitutes
a 3-dimensional input tensor. Thus, the traditional LSTM is
extended to a spatial model. By this, we exploit the excellent
performance of LSTM in processing continuous feature maps
attractively while enhancing at the same time the performance of
the attention mechanism, which enables to capture more effective
features in the channel dimension. Note that we use the 2-
dimensional spectrogram as input to the AttentiveConvLSTM
layer. In Table 2, the model parameters are shown, where K is
2, since we are dealing with a binary classification problem i. e.,
either Positive or Negative (COVID-19) sample.

By replacing the dot product operation of the LSTM with
the convolution in the calculation, we can make use of the LSTM
layer to better retain the characteristics. First, we combine the
CNN output with the time axis (iteration axis) by adding the
hidden state Ht−1 to the Tanh activation function, which is
performed by a convolutional layer with a kernel of 1 named
Ra, as shown in Equation (4).

Zt = Ra ∗ tanh(Wa ∗X + ∗Ht−1 + ba), (4)

where, Wa and Ua represent the convolutional kernel of X
and Ht−1 respectively. Subsequently, the attention mechanism
is carried out by applying Softmax (in the spatial dimension) to
the 2-dimensional tensor, as shown in Equation (5).

Sigmoid Tanh Softmax

AtX

Ht−1

Xnew
t

Gt

Ct−1

ItFt

Ct

Ot

Ht

Attentive Block

Zt

ConvLSTM

Figure 2: Structure of the Spatial AttentiveConvLSTM network.
X is the input into the network based on 2-dimensional maps.

Aij
t = p (X,Ht−1) =

exp
(
Rij

t

)∑∑i
j exp

(
Rij

t

) , (5)

where Aij
t represents the (i, j) position of the element in

the tensor. Thus, in order to obtain the new input Xnew, the
attention map is exploited to update the input X with an element-
wise product between feature maps and the attention map in each
channel as shown in Equation (6).

Xnew
t = At �X. (6)

After applying the attention mechanism, the new input goes
to the LSTM layer by updating each parameter as shown in
Equation (6) - (12).

It = σ (Wi ∗Xnew
t + Ui ∗Ht−1 + bi) (7)

Ft = σ (Wf ∗Xnew
t + Uf ∗Ht−1 + bf ) (8)

Ot = σ (Wo ∗Xnew
t + Uo ∗Ht−1 + bo) (9)

Gt = tanh (Wc ∗Xnew
t + Uc ∗Ht−1 + bc) (10)

Ct = Ft � Ct−1 + It �Gt (11)

Ht = Ot � tanh (Ct) , (12)

where It, Ft, Ot are the three gates respectively, Gt be-
longs to link memory, Ct−1 and Ct are both memory cells,
Ht−1, and Ht are both hidden states. All of the above are 3D
tensors with 256 channels in the spatial LSTM, while W and U
are both 2-dimensional convolution kernels. Note that all bias
can be learnable. The whole structure is shown as Figure 2.
Finally, the output of the attentiveConvLSTM layer goes into a
globalAverage2D layer and a softmax layer.

3.2.3. ACRNN Model

Since finding the area of attention in audio data is a continuous
process, it is necessary to connect an LSTM layer in order to
retain the continuous features. Subsequently, an attention Layer
should also be connected to extract more effective features in
the time dimension, as shown in the ACRNN framework. In
Table 2, the parameters of the ACRNN are given. Note that the
Conv.Blocks from Table 2 have already included maxpooling
operation. As for the ACRNN, the input of the model is again
the output of the convolutional layer. As another branch of the
output of the convolutional layer, we reshape it into a shape of
[batch size, time step, features], where features are the multi-
plication between n mel and channel, and the ‘time’ dimension
is retained as the ‘timestep’ parameter. In order to reduce the di-
mensionality, following [33], a linear layer with 256 output units
is added between the convolutional layer and the LSTM layer
containing 128 cells for temporal summarisation. In addition
to this, in order to obtain the high-level features representation,
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Table 2: Parameters of the ACRNN model

Parameters OutputDim Kernel Size

Conv. Block T/2 * N/4 *64 3*3
Reshape T/2 * [N/4 *128] -
Dense T/2 * 256 256
LSTM T/2 * 128 128
Attention T/2 * 128 128
Dense (Dropout) (rate = 0.2)64 -
Softmax K -

after employing the LSTM Layer, another round of attention
mechanism is performed for the time step. This is preferred,
instead of simply performing a global average pooling over time,
in order to score the importance of a series of high-level repre-
sentations. Finally, the output from the above structures is sent
to a 64-unit fully connected layer, by this gaining a high-level
representation.

4. Experiment
4.1. Dataset Description

For our experiments, a subset of the Cambridge COVID-19
Sound database [34], as used in the COVID-19 Cough Sub-
Challenge (CCS) from the INTERSPEECH 2021 Computational
Paralinguistics ChallengE (ComParE) [12], is considered. The
data, collected in a crowdsourcing manner through the COVID-
19 Sounds App, has a length of 1.63 hours and encompasses
a total of 929 samples produced by 397 participants (each pro-
ducing at least 3 samples). To collect the data, participants with
both, positive and negative COVID-19 tests, were requested to
provide forced coughs.

4.2. Experimental Setup

For the experiments, the partitioning proposed in the COVID-
19 CCS is followed as given in the Challenge for experiments,
where the sets are 286 samples for training, 231 for validation,
and 208 for testing. As evaluation metrics, since the distribution
between the two classes in the test set is imbalanced, both the
accuracy, i. e., the Weighted Average Recall, as well as the Un-
weighted Average Recall (UAR) are considered. In addition, as
common practice in the medical-related research, the results on
the test set will also be reported in terms of specificity, sensitivity,
and confidence intervals. Due to the small size of the dataset, in
order to optimise parallel acceleration, after extracting the spec-
trograms, the coughing samples were split into sub-segments
of 300 frames. For sub-segments shorter than 300 frames and
longer than 100, zero padding was applied at the end. Note that
the segmentation was performed on all the sets and the training
set was fixed for both validation and test phases.

The model is trained with the sub-segments, which in the
testing phase are considered to assess whether the prediction
coincides with the one of the real label. Then, the proportion
of sub-segments successfully predicted (Voting Rule) is com-
puted [13]. If the proportion is greater than 0.5 w. r. t. the whole
sample, the prediction is considered as the real label, otherwise it
is regarded as a failed prediction. Before training, the coughing
data of all sets is normalised by the overall average and variance
of the training set. For comparability, along to the outcomes
achieved by the proposed architecture, results for the end-to-end
learning End2You approach [12], as well as the results from the
SACRNN and the ACRNN individually, i. e., without fusion, are

Table 3: Overall results for the four evaluated methods. Accu-
racy (Acc.), Unweighted Average Recall (UAR), Sensitivity (SE),
Specificity (SP), and Confidence Intervals (CI), are given ( %).
CIs are measured based on the UAR.

Methods Acc. UAR SE SP CI

End2You – 64.70 – – –
SACRNN 83.65 58.40 17.95 98.82 12.38
ACRNN 83.17 70.91 51.28 90.53 16.22
Fusion 83.65 73.20 56.41 89.94 15.01

also given. To carry out the experiments, the overall architecture
was implemented with Keras [35], using the Adam optimiser
with Nestotov momentum [36]. Concerning the number of lay-
ers, different depth levels were considered to find the optimal
configuration.

5. Results and Discussion
In Table 3, our results show that the UAR and sensitivity are
lower for SACRNN: 58.4 % and 17.95 % respectively, which
indicates that the SACRNN alone is not sufficiently sensitive to
recognise positive coughing. However, it can be seen from speci-
ficity that the SACRNN is close to 100 % in the classification
of negative coughing, which indicates that our proposed model
is valuable for the negative data. We interpret that this is due to
the fact that the SACRNN shows excessive strengths concerning
the features based on the spatial spectrogram while it ignores
the inherent time-domain information, which results in lower
recognition for positive coughing. Indeed, an improvement is
shown when employing the ACRNN alone (70.91 % and 51.28 %
for UAR and sensitivity), which confirms the importance of the
continuous temporal characteristics. In this case, as expected,
the recognition rate of negative coughing drops, as shown by the
lower specificity (90.53 %), hence the fusion model taking ad-
vantage from both, the SACRNN and the ACRNN, presents the
best performance, exceeding the baseline deep learning model
(End2You) algorithm by 8.5 % UAR (cf. 73.2 % vs 64.7 % for
Fusion vs End2You in Table 3). The results for sensitivity and
specificity in the fusion model (56.41 % and 89.94 %, respec-
tively) show the robustness and generalisation ability of the
proposed approach, which is particularly efficient even with
noisy samples – as those typically collected in-the-wild.

6. Conclusion
In this paper, we proposed a novel approach based on spatial
attentive convolutional recurrent neural networks (SACRNN)
based on three-channel spectrogram-based features fused with
ACRNN structure. The promising results of our approach for
COVID-19 coughing detection, acquiring 73.2 % UAR and con-
siderably outperforming the baseline results, shows that it can
be successfully applied to detect infected users, by this support-
ing medical diagnosis at early stage of the disease, something
urgently needed in the current global crisis. In addition, the
fusion algorithm, which connect our proposed model and the
conventional ACRNN, constitutes a novel idea with potential
applications in speech classification tasks in general. In the
future, one needs to investigate strategies to minimise the influ-
ence of the imbalanced sample size in the models’ performance,
which has particularly affected the presented study. Besides,
a larger amount of data should be explored for improving the
generalisability and robustness of the proposed method.
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