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A Simplified Thermal Approximation Method to include the effects of 

Marangoni Convection in the melt pools of processes that involve moving 

point heat sources 

 

Abstract 

Processes that use moving point heat sources to temporarily create localised melt pools (metal 

additive manufacture and fusion welding) have a flow phenomenon due to the surface tension 

gradient. Surface tension of the liquid metal reduces with temperature and this, coupled with 

the high temperature gradients associated with point heat sources, creates Marangoni 

convection in the melt. The Marangoni convection tends to reduce the temperature and 

change the melt pool geometry (increases width but reduces depth). Computational Fluid 

Dynamics (CFD) models can simulate the phenomenon of Marangoni convection but are 

computationally intensive. A simpler thermal model involving heat conduction and latent 

heat, but with the liquid’s thermal conductivity artificially increased by a constant factor, 

exhibits similar thermal effects to the Marangoni convection. The heat conduction models are 

computationally less intensive that CFD, but the trial-and-error exercise needed to obtain an 

appropriate multiplying factor is time consuming. With an aim to improve the process of 

factor selection, the present study investigates the correlation between the surface tension 

gradient and correction factors. For a Ti-6Al-4V under typical additive manufacturing 

parameters, the corresponding correction factor to be applied to liquid thermal conductivity 

was 1.76.  
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1. Introduction 

Moving point heat sources used for solidification processing applications play an 

important role in metal Additive Manufacturing (AM) and fusion welding applications. The 

layer-on-layer deposition geometry in additively manufactured components and the bonding 

strength of joints in fusion welding applications are dependent on the formation and 

subsequent cooling of the melt pool by the action of the moving heat source. The melt pool 

formation and its flow dynamics represent some of the most critical phenomenon in fusion-

based manufacturing processes [1]. The internal fluid flow behaviour of the melt pool is 

governed by several aspects such as the process parameters, material properties, fluid flow, 

buoyancy, etc. [2-4]. A key challenge in the study of melt pool dynamics is the accurate 

prediction of melt pool evolution and the estimation of melt pool shape and size [5]. To this 

end, computational modelling and simulation of melt pools has played a vital role [6-7]. To 

investigate the melt pool formation phenomenon with Computational Fluid Dynamics (CFD) 

modelling, researchers have developed non-commercial codes [8] and have used commercial 

software such as Fluent [9], OpenFOAM [10], COMSOL Multiphysics [11] and Flow-3D 

[12], among many others. However, the computational time associated with simulating via 

CFD methods can be too long and cumbersome. As a route to preliminary results within a 

shorter time frame, a heat conduction model may be used where the effects of fluid flow are 

neglected. Many researchers have proposed simpler heat conduction models using bespoke 

codes with, for example, Ansys Parametric Design Language (APDL) codes [13], ABAQUS 

[14], FORTRAN [15], COMSOL Multiphysics [16], etc.,  

Marangoni convection is a phenomenon that occurs in metal melt pools when the surface 

tension of the liquid metal reduces with temperature and large temperature gradients exist 

within the melt pool. The surface tension increases radially outwards along the surface of the 

fluid as the temperature decreases. This increase in surface tension outwards from the centre 
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of the heat source can cause fluid flow circulation called Marangoni convection. The 

Marangoni convection influences the temperature profile (by lowering the peak temperature 

and temperature gradients in the melt pool) and the melt pool geometry (by widening and 

reducing the depth of the melt pool). A heat conduction model will neglect the effects of 

Marangoni convection, but it is proposed [17] that the effects of Marangoni convection can 

be approximated in a heat conduction model by increasing the conductivity in the liquid 

region by some multiplying factor, Cm.     

1.1. Literature review 

An important phenomenon that governs the temperature distribution and dimensions of a 

travelling melt pool is the thermo-capillary flow phenomenon due to the surface tension 

gradients on the liquid surface called the Marangoni effect. Using commercial software, the 

Marangoni phenomenon has been simulated in two different ways: 1) in CFD modelling by 

defining the surface tension gradient to incorporate Marangoni convection and 2) in heat 

conduction model by modifying the value of thermal conductivity of the liquid phase with a 

correction factor.  

Xiao and Zhang [18] developed a numerical CFD simulation to identify the effect of 

buoyancy and Marangoni on the shape of the melt pool. They provided simulation results for 

Selective Laser Melting (SLM) processes using finite volume methodology that predicted the 

internal flow of the melt pool. Khairallah et al. [19] investigated the effect of recoil pressure 

and Marangoni convection on the melt flow in the molten pool formed during SLM of 316L 

stainless steel using CFD. Here, they validated the simulation by investigating the effect of 

recoil pressure and Marangoni convection on the pore defects generated due to melt flow. By 

considering the complex phenomenon of the melt pool flow in the SLM AM process, Xia at 

al. [20] used CFD simulation using fluent software to investigate the porosity evolution and 

its distribution due to the thermodynamics of the melt pool. Heeling et al. [21] proposed a 
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CFD model incorporating the physical effects of buoyancy, Marangoni, evaporation, recoil 

pressure and capillary effects. Many other researchers have proposed studies on the 

development of CFD models that primarily focus on the effect of Marangoni on the simulated 

temperature distribution and melt pool dimensions [22-24]. Jamshidinia et al. [23] used a 3D 

thermo-fluid Marangoni-driven flow model to investigate and optimize the process 

parameters of an Electron Beam Melting (EBM) process. Consequently, Kidess et al. [24] 

developed a direct numerical simulation to identify the effect of Marangoni driven turbulence 

on the melt pool shape formed during the laser welding process.  

Simultaneously along with CFD modelling, researchers are also proposing the simple yet 

useful heat conduction models for AM and fusion welding processes. Therefore, to 

incorporate the effect of Marangoni in the heat conduction model, the value of the thermal 

conductivity above liquidus temperature has been modified by multiplying with some value 

of correction factor, Cm [17, 25-29]. Lampa et al. [17] first suggested this method while 

developing an analytical model for laser welding process. Here they increased the value of 

thermal conductivity by a Cm value of 2.5. Using this method, they simulated the melt pool 

width and depth and found it to be in close agreement with experimental results. This value 

of correction factor has been found to be appropriate for the studies reported by Kumar et al. 

[26] and Nikam and Jain [27] in developing a finite element simulation for the laser-based 

rapid manufacturing and micro-plasma transferred arc additive manufacturing process, 

respectively. In the study reported by De and DebRoy [28] for developing a simulation for 

laser spot welding process. They identified that the selected value to modify the thermal 

conductivity in liquid phase was approximately equal to eight (Cm = 8). While Romano et al. 

[29], studying a laser-based additive manufacturing process, used a Cm factor of 

approximately 15.  
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From the literature, it can be concluded that the CFD models have the capability to 

simulate the Marangoni effect in the melt pool but are computationally expensive and time 

consuming. While on other hand, the heat conduction model can accurately simulate the melt 

pool evolution with a factor Cm applied to mimic the Marangoni effect on the melt pool. But 

due the uncertainty in selecting the correction factor (as evidenced by the wide range of 

values proposed in literature), there remains a key question about the appropriate values of 

Cm – it requires a significant trial-and-error process to define acceptable values. Therefore, to 

bridge this gap, the current study is focused on developing a method to correlate the 

correction factor and the surface tension gradients that cause the Marangoni phenomenon 

within the melt pool of a moving heat source. 

This study is been carried out by undertaking verification steps [30] for grid evaluation 

and then making code-to-code comparisons. Here, the individual simulation applications for 

the moving heat source were developed in ANSYS Fluent CFD software and using a heat 

conduction model prepared in Ansys Parametric Design Language (APDL). Mesh 

independent results of thermal analysis and melt pool dimensions were obtained for each 

code. Using the value of peak temperatures as a guide the correlation between surface tension 

and correction factor is proposed. This correlation will be useful to those modellers wishing 

to develop realistic results using a reduced-physics heat conduction model for simulating 

moving heat sources. 

1.2. Aim and objectives 

The aim of the present work is to investigate the hypothesis (commonly used in simulation of 

melt pool formation under a moving point heat source) that a correction factor used to modify 

the liquid thermal conductivity in a heat-conduction model replicates the effects of 

Marangoni convection within the melt pool. Furthermore, the work will investigate whether it 

is possible to correlate different levels of correction factor in a conduction model to different 
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levels of surface tension gradient within a CFD model that includes Marangoni convection. 

Objectives of the present study are as follows: 

(1) To develop two independent thermal models of melt pool formation under a moving 

point heat source on a metal alloy substrate: one using a CFD model that includes 

Marangoni convection and the other using heat conduction combined with latent heat 

effects. 

(2) Study the effects of Marangoni convection for different levels of surface tension 

gradient on temperature distribution (thermal profile, peak temperature, etc.) and melt 

pool geometry using the CFD model. 

(3) Investigate the effects of a correction factor applied to a reduced-physics thermal model 

based on conduction and latent heat generation only.  

(4) Investigate if there is a correlation between the surface tension parameter in a CFD 

model and the correction factor for a reduced-physics heat conduction model. 

The manuscript is divided into Methodology, Results, Discussion, and Conclusion 

sections. The Methodology section describes the governing equations, boundary conditions 

and simulation setups used for the CFD and heat conduction models. The Results section 

describes the thermal histories, thermal profile, peak temperatures, and melt pool dimensions 

obtained for each code. The discussion section proposes a correlation between correction 

factor and surface tension gradient. Finally, the conclusion section summarizes the significant 

outcomes of the present study. 

2. Methodology 

2.1. Governing equations 

The governing equations for the CFD model are solved using a Finite Volume Method 

(FVM) in Fluent and for the heat conduction model the equations are solved using the Finite 

Element Method (FEM) using an APDL code. 
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2.1.1. CFD model 

In the present study the flow within the melt pool is assumed to be laminar. The equations 

for mass, momentum and energy governing equations are solved by enabling the energy and 

solidification and melting models. The governing equations are provided. 

Mass or continuity conservation equation is as follow: 

𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌�⃗� ) = 0                                                             (1) 

Where, ρ is the temperature dependent value of density, t is the time, and �⃗�  is the fluid flow 

velocity. 

Momentum conservation equation is as follow: 

𝜕(𝜌�⃗� )

𝜕𝑡
+ ∇ ∙ (𝜌�⃗�  �⃗� ) = −𝛻𝑝 + 𝜌𝑔  +  𝐹                         (2) 

Where, p is the static pressure, 𝜌𝑔  is the gravitational body force and 𝐹  is the external body 

force. 

The Boussinesq approximation is used to calculate the buoyancy force in the melt pool using 

following equation:    

𝑔(𝜌 − 𝜌0) ≈ −𝜌0𝛽(𝑇 − 𝑇0)𝑔                                         (3) 

Where, g is gravitational acceleration; ρ0 is operating or reference density; β is the co-

efficient of volumetric expansion and T0 is operating or reference temperature. 

The energy conservation equation is as follow: 

𝜕(𝜌𝐻)

𝜕𝑡
+ ∇ ∙ (�⃗� 𝜌ℎ) = ∇ ∙ (𝐾∇𝑇)                                  (4) 

Where, T is the temperature, t is the time, ρ and H are the temperature dependent values of 

density and enthalpy of Ti-6Al-4V material, respectively. 

In the CFD model, the effect of latent heat is given by computing the enthalpy of the material 

‘H’ as the sum of sensible enthalpy ‘h’ and specific enthalpy of latent heat ‘∆H’. 
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𝐻 = ℎ + ∆𝐻                                                                        (5) 

The specific enthalpy of latent heat ‘∆H’ is the product of the liquid fraction fL and 

volumetric latent heat of fusion L. 

∆𝐻 =  𝑓𝐿𝐿                                                                               (6) 

The liquid fraction is defined as follow: 

𝑓𝐿 =

{
 

 
0             𝑖𝑓 𝑇 ≤ 𝑇𝑠

𝑇 − 𝑇𝑠
𝑇𝐿 − 𝑇𝑠

       𝑖𝑓 𝑇𝑠 < 𝑇 <

1             𝑖𝑓 𝑇 ≥ 𝑇𝐿

𝑇𝐿                                    (7) 

The liquidus temperature and solidus temperatures are given by TL and TS, respectively. 

2.1.2. Heat conduction model 

In the heat conduction model, the governing equation is be expressed as: 

𝜕𝐻

𝜕𝑡
= 𝛻 ∙ [𝐾 𝛻𝑇]                                                                   (8) 

Where, T is the temperature; t is the time; H and K are the temperature dependent values of 

enthalpy, and thermal conductivity of Ti-6Al-4V material, respectively. 

In the heat conduction model, the effect of phase change has been given by modifying the 

specific heat capacity and calculating the enthalpy of solid Hs, mush, Hm, and liquid, Hl, as 

follows: 

𝐻𝑠(𝑇) =  𝜌𝐶𝑠(𝑇 − 𝑇0)                                                                        (9) 

𝐻𝑚(𝑇) =  𝐻𝑠(𝑇𝑆) + 𝜌𝐶
∗(𝑇 − 𝑇𝑠)                                                     (10) 

𝐶∗ =  (
𝐶𝑠 + 𝐶𝐿
2

) + (
𝐿

𝑇𝐿 − 𝑇𝑆
)                                                            (11) 

𝐻𝑙(𝑇) =   𝐻𝑚(𝑇𝐿) + 𝜌𝐶𝐿(𝑇 − 𝑇𝐿)                                                       (12) 

Where, ρ is the density of material, Cs, C
*
, and CL are the specific heat capacities of the 

material as solid, mush and liquid, respectively; L is the latent heat of fusion; T0, TS, and TL 

are the ambient, solidus, and liquidus temperature, respectively. 
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2.2. Initial condition 

 At the simulation start time (i.e. at t = 0 s) the initial temperature of the substrate material, 

Ti, is at ambient temperature, To, of 298.15 K. 

𝑇(𝑥, 𝑦, 𝑧, 𝑡) =  𝑇𝑖  = 𝑇0 = 298.15 K  𝑎𝑡 𝑡 = 0 s                                                 (13) 

2.3. Boundary conditions 

The following points describe details of the boundary conditions used in both the CFD and 

heat conduction models. 

 Heat source model: The input heat flux included in the form of a 2D Gaussian heat source 

model has been as expressed as: 

𝑞 =  
2𝐴𝑃

𝜋𝑅2
𝑒𝑥𝑝

(
−2(𝑥2+𝑦2)

𝑅2
)
                                       (14) 

where, A is absorptivity of the heat source power by the substrate material; P is the power of 

heat source; R is the spot size radius of the heat source; x and y are the local coordinates of 

the point of irradiation in a Cartesian coordinate system on the heat in out surface.  

 Convection and radiation boundary conditions: The heat loss due to convection and 

radiation from the external boundaries of the substrate material has been represented using 

the following equations:    

𝑞𝑐 = ℎ𝑐(𝑇 − 𝑇0)                                                             (15) 

𝑞𝑟 = 𝜀𝜎(𝑇4 − 𝑇0
4)                                                         (16) 

Where, qc and qr are heat flux terms due to convection and radiation; hc is the convective heat 

transfer coefficient; 𝜀 is the emissivity coefficient; and σ is Stefan-Boltzmann constant.  

2.4. Marangoni effect 

In the CFD model, the effect of Marangoni convection has been given in the momentum 

equation.  Here, the value of surface tension gradient, 
𝜕𝛾

𝜕𝑇
, is used to calculate the Marangoni 

shear stress ‘τ’ as described in below equation: 
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𝜏 =
𝜕𝛾

𝜕𝑇
 ∇𝑠𝑇                                                        (17)  

Where, ∇s is the surface gradient. 

In heat conduction model, the effect of Marangoni phenomena is considered by modifying 

the temperature dependent value of thermal conductivity K
*
(T) above liquidus temperature 

TL. This modification is represented in the form of correction factor Cm. 

𝐾∗(𝑇) = 𝐶𝑚𝐾(𝑇)   𝑖𝑓 𝑇 > 𝑇𝐿                                            (18)           

2.5. Simulation setup 

Figure 1 depicts the schematic of the 3D geometry (Fig. 1(a)) and meshed domain (Fig. 

1(b)) of the substrate material. The 3D model geometry of 3 mm by 1 mm by 0.25 mm was 

used in both the CFD model and heat conduction model. The movement of the heat source 

along the travel length of 2 mm has been coded with User Defined Functions (UDF’s) in the 

CFD model and using parametric design language in the heat conduction model. Figure 1(b) 

also shows the 3D geometry with meshing. The geometry of the substrate material has been 

discretised uniformly with a brick mesh of 10 μm size in all directions. To obtain mesh 

independent results, the mesh sensitivity analysis exercise was carried out for both CFD and 

heat conduction models. The following procedure was implemented. Initially, the domain 

was discretised with a coarse mesh size of 25 μm. Thereafter, the mesh size was sequentially 

reduced to 20 μm, 15 μm, and 10 μm. The temperature distribution remained unaffected after 

implementing the mesh size of 10 μm; therefore, this mesh size was selected for domain in 

both the CFD and heat conduction models. 

[Figure 1 near here] 

Figure 2 depicts the thermophysical material properties such as thermal conductivity (Fig. 

2(a)), specific heat capacity (Fig. 2(b)) and density (Fig. 2(c)) for Ti-6Al-4V, which was the 

material considered in the present study [31]. In addition to the thermophysical material 
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properties, other properties of Ti-6Al-4V were required for the CFD model. All process 

parameters used in current study are summarized in Table 1.   

[Figure 2 near here] 

[Table 1 near here] 

3. Results  

The results of temperature distribution, thermal histories, thermal profile, and melt pool 

dimensions obtained for both the CFD and heat conduction models are described as follow.  

3.1. Temperature distribution 

In the CFD model, the effect of Marangoni convection depends on the value of surface 

tension gradient. Different values of surface tension gradient for Ti-6Al-4V are cited in 

literature, such as -0.26 x 10
-3

 N/m·K [22] and -0.37 x 10
-3

 N/m·K [32]. Hence, in this study, 

results with three input values of surface tension gradient were simulated initially, namely, 

with 
𝜕𝛾

𝜕𝑇
 set to 0 N/m·K, -0.26 x 10

-3
 N/m·K, and -0.37 x 10

-3
 N/m·K. Figure 3 shows the 

temperature distributions for the moving heat source simulations when it is at the mid-point 

(i.e. X = 1.5 mm) of the travel length. Figure 3(a) was generated with 
𝜕𝛾

𝜕𝑇
 set to 0 N/m·K (that 

is, with no Marangoni effect); Figure 3(b) with 
𝜕𝛾

𝜕𝑇
 set to -0.26 x 10

-3
  N/m·K; and Figure 3(c) 

with 
𝜕𝛾

𝜕𝑇
 set to -0.37 x 10

-3
  N/m·K.     

In the heat conduction model, the value of thermal conductivity of liquid was modified 

proportionally with various correction factor, Cm. Figure 4 depicts he distribution of 

temperature captured in heat conduction model for different values of correction factor. 

Figure 4(a) shows the result with Cm = 1 (that is with no correction effect); Figure 4(b) with 

Cm = 1.65; Figure 4(c) with Cm = 2.0; and Figure 4(d) with Cm = 2.5.  

[Figure 3 near here] 

[Figure 4 near here] 
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3.2. Thermal histories 

Figure 5 and 6 depicts the thermal histories captured at the starting point (i.e. X = 0.5 

mm), mid-point (i.e. X = 1.5 mm) and end-point (X = 2.5 mm) of the moving heat source for 

the CFD and heat conduction models, respectively. These figures show the change in the 

temperature with respect to time and demonstrate the heating and cooling cycle experienced 

at several positions along the centreline of the substrate, directly on the travel path of the 

moving heat source. The thermal histories captured in the CFD model (Figure 5) were 

calculated with increasing values of surface tension gradient. While similar results were 

simulated in the heat conduction model (Figure 6) with increasing values of correction factor. 

The values for 
𝜕𝛾

𝜕𝑇
 and Cm used the same as reported previously in section 3.1 (and were used 

throughout to generate all these initial results). 

[Figure 5 near here] 

[Figure 6 near here]        

3.3. Thermal profile 

Figure 7 and 8 illustrate the results for the thermal profiles captured for different values of 

surface tension gradient in the CFD model and correction factor in the heat conduction 

model, respectively. The results were taken along the line of travel of the heat source at 

various times: 0.01 ms, 1.0 ms, and 2.0ms. Additionally, the thermal profiles were also 

captured at a time of 2.5 ms after the heat source was turned off and the substrate had cooled 

naturally.  

[Figure 7 near here]  

[Figure 8 near here]  

3.4. Peak temperatures and melt pool dimensions 

Tables 2 and 3 shows the data for the peak temperature and melt pool dimensions acquired 

for different value of surface tension gradient in the CFD model and a corresponding 
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correction factor in the heat conduction model. The values of the surface tension gradient and 

correction factor were selected in such way that the percentage difference between the peak 

temperatures should be less than 5%. The peak temperatures, melt pool width, depth and 

length values were recorded when the heat source is at the mid-point of the travel length (i.e. 

X = 1.5 mm) at time as 1.0 ms.  

[Table 2 near here] 

[Table 3 near here] 

4. Discussion 

4.1. Peclet and Marangoni numbers  

The Peclet number is used to relate the transport of energy due to advection and 

conduction within the substrate. Qualitatively when the Peclet number is greater than 1, 

advection has the greater influence on the thermal energy transportation [34]. In past 

literature, two equations are used to calculate the Peclet number [32, 35]. In present study, the 

Peclet number is calculated using. 

𝑃𝑒 =
𝑉𝑑ℎ𝑠
𝛼

                              (19)        

Where, Pe is the Peclet number, V is the scanning speed of heat source (m/s), dhs is the 

diameter of heat source (m) and α is the thermal diffusivity of Ti-6Al-4V at 298.15 K. In the 

case studied here the Peclet number was 𝑃𝑒 = 19.3. This relatively higher value of Peclet 

number indicates that the advection rate is in an order of magnitude higher than the heat 

conduction within the substrate. This value of Peclet number is representative of the Laser-

based, Powder Bed Fusion AM process.  

Marangoni number is used to relate the surface tension force with the viscous force within 

the melt pool. The Marangoni number is calculated using.  

𝑀𝑛 = −
𝜕𝛾

𝜕𝑇

𝑤∆𝑇

𝜇𝛼
                      (20) 
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Where, Mn is the Marangoni number, w is the width of the melt pool, μ is the viscosity of Ti-

6Al-4V, and ∆T is the difference between the peak temperature of melt pool and solidus 

temperature of the Ti-6AL-4V material.  

The Marangoni number calculated for the Surface tension gradient of Ti-6Al-4V 4V (i.e. 

∂γ/∂T = -0.37 x 10
-3

 N/m·K) was Mn = 13,064. In the study proposed by Mukherjee et al. [32] 

for the laser based additive manufacturing process, the higher value of Marangoni number 

indicates that the convective heat transfer is mainly driven by surface tension gradient. 

Therefore, the high Marangoni number in the present study reinforces the view that the 

parameters used are typical for laser-based Powder Bed Fusion AM processes in metals. 

4.2. Thermal Analysis Discussion 

For the CFD model results, Figure 3 revealed that increasing the value of surface tension 

gradient had the effect of reducing the temperature gradient and widening the heat affected 

zone around the heat source. The thermal histories captured (Figure 5) showed that for by 

increasing value of surface tension gradient, the peak temperatures decreased significantly. 

The thermal profile (Figure 7) captured along the centreline of the travel path position 

revealed that, for the increasing value of surface tension gradient, the influence of phase 

transition at the tail of the heat source reduced. Therefore, the analysis from CFD model 

signifies that the thermal distribution is significantly dependent on by the surface tension 

gradient value of Ti-6Al-4V. 

For heat conduction, the increased values of correction factor had minimal influence on 

the width and depth of the melt pool. However, the length of the melt pool did reduce which 

was similar in effect to increasing the surface tension gradient. Thermal histories plots 

(Figure 6) revealed that by increasing the value of correction factor, the peak temperature 

within melt pool decreased. Thermal profiles (Figure 8) showed that by increasing the value 

of correction factor, the length of the tail of the melt pool decreased. Therefore, the analysis 
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from the heat conduction model revealed that the thermal distribution in the melt pool was 

influenced (in a similar nature to modifying surface tension gradient) by modifying the liquid 

thermal conductivity by a factor of Cm. 

4.3. Correlation between Correction Factor and Surface Tension Gradient  

The data for Table 2 was generated by trial and error on the basis that the peak 

temperatures values obtained for the correction factors should be within 5% of the 

corresponding peak temperature of surface tension gradient. This allowed a correlation to be 

established as shown in Figure 9. 

A non-linear trend is proposed, which follows: 

𝐶𝑚 = 1 + 𝑎 (− 
𝜕𝛾

𝜕𝑇
)
𝑏

                      (21) 

Using a regression technique of linearizing through the application of logarithms and then 

finding the line of best fit, the parameters for equation (21) are provided in Table 4. 

[Table 4 near here] 

[Figure 9 near here] 

From Figure 9, it can be observed that when there is no Marangoni effect is considered in 

CFD modelling (i.e. 
𝜕𝛾

𝜕𝑇
 = 0), the Cm is set to unity for the heat conduction model. While for 

the quoted value of the surface tension gradient of Ti-6Al-4V (i.e. ∂γ/∂T = -0.37 x 10
-3

 

N/m·K) the corresponding correction factor is approximately equal to two (𝐶𝑚 = 2) for the 

heat conduction model. This value is close to the suggested correction factor proposed by 

Lampa et al. [17] of 2.5. The predicted Cm by the regression equation (21) is 1.76. The peak 

temperature computed using this value in the heat conduction model is 5154.58 K. The 

percentage difference between the peak temperatures computed by the predicted Cm of 1.76 

and with a surface tension gradient of Ti-6Al-4V (i.e. ∂γ/∂T = -0.37 x 10-3 N/m·K) is 2.56%. 
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Therefore, the regression equation proposed in the present study has ability to predict Cm for 

the corresponding surface tension gradient of Ti-6Al-4V with good agreement.  

In Table 3, the melt pool dimensions for the corresponding cases in Table 2 are provided. 

At the initial case (Case No. 1) the dimension of the melt pool for the CFD and heat 

conduction models are in close agreement. This is because the values of Cm and 
𝜕𝛾

𝜕𝑇
 in the first 

case has no Marangoni convection and hence no fluid flow is involved. Therefore, the heat 

transfer in first case is mainly influenced by the conduction in both the models. For 

increasing values of 
𝜕𝛾

𝜕𝑇
 in the CFD model, the depth and length of the melt pool were 

reduced. On the other hand, the width of the melt pool increased slightly from 0.11 to 0.13 as 

the surface tension gradient increased.  

In the heat conduction model with increasing levels of Cm the width and depth remain 

unaffected, but length decreased. In all cases of the heat conduction model, the predicted 

width was smaller than for the case with fluid flow. A similar phenomenon has been reported 

by Jamshidinia et al. [23] when Marangoni convection was ignored.  

5. Conclusion 

This paper investigated the correlation between the surface tension gradient and correction 

factor to incorporate the effects Marangoni convection in the melt pool formed by the moving 

point heat source. The following conclusions have been drawn: 

1. The developed CFD model and the reduced-physics heat conduction model can 

simulate the melt pool formation for the moving heat source. 

2. In the CFD model, the negative value of surface tension gradient created an outward 

flow of liquid within the melt pool due to surface driven Marangoni convection. The 

increasing in absolute values of surface tension (i.e., more negative values), increases 

the convective transport  thereby influencing the temperature distribution within the 
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melt pool and, consequently, caused increases in the melt pool width and decreases in 

the melt pool depth and length. 

3. The correction factor used to incorporate Marangoni effect in the heat conduction 

model revealed that the increasing value of the liquid thermal conductivity also 

influenced the temperature distribution within the melt pool. The width and depth of 

melt pool remained unaffected while the length of melt pool decreased. 

4. The correlation between the surface tension gradient and the correction factor was 

approximated as 𝐶𝑚 = 1 + 𝑎(−𝜕𝛾 𝜕𝑇⁄ )𝑏 where a = 282.4268 and b = 0.7485. 

5. The correlation study revealed that for the most realistic value of surface tension 

gradient i.e. -0.37 x 10
-3

 N/m·K of Ti-6Al-4V the corresponding correction factor is 

approximately equal to 1.76. 

It was shown that throughout the literature, different values of correction factors have been 

applied to heat conduction models in order to replicate the thermal effects of Marangoni 

convection with no general agreement. The results demonstrated in this manuscript is a 

specific study on a Ti-6AL-4V under a specific set of processing parameters (typical of 

Laser-based Powder Bed Fusion). The procedure focussed on the finding similarity in the 

peak temperatures as the main comparison criterion. The generality of the correction factor 

found here and its applicability to other processes and materials would need to be 

investigated further; however, the procedure could be applied generally in those 

investigations. It would be interesting to investigate the correlations of Cm to surface tension 

gradient for other materials systems and to investigate the similitude by focussing on 

dimensionless numbers (Peclet number, dimensionless power, etc.). 

Overall, once applied to a specific material and process, the correlation should be reusable 

for processes under the same conditions. The method of correlation outlined in this study will 
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reduce the trial-and-error simulation runs required in reduced-physics heat conduction 

modelling – a result that will be useful to the wider community. 
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Tables with caption 

Table 1. Values of other properties of Ti-6Al-4V and process parameters used for simulation. 

Other properties and process parameters Symbols Values (Units) 

Viscosity  𝜇 0.004 (Kg/m·s) [32] 

Thermal expansion coefficient 𝛽 2.5 x 10
-5

 (1/K) [32] 

Latent heat of fusion 𝐿 365000 (J/Kg) [33] 

Solidus temperature 𝑇𝑠 1873.15 (K) 

Liquidus temperature 𝑇𝐿  1923.15 (K) 

Convective heat transfer coefficient ℎ𝑐 160 (W/m
2
·K) 

Emissivity coefficient 𝜀 0.7 

Stefan-Boltzmann constant  𝜎 5.67 x 10
-8

 (W/m
2
·K

4
) 

Absorption coefficient 𝐴 0.55 

Power of heat source 𝑃 95 (W) 

Scanning speed of heat source 𝑉 1000 (mm/sec) 

Spot radius of heat source 𝑅 0.05 (mm) 
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Table 2. Peak temperatures values obtained by different values of surface tension gradient in 

CFD model and correction factor in heat conduction model. 

Case No. CFD model Heat conduction model 

Surface 

tension 

gradient ‘
𝝏𝜸

𝝏𝑻
’ 

(N/m·K) 

Peak temperatures 

(K) 

Correction 

factor ‘Cm’ 

Peak 

temperatures 

(K) 

1 0 7270.17 1.00 7292.14 

2 -0.397 x 10
-4

 7010.95 1.10 6943.55 

3 -0.790 x 10
-4

 6481.39 1.27 6458.89 

4 -0.130 x 10
-3

 6048.64 1.44 5959.33 

5 -0.260 x 10
-3

 5440.52 1.65 5559.64 

6 -0.370 x 10
-3

 5176.86 2.00 5025.62 

7 -0.6 x 10
-3

 4886.64 2.03 4815.06 

8 -0.8 x 10
-3

 4731.73 2.23 4611.46 

9 -0.120 x 10
-2

 4522.23 2.50 4491.58 
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Table 3. Melt pool dimensions obtained in CFD and heat conduction model.  

Case No. CFD model Heat conduction model 

Width 

(mm) 

Depth 

(mm) 

Length 

(mm) 

Width 

(mm) 

Depth 

(mm) 

Length 

(mm) 

1 0.11 0.030 0.300 0.10 0.030 0.28 

2 0.11 0.028 0.290 0.10 0.030 0.25 

3 0.11 0.024 0.270 0.10 0.030 0.24 

4 0.11 0.020 0.250 0.10 0.030 0.23 

5 0.12 0.018 0.238 0.10 0.030 0.22 

6 0.12 0.017 0.232 0.10 0.030 0.21 

7 0.12 0.016 0.231 0.10 0.030 0.21 

8 0.12 0.014 0.229 0.10 0.030 0.20 

9 0.13 0.011 0.229 0.10 0.030 0.19 
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Table 4. Correlation equation coefficients. 

𝑎 282.4268 

𝑏 0.7485 
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Figures with caption 

 

Figure 1. Construction of 3D geometry used for simulation (a) schematic and (b) meshed 

geometry of substrate material. 
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Figure 2. Thermophysical material properties such as (a) thermal conductivity, (b) specific 

heat capacity and (c) density of Ti-6Al-4V. 
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Figure 3. Simulated temperature distributions using CFD model with different surface 

tension gradients: (a) 0 N/m·K, (b) -0.26 x 10
-3

 N/m·K and (c) -0.37 x 10
-3

 N/m·K. 
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Figure 4. Simulated temperature distributions using the heat conduction model with different 

values of correction factor Cm: (a) 1, (b) 1.65, (c) 2 and (d) 2.5. 
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 Figure 5. Thermal histories obtained for different values of surface tension gradient in the 

CFD model at different travel lengths along the path of the heat source: 0.5 mm, 1.5 mm and 

2.5 mm. 
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Figure 6. Thermal histories obtained for different values of correction factor in heat 

conduction model at different travel lengths along the path of the heat source: 0.5 mm, 1.5 

mm and 2.5 mm. 
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Figure 7. Comparison of thermal profiles obtained for different values of surface tension 

gradient in the CFD model and captured at 0.01 ms, 1ms, 2 ms and 2.5 ms time intervals. 
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Figure 8. Comparison of thermal profile obtained for different values of correction factor 

used in the heat conduction model and captured at 0.01 ms, 1ms, 2 ms and 2.5 ms time 

intervals. 
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Figure 9. Correlation between the correction factor and surface tension gradient. 
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