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Abstract 

Characterising the risk of the fire spread in informal settlements (ISs) relies on the ability to 

understand compartment fires with boundary conditions that are significantly different to normal 

residential compartments. Informal Settlement Dwellings frequently have thermally thin and leaky 

boundaries. Due to the unique design of these compartments, detailed experimental studies were 

conducted to understand their fire dynamics. This paper presents the ability of FDS to model these 

under-ventilated steel sheeted fire tests. Four compartment fire tests were modelled with different 

wall boundary conditions, namely sealed walls (no leakage), non-sealed walls (leaky), leaky walls 

with cardboard lining, and highly insulated walls; with wood cribs as fuel and ISO-9705 room 

dimensions. FDS managed to capture the main fire dynamics and trends both qualitatively and 

quantitatively. However, using a cell size of 6 cm, the ability of FDS to accurately model the 

combustion at locations with high turbulent flows (using the infinitely fast chemistry mixing 

controlled combustion model), and the effect of leakage, was relatively poor and both factors should 

be further studied with finer LES filter width. Using the validated FDS models, new flashover criteria 

for thermally thin compartments were defined as a combination of critical hot gas layer and wall 

temperatures. Additionally, a parametric study was conducted to propose an empirical correlation to 

estimate the onset Heat Release Rate required for flashover, as current knowledge fails to account 

properly for large scale compartments with thermally thin boundaries. The empirical correlation is 

demonstrated to have an accuracy of ≈±10% compared with the FDS models. 

Keywords: Informal Settlements, compartment fires, CFD, modelling, flash-over, thermally 

thin/thick, leakage 
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1. Introduction 

Urbanization is considered as one of the current global challenges. As population increases, 

affordable and accessible housing is becoming a key problem. Consequently, people in Low and 

Middle Income Countries (LMICs) are forced to build their own low quality Informal Settlements 

(ISs) resulting in an estimated one billion people, increasing, living within ISs. IS growth is mostly 

concentrated in the Global South (GS) and more specifically in Africa, South East Asia and South 

America. In 2050, it is estimated that IS populations will rise to 1.2 billion, which will increase the 

dwellings density in these settlements and, as a direct result, will increase the fire risks[1]. 

Fire risks in ISs arise from the poor infrastructure (such as lack of water or lack of consistent and 

affordable safe energy), dwellings proximity and the flammable construction materials as presented 

in Figure 1(a). Informal Settlements Dwellings (ISDs) are often built using locally sourced cheap 

materials, which then highly depends on the settlement location. For example, in Cape Town, South 

Africa, ISDs are commonly made out of timber or steel walls and lined with cardboard for thermal 

insulation. Currently, as shown in Figure 1(b), the fire safety community is focused on understanding 

the fire dynamics within the ISDs and the fire spread mechanisms between the dwellings. Around the 

globe and specifically within the GS, many destructive IS fires have occurred in the past few years, 

leaving many dead and thousands homeless. A selected few of these fires are presented in Table 1. 

Table 1 Informal settlements fires 

Year Location Fatalities Homeless Duration 

2011 Bahay Toro, Philippines[2] 1 10,000 5 hrs 

2014 Valparaiso, Chile[3] 15 12,500 4 days 

2017 Imizamo Yethu, South Africa[4] 4 9,700 14 hrs 

2018 Kijiji, Kenya[5] 5 6,000 8 hrs 

2019 Dhaka, Bangladesh [6] - 50,000 6 hrs 
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Figure 1. (a) Proximity in an informal settlement in Western Cape South Africa, (b) fire spread in 

informal settlements tests [7] 

Experimentally: de Koker et al._[7] studied the fire spread in informal settlements by conducting a 

full scale experiment involving 20 dwellings, where six dwellings were cladded with timber and 14 

cladded with steel. This experiment showed how the fire behaviour in ISs could be similar to that 

found in wildland fires with a continuous fire front. This conclusion, however, is based only on one 

test and the observation of the authors, therefore, it is recommended that further investigation via 

CFD models will be needed. Cicione et al. [8], [9] studied experimentally the fire dynamics and 

spread via single and multiple outdoors IS dwellings at full scale with different claddings (timber and 

steel), and it was concluded that the timber clad dwelling contributes more to fire spread. Wang et al. 

[10] conducted 300+ bench scale material testing on various materials collected from IS in Western 

Cape, SA. The study created a database for the flammability [11], Heat Release Rate (HRR), and 

Critical Heat Flux (CHF) for these materials using a cone calorimeter.  

Numerically: Computational Fluid Dynamics (CFD) model validation is currently considered as a 

key tool in future urban fire spread studies and risk mapping, however, the accuracy and efficiency 

of these models are usually considered to be a barrier to using it instead of experiments. The validation 

guide [12] of the Fire Dynamics Simulator (FDS), a commonly used CFD code for fire, presents a 

wide range of validation cases, however, there is a limited number of under-ventilated compartment 

fire tests for which validation has been performed and can adequately match the conditions of an IS 

compartment fire. ISD fires are unique, due to the usage of thermally thin boundary walls, high fuel 

loads, the presence of substantial leakage, and flammable wall lining materials [13]. Cicione et al.  [8] 

did a demonstration study using two single dwelling tests where one was constructed via steel sheet 

cladding and the other was timber cladding and conducted a sensitivity analysis for the different input 

parameters used in these models. The tests were then modelled via FDS and the inputs were varied 
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in attempt to match the main measurements (e.g. gas layer temperatures and the heat fluxes from the 

openings). Cicione et al. then created a simplified FDS model [14] to predict the fire spread between 

three dwellings using a pool fire instead of the wood cribs used in the tests. Beshir et al. [15] 

numerically studied the effect of adding horizontal openings (collapsible ceilings) to the design of the 

ISDs, and found that having partially collapsible ceilings will significantly decrease the size of the 

external fire plumes from the ISDs. This will decrease the fire spread risk from a post-flashover 

dwelling fire to the surroundings. Beshir et al. [16] also numerically studied the effect of the 

ventilation location within an ISD by changing the location of the window in respect to the door and 

it was found that the heat flux from the vertical openings (both door and window) could decrease by 

as much as 60%, or increase up to 30% (compared to a default case).  

Using risk mapping and Geographic Information System (GIS) techniques, Stevens et al. [17] 

presented initial methods to assess and quantify the fire risks in ISs due to different spatial factors. 

Stevens et al. (2020) also identified a few knowledge gaps that could potentially be filled with the 

help of modelling e.g. effects of wind, slope and fuel load on the fire dynamics and spread between 

ISDs. Cicione et al. [18] used risk mapping software, namely B-risk, to try to understand the fire 

spread between dwellings in ISs, with large simplifications in how the dwelling is modelled. In 

addition to the previously mentioned publications, there are some other studies on the fire spread in 

ISs looking at other different aspects, e.g. detecting the fire history via Geographic Information 

System (GIS) [19], understanding -theoretically- critical separation distance between the ISDs in a 

couple of SA ISs [20], creating ISDs blocks within each settlement based on the critical separation 

distances [21], and studying the effect of the wind on the fire dynamics within the ISDs [22]. 

Therefore, there is a need to link between the detailed experimental and numerical studies for the ISs 

dwellings and the large scale risk mapping and GIS research. To do so, the knowledge from the 

detailed small and lab based studies should be used to create empirical equations/models to feed into 

the large scale risk mapping models and also to accurately define the occurrence criteria of different 

fire dynamics phenomenon (e.g. the conditions needed for flashover). 

Based on the previous studies, the gap of knowledge related to the compartment fires in a typical ISD 

was identified and more in-depth studies were conducted. Beshir et al. [23] studied experimentally 

the HRR required for flashover ( q̇fo ) within a quarter scale ISO-9705 ISD. One of the main 

conclusions in this work was that the current well known empirical correlations used to estimate the 

q̇fo  do not predict those found in thermally thin bounded compartments as found in ISDs. The 

thermally thin boundary conditions (walls) led to walls being heated up rapidly due to their high 

conductivity and low thermal mass, then re-radiating more energy to the fuel package compared to 

thermally thick walls [19]. This raised the importance of the boundary wall’s emissivity. Wall 
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emissivity is not considered in the well-known q̇fo empirical correlation developed by McCaffrey, 

Quintiere and Harkleroad (MQH) [24] where the effective heat transfer coefficient (ℎ𝑘) is mainly 

based on the conductivity of the walls and relies on the assumption that the walls are all thermally 

thick, and act as black bodies. The MQH equation is:  

q̇fo = 610(ℎ𝑘𝐴𝑇𝐴𝑜𝐻
1

2)1/2          (1)  

where ℎ𝑘  is the effective heat transfer coefficient, (for thermally thin bounded compartments 

ℎ𝑘 =
𝑘

𝛿
, where k is the thermal conductivity of the wall material and δ is the thickness of the wall), 

𝐴𝑇  is the total wall area, 𝐴𝑜 is the opening area and 𝐻 is the opening height and 𝐴𝑜𝐻
1

2 is defined as 

the ventilation factor (𝑉𝑓). Another limitation of the MQH equation is that it takes no account to the 

growth history of the HRR, which makes it irrelevant in the case of thermally thin bounded 

compartment fires. Peatross and Beyler[25], therefore, updated the heat transfer coefficient to account 

for the heat transfer through highly conductive (thermally-thin walls), where the new ℎ𝑘 correlation 

was defined as: 

ℎ𝑘 = 30 − 18[1 − exp (−
50

𝜌𝛿𝑐
𝑡)]         (2)  

where ρ is the density of the wall material, c is the specific heat of the wall and t is the time. For walls 

with the thickness of 0.5 mm (e.g. informal settlements’ dwellings), ℎ𝑘 will always be 0.012 kW/m2K, 

which ignores any differences in wall emissivity (or any other thermal properties) and assumes that 

the q̇fo changes with the ventilation factor only. The ℎ𝑘 calculated with this method must also be 

multiplied by a factor of 2.5 to be used in the MQH equation; the limitations of this method are 

presented in section 5 for the informal settlements’ case. 

These findings highlighted the importance of conducting a new heat transfer parameter and empirical 

correlation study to estimate the q̇fofor the thermally thin ISDs compartments. Through a validated 

FDS model, Beshir et al. [23] developed the following empirical correlation for the small scale 

thermally thin compartments with ultra-fast fires: 

𝜃𝑟𝑎𝑑 = 107.542(𝜀𝜎𝐴𝑇𝐴𝑜𝐻𝑜

1

2)−0.117        (3) 

𝑞̇𝑓𝑜 = 1019.606𝜃𝑟𝑎𝑑
−2.099          (4) 

where 
rad  is defined as (𝑇𝐵

2 + 𝑇𝑆
2)(𝑇𝐵 + 𝑇𝑆), where TB is the boundary/wall temperature and TS is 

the temperature of the surrounding internal gases. Equations 3 and 4 are used together to predict the 

𝑞̇𝑓𝑜using as inputs only the wall emissivity (ε), the total area (AT), and the ventilation factor (𝑉𝑓). 
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To further understand the effect of the walls/boundaries on the fire dynamics in these ISDs, Wang et 

al. [26] studied experimentally the effect of different wall boundaries via four lab based full-scale 

ISO-9705 single ISDs with steel sheet cladding. The four experiments considered ISDs with normal 

construction gaps (leakage), a sealed dwelling (no leakage), a highly insulated and sealed dwelling 

and a dwelling with flammable linings (Cardboard).  

In this study, the experimental work done by Wang et al. [26] will be used to assess the capability of 

the FDS software to model under-ventilated full-scale ISD compartment fires. The validated models 

will then be used to attempt to further understand the fire dynamics and the effect of the boundary 

conditions on these compartments. The paper therefore focuses on: 

- Validating FDS using the large scale experiments and different modelling methods to increase 

the efficiency of the simulations (decrease the cost). 

- Understanding the effect of the re-radiation from the walls on the time and HRR required for 

flashover, therefore, the classic definition for flashover criteria e.g. the hot gas layer 

temperature to reach 525 °C will be discussed in this study. 

- Updating the empirical correlation for 𝑞̇𝑓𝑜as conducted previously [23], for thermally thin 

large scale compartments with more realistic fuel load (wood cribs). 

2. Methodology 

2.1. Experimental design and measurements 

The experimental campaign consisted of four single ISO-9705 sized rooms with similar dimensions 

of (3.6 m × 2.4 m × 2.4 m). The floor of each compartment was insulated with 8 mm thick cement 

board and the compartment was built on the top of it. The boundary walls were constructed using 

0.51 mm corrugated galvanized steel sheets attached to a timber frame with the dimensions of 0.038 

m × 0.089 m in cross-section and attached using gang nails and self-tapping screws. The sheeting was 

attached through pre-drilled holes using wide flanged screws. Each dwelling was designed with two 

openings, i.e. a door and a window, with internal dimensions of 2.0 m (height) × 0.8 m (width) and 

0.6 m × 0.6 m respectively and both located in the front long wall, 0.7 m and 2.0 m away from the 

right front corner, respectively as presented in Figure 2.  

The dwelling design and the fuel load were chosen based on surveys conducted in ISs in the Western 

Cape, SA, where the average load was found to be 410 MJ/m2 [13]. Therefore, two wood cribs (112 

kg each) were placed at the centre of the compartment with a separation distance of 0.18 m. Each crib 

was of 7 layers and 10 sticks in each layer. Each stick was of 0.038 m× 0.064 m× 1.219 m and density 

of 540 kg/m3, which gives a fuel load of approximately 438 MJ/m2, assuming a heat of combustion 
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of 17.5 MJ/m2 [33] The ignition source during the four tests was 8 packages of mop head strips soaked 

in Gasoline-87, in plastic bags, placed in the four corners of each crib.  

The main scope of this study is to understand the effect of the different boundary conditions on the 

internal and external fire dynamics. The standard design of the dwelling is presented in Figure 2 (a) 

and the tests were heavily equipped with measurement points as presented in Figure 2 (a): 1.0 m × 

1.0 m scales were placed in the middle of the dwelling to measure the mass loss rate of the cribs, six 

thermocouple (TCs) trees were suspended from the ceiling to the floor. Each thermocouple tree 

consisted of 10 Inconel sheathed Type-K thermocouples with a 1.0 mm diameter, the wall 

temperature was measured using three thermocouples attached to the external boundary of each wall 

at heights of 0.4 m, 1.2 and 2.0 m. To measure the flow velocity through the openings six bi-

directional flow probes were placed at the door and three were placed at the window, as shown in 

Figure 2(b).  

The gas concentrations (O2 and CO2) within the compartment were measured using three in-house 

constructed gas analysers with sampling points located 10 cm from the top left front and back corners 

and at the same location as the top window flow probe (NB: the left side is the window side).  

The incident radiant heat fluxes outside of the compartment were measured using Thin Skin 

Calorimeters (TSCs) [27], where two TSCs were placed at a height of 1.6 m from the floor at distances 

2.0 and 3.0 m from the window and four TSCs were placed in front of the door at two heights 1.6 m 

and 2.5 m at distances 2.0 and 3.0 m from the door. To measure the radiative heat fluxes from the 

side walls, three TSCs were placed at a height of 1.2 m and distances 0.05 m, 0.5 m and 1.0 m from 

the compartment (see Figure 2(a)). 

The four boundary conditions tested in this study were as follows, Case_1 was the typical dwelling 

with all the gaps between the steel sheets/walls filled with ceramic blanket pieces to avoid any leakage 

during the tests and will be titled “No Leakage” (NL), Case_2 was the same case without the gaps 

filled to study the effect of the leakage and titled as “Leakage” (LK), Case_3 was the same as the LK 

case with the internal walls lined with cardboard and titled as “Cardboard” (CB), and Case_4 was the 

same as the NL case but with a high level of insulation (Rockwool R23), of thickness 14 cm, placed 

between two steel sheets for the walls and titled “High Insulation” (HI). 

The main differences between the four cases in terms of fire dynamics have been presented previously 

[26] and will not be discussed further in this paper. As a summary of the main conclusions from the 

experiments, Wang et al. [26]concluded that the walls boundary conditions significantly changed the 

flashover time, where the NL case had earlier flashover (at 311 seconds), the combustible lining 
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materials caused double flashovers (at 300 and 395 seconds) and the wall insulation delayed the 

flashover time (at 417 seconds) by around 31% compared to the NL case.  

  

Figure 2. (a) The plan (b) and the front views of the instrumentation location from [26]  

2.2. Numerical model and modelling methods 

2.2.1. Fire Dynamics Simulator (FDS) and the adapted modelling techniques 

Fire applications accompanied with buoyancy and low-Mach number can be solved by FDS through 

appropriate representations of the Navier-Stokes equations via a second order finite difference 

numerical scheme. In this research, FDS (version.6.7) is used to model the four different previously 

mentioned tests, where the boundary conditions of these tests are unique and FDS has not yet been 

used to validate these unique experimental combinations.  

Modelling the fire spread over the cribs (e.g. [28]) is a highly complex problem due to the nature of 

combustion phenomena (e.g. pyrolysis, radiation, ignition). Moreover, as previous literature has 

indicated, the walls are a critical radiator to both the surroundings and fuel package. Thus the 

assumption of using the grey gas model in compartment fires, as adopted in FDS, will be examined 

for its appropriateness. Where, the fraction of thermal radiation based on energy released from the 

fire is a function of both the flame temperature and chemical composition and both are not known for 

large scale fires. In simulations where the cell sizes are of the order of cm or larger, the temperature 

near the surface of the flame will not rely on when calculating the source term in the Radiation 

Transport Equation (RTE). Therefore, if the FDS user prescribes a non-zero radiative fraction, a grid 

cell cut by the flame radiates that fraction of the chemical energy that is released within this cell. If it 

is desired to use the RTE, then the radiative fraction needs to be set to zero and therefore the source 

term in the RTE will be based only on the gas temperature and the chemical composition. In this work 

the default radiative fraction by FDS was used (Default = 0.35). 

a b 
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FDS uses the Large Eddy Simulation (LES) modelling technique, where the turbulence model 

represents the closure of the Sub Grid Scale (SGS) flux terms. In FDS, the gradient diffusion is the 

turbulence model used for the SGS momentum and scalar flux terms closure. Therefore, a model is 

needed for the turbulent transport coefficient (the eddy viscosity and the eddy diffusivity), where the 

eddy diffusivity is calculated using a constant Schmidt and Prandtl number for the mass and thermal 

diffusivity, respectively. Given that, the most important variable therefore is the eddy viscosity term 

( 𝜇𝑡) . FDS gives several options of turbulent viscosity models namely, constant coefficient 

Smagorinsky, dynamic Smagorinsky, Deardorff’s, Verman’s, Renormalization Group (RNG) and the 

Wall Adapting Local Eddy viscosity (WALE) models. By default FDS uses a variation of Deardorff’s 

turbulent viscosity model[29]. The WALE model of Nicoud & Ducros [30] was generated as a 

method to properly scale the eddy viscosity in the vicinity of a wall, while by default FDS uses 

constant coefficient Smagorinsky [31] with Van Driest damping [32] for the eddy viscosity in the 

first off-wall grid cell. This is due to the fact that Deardorff model was found to be less accurate near 

the wall and this damping factor is added to the eddy viscosity model to accurately damp the viscosity 

towards zero with the correct rate. This default approach will be used near the wall in all of the 

simulations in this paper, however, the damping function proposed by the WALE model will also be 

tested to understand which near wall approach works better for modelling these conditions in ISDs 

(thermally thin) compartment fires.  

Additionally, to model the convection heat transfer to solids, FDS adopts two different approaches 

that will be compared in this work. The first and default approach is implemented by finding the 

maximum value of the convective heat transfer coefficient among three different functions as follows: 

ℎ = max [𝐶(𝑇𝑤 − 𝑇𝑔)
1

3 ;  
𝑘𝑔

𝐿
 𝑁𝑢 ;  

𝑘𝑔

𝛿𝑛 2⁄
]        (5 )  

where for the first function, C is an empirical coefficient for natural convection (1.52 for a horizontal 

plate and 1.31 for a vertical plane or cylinder), 𝑇𝑤  is the wall surface temperature, 𝑇𝑔 is the gas 

temperature in the center of the first gas phase cell, 𝑘𝑔 is the thermal conductivity of the gas, L is a 

characteristic length related to the size of the physical obstruction, 𝑁𝑢 is the Nusselt number, and 𝛿𝑛 

is the normal grid spacing. The Nusselt number,  𝑁𝑢 , depends on the geometric and flow 

characteristics, thus, for many flow patterns, it is given by: 

Nu = C1 +  C2RenPrm ; Prandtl number (Pr) = 0.7      (6 )  

For planar surfaces, the default values are C1 = 0, C2 = 0:037, n = 0:8, m = 0:33, and L = 1 m. For 

cylindrical surfaces, the default values are C1 = 0, C2 = 0:683, n = 0:466, m = 0:33, and L = D, the 

diameter of the cylinder. Various correlations for planes, cylinders, and spheres can be found in the 
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literature [33][34]. The second approach exploits the so called wall models to predict the transition 

from the viscous region to the fully turbulent region that takes place in the inner wall layer. Generally 

speaking, wall models aim to mimic the sudden change from molecular to turbulent transport close 

to the walls using algebraic formulations, without resolving the smallest length scales.  

It is important to note that FDS may uses two alternative methods to represent the leakage through a 

compartment boundary, the first is by using pressure zones, while the second uses HVAC vents. 

Leakage here refers to any air that escapes through small gaps (e.g. the gaps between the walls in this 

study). In the case when the leakage area is smaller than the cell size, the gaps won’t be modelled 

directly, and the HVAC model needs to be used to connect the leaking compartment to the 

surroundings, which is used in this study. Modelling leakage for the case (LK) will be discussed later.  

In order to reduce the computational effort, Kallada Janardhan & Hostikka [35] proposed a predictive 

CFD simulation for the fire spread on wood cribs by conducting a correction for the mesh dependency 

of the fuel surface area for the case where the CFD grid cells are larger than the sticks that makes use 

of the ignition temperature for pyrolysis. In this work, this method is implemented to model the fire 

spread over the wood cribs with a coarser mesh, which is expected to increase the efficiency of the 

simulations. The study by Kallada Janardhan & Hostikka [35] validated the use of the ignition 

temperature model and the proposed area adjust method for coarse mesh fire spread simulations and 

performed room scale fire spread simulations. Compared to the fine mesh simulations, the proposed 

method reduced the CPU time by approximately 80%. In this study the area adjust method was 

adopted and tested with smaller compartments (e.g. ISO 9705 size) compared to the large scale 

compartments used in Kallada Janardhan & Hostikka [35] (e.g. tunnel fire experiments of SP 

Sweden[36]). The area correction factor is simply the ratio between the total wood surface area of 

with the coarse mesh and the real crib total surface area. To capture the total surface area for the wood 

crib with coarser mesh (e.g. 0.06 m) a one wood crib simulation was done with a prescribed Heat 

Release Rate Per Unit Area (HRRPUA) and the total HRR was used to calculate the total surface area 

of the wood crib with this specific cell size. This ratio was then multiplied by the bulk density to 

compensate for the usage of the coarser mesh. Additionally, the FDS “Time Shrink Factor” command 

is used to decrease the computational power. The Time Shrink Factor was set to be 5, with the output 

results ensured to be independent of the presence of the shrink factor. Wills [37] discussed the effect 

of the Time Shrink Factor on different aspects in compartment fires (e.g. wall temperature, smoke 

temperature, soot concentration and incident heat flux) which are essentially the same parameters that 

are of the interest of this work.. Generally, the FDS command “Time Shrink Factor” is used to 

decrease the required computational power in applications at which only the steady-state solution (in 

a time-averaged sense) is desired. In these situations, the specific heat of the various materials is 
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reduced by a specified factor, speeding up the heating of these materials, roughly by the same factor. 

Simply, the use of this factor accelerates the initial growth phase in order to “reach” the steady-state 

condition of interest in a shorter time. 

The factor is applicable for situations that tend towards a steady-state condition, which is exactly the 

case of the work here. Wills had emphasized that simulations of compartment fire scenarios with 

growth phase and using “Time Shrink Factor”, the results still captured the qualitative behaviour 

compared to the case without the factor. Wills presented a study that investigates the FDS command 

“Time Shrink Factor” and how it affects both the model results and running time of the simulations 

with regard to applications stated by the FDS User’s Guide [38] to be relevant to steady-state 

condition. The study performed simulations with a “Time Shrink Factor” of 2, 5, and 10, then, 

compared the results of these cases against a case without the factor in order to show the effect on 

results. In general, different aspects in compartment fires such as wall temperature, air/smoke 

temperature, smoke movement, soot concentration, and incident heat flux, were all evaluated which 

are essentially the same parameters that are of the interest in the current work. 

The results of the measured temperature at a lower portion of the wall, which is near the fire and 

below the smoke layer, showed that the results are consistent between the simulations which 

demonstrates that the “Time Shrink Factor” does not have a noticeable effect on these results. 

Furthermore, the results of the calculated heat release rate for each of the scenarios, showed that for 

the scenarios with the “Time Shrink Factor”, the heat release rate is much less steady than the regular 

simulation, where heat release rate of the highest “Time Shrink Factor” of value 10 varies between 

550 and 450 kW, while the regular simulation varies between 510 and 490 kW. Eventually, it was 

concluded that the results with and without the “Time Shrink Factor” have produced similar results 

for the heat transfer in areas close to the fire. Other results within the simulation such as smoke 

production and temperature within the room have been shown to be affected by the “Time Shrink 

Factor”. The simulations that utilized the “Time Shrink Factor” resulted in lower upper layer 

temperatures and less dense smoke, where the larger the “Time Shrink Factor” and the less the fire is 

steady, the more it affected the results. Therefore, this factor could be considered for use when the 

smoke production is not of interest and does not affect the concerned areas, and to be considered for 

use when the area of interest (wall heat transfer) is mostly near the fire, and not from the smoke 

interacting with the wall.  

2.2.2. Modelling main inputs 

Domain and cell size: The domain of each model was of 5.0 m × 6.0 m × 4.0 m (X, Y, Z) 

accompanied with a cell size of 0.06 m for the whole domain. Given the size of the domain and the 

limitations of the computational power available to the authors (noting that the simulations were using 
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8 meshes on the University of Edinburgh’s supercomputer “Eddie”, which consists of 7000 Intel 

Xeon cores), it was decided that a classic cell size sensitivity analysis for these simulations was not 

merited. A smaller cell size of 3 cm will increase the number of cells within the computational domain 

from 600,000 cells to around 5,000,000 cells which will dramatically increase the computational cost 

and makes much greater computational demands. The current cost of the 600,000 cells full simulation 

is around 72 hrs, using 8 cores on Eddie. Therefore, it was decided to choose the cell size based on 

the wood crib design and according to the method proposed by Kallada Janardhan & Hostikka [35]. 

A cell size check was however conducted using the method proposed by Ma and Quintiere 

[39]namely the D* method where D* is calculated via equation 7: 

𝐷∗ = (
𝑄̇

𝜌∞𝑇∞𝐶𝑝√𝑔
)

2
5⁄

           (7 )  

where D* is the characteristic length scale of the fire plume, 𝑄̇ is the HRR, 𝜌∞ is the ambient air 

density, 𝑇∞ is the ambient air temperature, 𝐶𝑝 is the specific heat of air and 𝑔 is the gravitational 

acceleration. Based on the D* the cell size to be used in the simulations, should be less than 0.1 D*. 

Assuming a HRR of around 3000 kW, the recommended cell size will be around 26 cm where the 

cell size used in these simulations (e.g. 6 cm) is around four times smaller. The D* also showed good 

performance with wood cribs modelling as reported by other researchers [40], [41]. This approach is 

similar to that by Cicione et al.[8] when modelled large scale ISDs, also Cicione et al. [14] conducted 

a cell sensitivity study to model the fire spread between multiple dwellings with very close conditions 

to the ones in this study and it was found that a 0.1 m cell size was fine enough to capture the gas 

layer temperature, heat fluxes to the surroundings and the lining materials burning behaviour. 

Simple pyrolysis model: The HRRPUA of the wood (Pine wood) and cardboard were taken from 

the previous cone calorimeter study [10] under the heat flux of 75 kW/m2 for both materials. The 

ignition temperature of the wood and the cardboard, was set to be 250 °C [42] and 260 °C [43] 

respectively. The heat of combustion was taken as 20 MJ/kg [44] for the dominating fuel (Pine wood). 

The chemical composition of the wood was set as input for the FDS as C3.4H6.2O2.5 [45] with a soot 

yield of 0.015 [46]. The accelerant/igniters (gasoline)’s HRRPUA curve used in the tests, was based 

on the early stage HRR curve of the tests in Wang et al. [26].Where a sensitivity analysis for these 

inputs has been discussed by Cicione [14]. 

Materials thermal and physical properties: The wood’s bulk density was chosen as 535 kg/m3 [44], 

which was adapted to 455 kg/m3 based on the cell size according to the method proposed by Kallada 

Janardhan & Hostikka [35], while the specific heat was assumed to be 1.3 J/Kg, and the conductivity 
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to be 0.2 W/m.K. The steel was assumed to have a specific heat of 0.6 J/Kg, conductivity of 45 W/m.K, 

density of 7850 kg/m3, and emissivity of 0.23 (new shiny galvanized steel sheets) [47].  

1-D conduction heat transfer: The steel sheets were of thickness of 0.5 mm which is also the 

thickness of the 1-D heat transfer model. Since the steel walls thickness (0.5 mm) was much less than 

the cell size, therefore, the walls back side condition was set as EXPOSED – FDS command – for the 

1-D heat transfer interaction between the two sides of the wall. 

The instrumentation: The thermocouple trees within the compartment were simulated using 

thermocouples of the same size (1.0 mm). The flow velocities were measured using a device with the 

quantity v-velocity, the TSCs were simulated using the device with the quantity radiative heat flux 

gas and the wall temperatures were measured using the wall and back wall temperature devices. The 

gas concentrations were measured with gas analysers for the O2 and CO2 at the same locations for the 

experiments.  

2.2.3. Boundary conditions modelling 

In this paper the main difference between the four cases is how the boundary/walls were modelled. 

In this section the boundaries of the three cases LK, CB and HI modelling will be explained. 

Leakage case (LK): the steel sheets corrugations are defined based on the width and the depth as 

presented in Figure 3 at which they are considered the main leakage area in the ISDs. In the 

experimental work, the corrugation dimensions used were around 0.07 m width and 0.025 m depth 

therefore the total area of each corrugation was approximated to 0.000625 m2. The effective 

corrugations for the leakage were assumed to be only the top ones between the ceiling and the walls 

because during the developed period, the hot gas escapes only through these corrugations due to the 

buoyancy effect. Additionally, it was observed that any external flaming (apart from that bursting 

from the window and the door) were through the top corrugations, as presented in Figure 3. Therefore, 

a total of 51 and 34 corrugations were assumed for the long (0.031875 m2) and short walls (0.02125 

m2), respectively.  
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Figure 3. LK case and corrugation dimensions 

Cardboard case (CB): the cardboard was modelled in the same way as for the wood with an adapted 

bulk density of 15 kg/m3. FDS usually holds one heat of combustion in the pyrolysis model, therefore, 

the burning rate of the cardboard was then multiplied by a factor equal to the ratio of the heat of 

combustion cardboard to that for the wood to compensate for the relatively low heat of combustion 

required to be used in the simulations (the heat of combustion of the cardboard is around 33 MJ/kg 

[48]). 

High insulation case (HI): to model the insulation the 1-D heat transfer of the wall was increased to 

0.14 m thick and the conductivity was increased to 0.035 W/m.K [49]. 

3. Sensitivity analysis 

In this section, the effect of the time-reduction parameter used in the model (Time Shrink Factor), in 

addition to the near-wall modelling methods, will be checked in a sensitivity analysis to ensure that 

the outputs of the modelling methodology to be used will be independent on both techniques. 

3.1. Time Shrink Factor 

A few trials were conducted on the NL case with different time shrink factors (0.0, 5.0 and 7.0), 

consequently, an acceptable of 5.0 was found to be used in all the simulations which accordingly 

reduced the overall computational time by the same factor. As shown in Figure 4(a), the total HRR 

curve is almost identical in the steady state for all the numerical cases while the time to flashover was 

accelerated by around 100 seconds with the 7.0 factor. In terms of the measurements, the hot gas layer 

temperature was the most affected value. As presented in Figure 4(b), FDS matched with the 
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experimental results at the steady state when using the factor of 5.0, with is deemed to be an 

acceptable value of variation of around +5 and 10%.  

 

Figure 4. The effect of the shrink factor on (a) the total HRR and (b) the hot gas layer temperature  

3.2. Logarithmic Law (Log-Law) of the Wall and near-wall turbulence model  

Three different methods were used to study the near wall heat transfer and turbulence behaviour, 

namely the default method of constant coefficient Smagorinsky with Van Driest damping for the eddy 

viscosity in the first off-wall grid cell, the near wall heat transfer treatment (Log-Law) and the near 

wall turbulence model (the damping function proposed by the WALE model). As presented in Figure 

5, both the Log-Law and the near wall WALE model did not affect the wall temperature in the NL 

case. The computational time was not affected, and might be effective when extra boundary 

conditions are added to the simulation (e.g. wind effect), therefore, it is still recommended to check 

the effect of these two models in future studies. 
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Figure 5. The effect of adding the near-wall treatment via the wall function 

4. Validation 

The validation process focuses on six different aspects for each case as follows: combustion 

efficiency, internal gas temperature, wall temperatures, flow through the openings, heat fluxes to the 

surroundings and the total HRR. The total HRR was measured using oxygen depletion calorimetry 

and the experimental apparatus was positioned under the hood. 

4.1. Gas concentration (gas analysers) 

Gas analysers were placed in three different locations in each test (top left back corner, top left front 

corner and at 10 cm from the top of the window), however, only one location will be presented for 

each case and more results are available per request to the authors.  

The back gas analyser for the NL case is shown in Figure 6 (a). FDS captured the O2 concentration 

accurately in terms of values and time and correctly estimating the rise in the CO2 values, however 

underestimated the concentration by around -33% (where % (under/over prediction) = [(Numerical 

value-Experimental value)/ Experimental value] *100). That was also found at the window LK case 

in Figure 6 (b), where FDS accurately predicted the time for the drop and rise in O2 and CO2 

concentrations, respectively, however, it underestimated the CO2 peak by around -27% and accurately 

captured the drop in the O2. The time and values of the cardboard and wood burning peaks in the CB 

peak in Figure 6 (c) at both ≈ 300 and ≈ 400 seconds respectively, were estimated well. O2 and CO2 

values in the HI case front location Figure 6 (d) were underestimated by around -27% but the time 

was accurately captured. Therefore, in general, FDS captured both the drop and rise time for the O2 

and CO2 concentrations respectively in all cases and all locations, and managed to capture the O2 

concentration values at the back of the compartment in all cases, but underestimated it for the front 
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and window location. This is believed to be due to the complexity of solving the mixing and 

turbulence occurring at these two locations.  

To further understand these slight variations, it is important to explain how FDS models turbulent 

combustion. Modelling chemical reactions in any turbulent flow is usually mathematically 

challenging due to the fact that the length and time scales associated with the reactions could be of 

orders of magnitude below what can be spatially and temporally resolved by this specific simulation. 

In complex reactions (where CO and soot occurs) FDS uses a simple mixing environment method to 

close the mean chemical source term and each computational cell will be considered as a turbulent 

batch reactor and the rate of mixing is dominated by turbulence. The basic idea behind the model in 

FDS is to consider the three physical processes of diffusion, SGS advection and buoyant acceleration 

and to take the fastest of these processes (locally) as the controlling flow time scale. One of the main 

parameters in this model is the LES filter width (Cell size) which directly affects the SGS model and 

eventually the mixing modelling. The mixing then determines the combustion rate, based on infinitely 

fast chemistry, that occurs in each cell. Therefore, using a cell size of 0.06 m3 affects the accuracy of 

the SGS model, the mixing and the combustion efficiency, and this could be the reason behind these 

variations between the numerical simulations and experimental results for the gas concentrations. All 

in all, FDS managed to, within tolerable accuracy, estimate the gas concentrations trends in the four 

experiments.  
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Figure 6. Gas concentrations for the four cases at different locations, (a) at the back corner NL case, 

(b) at the window LK case, (c) at the back corner CB and (d) at the front corner HI 

4.2. Internal gas temperature (TC trees) 

To cover all locations, only the top and bottom thermocouples in the four cases in four different 

corners (LB, RB, LF, RF), were compared with the results from the simulations to understand to what 

extent FDS managed to replicate the gas layer development. Figure 7 shows that the current model 

did not accurately replicate the growth phase (up to 200 seconds) in all the cases and that was expected, 

as there was not sufficiently accurate information/data about the igniters and the HRRPUA for the 

gasoline was estimated to the best fit. FDS, however, managed to capture the peak time for all of the 

thermocouples and in all cases and locations, quantitatively, it estimated accurately the top gas layer 

temperature, with underestimation of ≈ -15% at the left front location which is just behind the window 

- this could again be because of the limitations of the turbulence modelling and combustion accuracy, 

0

5

10

15

20

25

0 200 400 600 800 1000

%

Time (Seconds)

(a)NL (Back)

O2_Experimental O2_Numerical

CO2_Experimental CO2_Numerical

0

5

10

15

20

25

0 200 400 600 800 1000

%

Time (Seconds)

(b)LK (Window)

O2_Experimental O2_Numerical

CO2_Experimental CO2_Numerical

0

5

10

15

20

25

0 200 400 600 800 1000

%

Time (Seconds)

(c)CB (Back)

O2_Experimental O2_Numerical

CO2_Experimental CO2_Numerical

0

5

10

15

20

25

0 200 400 600 800 1000

%

Time (Seconds)

(d)HI (Front)

O2_Experimental O2_Numerical

CO2_Experimental CO2_Numerical



19 

 

as observed in the same location for the gas analysers. The lower thermocouple results were less 

accurate with under/overestimation ≈ ±20%, where these TCs were located just next to the wood cribs 

where all the cold air flow, the pyrolyzed gas release and the buoyancy effect occurs. This is expected 

to increase the turbulence/mixing challenges, however, the variation between the numerical and 

experimental results did not exceed an acceptable value (± 20%) given the low importance of the gas 

temperature at these locations. 

 

 

Figure 7. Top and bottom TCs for the for cases in four different corners, (a) NL Left Back, (b) LK 

Right Back, (c) CB Left Front and (d) HI Right Front 

4.3. Wall temperatures (TC walls) 
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In the experimental work, wall temperatures were measured using thermocouples (gas phase 

measurement) attached to the steel sheets (externally) via high temperature cement, while in FDS this 

was calculated using the wall temperature device which is a solid phase measurement. 

As expected and presented in Figure 8, FDS overestimated wall temperatures compared to that in the 

experimental work. This does not necessarily undermine the general capabilities of FDS as in the 

experiments a gas phase measurement device was used to give a solid phase measurement (wall 

temperature). On the other hand, FDS qualitatively captured the difference between the NL case, the 

CB case (with the peak due to the cardboard captured at ≈ 300 °C) and the HI case (with external wall 

temperature of ≈ ambient temperature).  

 

Figure 8. External wall temperature (middle of the right wall) 

4.4. Flow through the openings (flow probes) 

Modelling the velocity flow field through the compartment openings is quite challenging and this 

usually requires high resolution grids even for simple pool fire simulations. Due to the high turbulence 

at the openings, in this study capturing the exact velocity at each point along the height of the door 

or the window was challenging for the model under these conditions and using this cell size (e.g. 0.06 

m), the main emphasis will be on capturing the neutral plane of the door post flashover, which could 

give a rough indication for the ability of FDS to mimic the size of the external plume; additionally, 

the velocity of the flow at the top and bottom flow probes at the door in each case was compared to 

the experimental results. FDS managed to capture the neutral plane to be between FP-2 and FP-3 in 
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all cases and that was the case in the experimental work as presented in Wang et al. [26]. FDS 

managed to capture the flow velocity at the top FPs in the NL and HI cases with an accuracy of -20%. 

For the LK and CB cases, due to the leakage, the top FPs velocity is less than the NL cases by around 

3-35 m/s, FDS, however, did not manage to capture the effect of the leakage on the top FPs velocity 

as presented in Figure 9 (b),(c). 

 

 

Figure 9. Flow probes at the top and bottom of the door for each case (a) NL, (b) LK, (c) CB and 

(d) HI 

4.5. Heat fluxes to the surroundings (TSCs) 

The heat fluxes from the compartment to the surroundings were measured at nine different locations, 

however, in this paper, only two locations (at 2.0 m away and 1.6 m height from the door and the 

window) in each test will be presented, the rest is available upon request. As presented in Figure 10, 
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FDS estimated the heat fluxes from the window and the door for the cases with no leakage (NL and 

HI) and for the cases with the leakage (LK and CB) with an underestimation of ≈ 10% and ≈ 30%, 

respectively. Again, that raises the importance of modelling the leakage accurately and shows another 

affected end result in addition to the flow field through the openings. Furthermore, FDS apparently 

failed to capture the high heat flux peak for the cardboard burning at 200 seconds in the CB case, but 

this case is not of great importance given the rapid decrease in the value and that the fire spread 

between dwellings doesn’t depend only on an instantaneous heat flux, however, the heating time is 

more important.  

 

 

Figure 10. Heat fluxes for the four cases in front of the door and the window, (a) NL, (b) LK, (C) CB and (d) 

HI 

4.6. Total HRR (hood Oxygen calorimetry) 
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As per Figure 11 the total heat release rate was mostly overestimated by FDS and that was rather 

expected given the uncertainties associated with the oxygen calorimetry method in addition to the 

gases not being efficiently sucked into the large hood. That gave an overestimation of FDS by + 5 to 

25 %, however, FDS managed to adequately predict both the time to flashover and the 𝑞̇𝑓𝑜 for each 

case as presented in Table 2.  

Conventionally, the flashover time is defined as the time when the gas layer temperature reaches 

525 °C, which was believed to be enough for the gas layer to radiate around 20 kW/m2 to the floor, 

however, as it was found by Beshir et al. [23] that the re-radiation to the fuel package in compartments 

with thermally thin boundaries is not just derived by the interaction between the fuel package and the 

gas layer, but also by the hot boundaries (walls). Therefore, in this computational study, four heat 

flux measurement devices were placed in the four corners of the compartment and the time to 

flashover was defined as the time when these four devices reached 20 kW/m2. Temperature-wise the 

wall temperature (at the middle of each wall) at the same time (flashover-time) was captured 

numerically in order to define the critical wall temperature needed to achieve flashover. As presented 

in Table 2, the wall gas layer temperature needed to reach flashover in all cases ranged between 360-

460 °C, which means that flashover could occur with hot layer temperature around -32% or -40% less 

compared to the well-known 525 °C and 600 °C flashover criteria. As an overall observation and as 

presented in Table 2, numerically there is around +28% increase in the time to flashover when 

comparing the NL (thermally thin bounded) dwelling to the NL (thermally thick bounded) dwelling 

(e.g. experimentally there is 31% difference). This is considered a significant increase in time and 

would highly affect the fire spread rate between dwellings when looking at the fire spread in a large 

scale full informal settlement with hundreds of dwellings. 

The higher temperatures of the walls in the HI case is believed to be due to reduced losses to the 

outside and therefore the ability of the walls to store much more heat due to the insulation and in that 

case the wall temperatures rose much faster to values even higher than that of the hot layer 

temperature; this also explains the lower 𝑞̇𝑓𝑜  needed for the HI case. For the CB case the wall 

temperatures were higher due to the burning of the cardboard on the surface of the steel which simply 

increased the steel sheet temperature to around 600 °C, as presented in Figure 8 and then due to the 

enhanced losses, the temperature of the walls decreased to 470 °C up until flashover time, therefore, 

the cardboard flashover heated up both the walls and the fuel package which impacted the 𝑞̇𝑓𝑜 for the 

CB case, which meant that its value was reduced compared to the NL and LK cases.  



24 

 

 

 

Figure 11 HRR-time curves for all cases 

Table 2 HRR and time needed for flashover experimentally and numerically  

Case 𝒒̇𝒇𝒐Exp/Num  

(% diff) 

Time to 

𝒒̇𝒇𝒐Exp/Num  

(% diff) 

Wall 

temperature 

(°C) 

Top middle averaged gas 

layer temperature* 

 (°C) 

NL 2514 / 2527  

(- 0.5%) 

311/352  

(-13%) 

230 360 

LK 2674 / 2655  

(- 0.7%) 

355/351 

 (-1.2%) 

260 417 

CB 2392 / 2465 

(+3.0%) 

395/333 

 (-15.6%) 

450 477 

HI 2193 / 2093  417/391  550 459 
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(- 5.0%) (-6.5%) 

*Averaged on ±5 seconds around the time to flashover 

 

4.7. Short discussion 

To summarize, the LK case produces a higher peak HRR as the leaks provide extra ventilation for the 

unburned gases to vent to the outside and burn easily, so as a first attempt of comparison, the peak 

HRR is higher for the LK case. However, for the top gas layer temperature, the LK case experienced 

lower gas layer temperatures as it vents easily the hot gases through the top leaks and therefore (due 

to buoyancy) extra fresh air enters and also the top gas layer is not as thick and smoky as in the NL 

case. Lastly, we believe these factors drive the flashover time to be the fastest for the NL case (due 

to the confined hot gases at the top) and the average steady state HRR to be the lowest among the 

four cases for the NL case. Altogether, the NL case experienced higher gas layer temperatures and 

therefore a faster time to flashover, with lower peak and steady state HRR values. It also seems that 

the combustion efficiency is not the driving factor here, comparing the oxygen concentration for both 

cases at the back of the compartment, as it was found that the combustion efficiency is higher in the 

LK case. However, the NL case still achieves higher gas layer temperatures. Therefore –in these 

conditions- and based on the previous discussion, it is believed that the heat losses are driving both 

the gas layer temperatures and the time to flashover, rather than the combustion efficiency, in these 

compartments.  

5. Empirical correlation of the Heat Release Rate required for flashover  

Beshir et al. [23], showed that the main heat transfer parameter for the 𝑞̇𝑓𝑜 in compartments with 

thermally thin boundaries is the flow through the openings and the emissivity of the walls. It was also 

concluded that the empirical correlation for 𝑞̇𝑓𝑜 (e.g. MQH [24], using the updated heat transfer 

coefficient by Peatross and Beyler[25]) presented unrealistic values for compartment fires with 

thermally thin boundaries. An empirical correlation for 𝑞̇𝑓𝑜  was established for small scale 

compartments using a burner (ultra-fast fires) and it was found that this equation successfully 

describes the causation and correlation between 𝑞̇𝑓𝑜, emissivity, and ventilation factor [23]. This was 

a good step in studying the fire dynamics in compartments with thermally thin boundaries. However, 

it was established that the empirical values of this correlation did not hold in these large scale 

compartments with medium/fast fires (wood cribs). Therefore, an empirical correlation for estimating 

the 𝑞̇𝑓𝑜 for compartments with thermally thin boundaries, large scale and medium/fast growth fire is 

developed. The NL case was used to create an extensive parametric study based on a variety of wall 

emissivity and ventilation factors, as presented in Table 3 and  

Table 4, where the ventilation factor was increased by extending the width and the height of the door 

and window, respectively.  
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Table 3 Parametric study materials properties 

Material Thickness 

δ (mm) 

Emissivity 

ε 

Conductivity 

k (W/mK) 

Specific Heat 

Cp (kJ/kg.K) 

Density 

ρ (kg/m3) 

Stainless-steel lightly 

polished [34] 

0.5 0.19 14 0.5 8030 

Stainless-steel 

clean[ 32] 

0.5 0.26 14 0.5 8030 

Stainless-steel 304 

[34] 

0.5 0.54 14 0.5 8030 

Aluminium anodized 

[34] 

0.5 0.76 186 1.042 2770 

Asbestos [50] 0.5 0.94 0.58 0.873 1920 

 

Table 4 Parametric study ventilation factors 

𝒒̇𝒇𝒐 (kW) 

𝑽𝒇 (m5/2) Stainless-

steel lightly 

polished 

Stainless-

steel clean 

Stainless 

steel 304 

Aluminium 

anodized 

Asbestos 

2.88 2312 2354 2662 2800 3000 

3.23 2600 2642 2890 3200 3250 

3.59 2800 2818 3190 3400 3570 

 

As mentioned earlier, Beshir et al. [23] showed that the 𝑞̇𝑓𝑜 could be described for each case based 

on the emissivity and the ventilation factor, therefore, each material was used with three different 

ventilation factors and the 𝑞̇𝑓𝑜 was decided as the total HRR at the time when the four corner floor 

TSCs will reach 20 kW/m2. The parametric study results were then used to create an empirical 

correlation to estimate the 𝑞̇𝑓𝑜. The new correlation was fit to predict the 𝑞̇𝑓𝑜,where the non-linear 

regression was conducted using a IBM-SPSS software [51] and the inputs were taken from  

Table 4 as the following: 

𝑞̇𝑓𝑜 = 1442[𝜖𝐴𝑇𝑉𝑓]0.173         (8) 

Equation 8 was then used to estimate the 𝑞̇𝑓𝑜 for each case and compared to the numerical values 

from FDS. As presented in Figure 13 and Figure 13, it was found that the new empirical correlation 

fits with an accuracy ± 10% compared to the numerical results, while the empirical equations 

proposed by Beshir et al. [23] and MQH [24] presented unrealistic results compared to the results 
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from FDS. This inaccuracy was expected based on the limitations of these equations as mentioned 

earlier, where the updated MQH was based on a constant heat transfer coefficient by Peatross and 

Beyler which does not consider the thermal properties of the walls with ultra-thin thickness (e.g. 

0.5mm), while the equation proposed by Beshir et al. [23] was based on small scale compartments 

with ultra-fast fires. The empirical correlation was then tested using three simple numerical cases 

with stainless steel of 0.35 emissivity and the three ventilation factors (red crosses) and it was found 

that the correlation has an accuracy of ±2.5 %. It was established that Eq.8 has the same structure as 

the empirical correlation in [23] but with different empirical values to account for the difference in 

the compartments sizes and the fire type (e.g. ultra-fast fires or fast/medium fires).  

 

Figure 12. Onset flashover calculated via MQH [24] with the updated hk [25], Beshir et al.[23] and 

Equation 8  
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Figure 13. Empirical correlation accuracy 

6. Conclusions  

Numerical CFD simulations were conducted to undertake validation of the CFD model, FDS, with 

four ISO-9705 steel sheet bounded dwellings fire tests. The four dwellings varied based on the walls 

boundary conditions as follows: no leakage dwelling (NL), normal leaky dwelling (LK), leaky 

dwelling with cardboard lining (CB) and no leakage dwelling with high insulated walls (HI). The 

experimental measurements were compared to the numerical results for six aspects of compartment 

fire dynamics, specifically: gas concentrations, hot gas layer temperature, wall temperature, flow field 

through openings, external heat fluxes and total heat release rate. For more efficient numerical 

simulations, the models were built on different techniques with the aim of decreasing the 

computational time (e.g. Time Shrink Factor and modelling the wood cribs with coarser meshes). The 

flashover time in this study was defined as the time when the four corners in the floor reaches 20 

kW/m2. The conclusions of the study are as follows: 

- The numerical simulations reproduced the main fire dynamics and trends within these under-

ventilated compartments. 

- The gas concentrations were captured with accuracy varying between ± 30%, with the highest 

accuracy found to be at the back of the compartment and the lowest at the front and near the 

openings. This might be due to the presence of high turbulence at these locations and the need 

of high accuracy turbulence modelling to reproduce the mixing and eventually the combustion 

efficiency.  

2000

3000

4000

2000 3000 4000

O
n

se
t 

fl
as

h
o

v
er

 F
D

S
 (

k
W

)

Onset flashover based on equation 8 (kW) 

Empirical correlation (equation 8) accuracy

𝑞̇𝑓𝑜 = 1442[𝜖𝐴𝑇𝑉𝑓]0.173

±10%



29 

 

- The top gas layer temperature was well reproduced, with the lowest accuracy near the 

openings and the bottom gas layer temperature was found to be less accurately predicted by 

the model, which could be due to the ability of the model to capture the turbulence occurring 

at these locations. 

- The wall temperatures were overestimated by the model, this was expected as the 

experimental wall temperatures were measured using gas phase thermocouples attached with 

cement. 

- The leakage modelling was found to be effective on the end results, where the simulations 

overestimated the flow field at the top of the door for the LK and CB cases due to the 

inaccurate modelling of the leakage in these two cases. However, the flow field at the same 

location was well-replicated for the NL and HI cases. The same was found for the heat fluxes 

to the surroundings where the simulations accurately captured the heat fluxes from the door 

and the window for the NL and HI cases and underestimated that for the LK and CB cases. 

- 18 simulations were done as a parametric study to conduct an empirical correlation to estimate 

the HRR required for flashover (𝑞̇𝑓𝑜) for large scale compartments with medium and fast fires, 

where this empirical correlation was found to hold an accuracy of ±10%.  

- A new flashover criteria is proposed based on lower gas layer temperatures ≈360-460 (around 

30% lower compared to the used 525 °C) in combination with the internal wall temperature 

(≈250-550°C). 

Future research should be focused on enhancing the leakage modelling and further understanding the 

limitations of the proposed flashover criteria and the empirical correlation.  
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