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ABSTRACT

The main aim of this study is to analyze the joint effects of customer segmentation,
borrower characteristics and modeling techniques on the classification accuracy of a
scoring model for agribusinesses. To this end, we used data provided by a Chilean
company on 161 163 loans from January 2007 to December 2013. We considered
random forest, neural network and logistic regression models as analytical meth-
ods. Regarding borrowers’ profiles, we examined the effects of sociodemographic,
repayment behavior, agribusiness-specific and credit-related variables. We also seg-
mented the customers as individuals, small and medium-sized enterprises, and large
holdings. As the segments show different risk behaviors, we obtained a better per-
formance when we estimated a scoring model for each segment instead of using a
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120 D. Lazo et al

segmentation variable. In terms of the value of each set of variables, behavioral vari-
ables increased the predictive capability of the model by double the amount achieved
by including agribusiness-related variables. The random forest is the model with the
best classification accuracy.

Keywords: agribusiness finance; credit scoring; repayment behavior; random forests; logistic
regression.

1 INTRODUCTION

The main focus of this paper is credit risk assessment in the agricultural sector. We
use the definition of agriculture provided by the International Standard Industrial
Classification of All Economic Activities (ISIC); the definition includes crops and
livestock production, forestry, and hunting and fishing (Department of Economic
and Social Affairs Statistics Division 2016). Agricultural production is an inher-
ently risky business, the risks of which also affect the lenders who provide finan-
cial leverage to the sector. The variability of farm outputs is mainly explained by
production risk (Tiedemann and Latacz-Lohmann 2013), which comprises not only
financial risks but also damage by pests, diseases and weather effects that can result
in borrowers’ inability to repay their loans (Hazell 1992). Moreover, agriculture has
long production cycles, during which the market prices of agricultural products may
diverge rapidly from initial projections (Becerra 2004). Finally, agricultural lending
is subject to a relatively higher moral hazard risk, both because farmers have more
knowledge about their production risks than their lenders do and because information
about borrowers with low incomes, which is common in small farming, is difficult to
obtain (Becerra 2004).

Agribusinesses have a pressing need for funding in order to sustain their opera-
tions. Given that the production cycle can be a year or more, the necessary working
capital and the funding to acquire the supplies to operate within the cycle are usu-
ally achieved through loans. The providers of these loans must carefully control their
credit risk, yet detailed studies about how to deal with this risk are not common.

Most of the studies on credit risk for primary producers have used financial
ratios such as liquidity, profitability and leverage (Jouault and Featherstone 2011;
Miller and LaDue 1988; Novak and LaDue 1999; Rambaldi et al 1992). Gallagher
(2001) reported that the inclusion of nonfinancial agribusiness-related characteristics
brought significant improvements to the model. Hou et al (2005) included demo-
graphic statistics and loan information such as loan size and lending year, providing
a higher number of significant variables. Limsombunchai et al (2005) defined the
lending decision as a function of borrower characteristics, relationship indicators
and dummy variables about the agricultural sector and loan information. Aruppillai
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Credit scoring models in the agribusiness sector 121

and Phillip (2014) showed that considering socioeconomic characteristics, such as
number of family members, amount of loan disbursement and secondary education,
improves the efficiency of the lending decision.

In addition to choosing the variable sets to include, another important aspect of
credit risk assessment in the agribusiness sector is segmentation, that is, dividing
the clients into groups according to a specific variable or set of variables. In some
cases, using several scorecards on different customer segments provides better risk
differentiation than using just one scorecard on everyone (Siddiqi 2007). In credit
scoring for the agribusiness sector, there are various possible segmentations, eg, cur-
rent and noncurrent loans (Ziari et al 1995), loan size (Miller and LaDue 1988), type
of activity or produce (Bandyopadhyay 2008), or loan type (Bandyopadhyay 2008).

We performed a credit risk analysis on a data set provided by a Chilean company
that grants credit to farmers. This company is a major distributor of agricultural sup-
plies, machinery and services to support farmers (businesses and people) in Chile.
The company’s business has an important seasonal component. In effect, income
and costs are more concentrated in the second half of each year.

One of the most important services offered by this company is the granting of
credit to pay for supplies. The company gives financial alternatives that fit farmers’
needs, considering, for example, the seasonality of crops. To manage the credit risk,
the company has credit and collection policies that are controlled regularly, but it
does not have any automatic model to support the credit risk process.

The company offers installment loans in payment structures equivalent to agri-
cultural cycles, and most of them have terms of less than one year (99%). Around
90% of the loans are insured; however, depending on the credit policies, additional
guarantees, such as mortgages or personal guarantees, could be required.

There are a few studies on credit risk research in Chile. Romani et al (2002) used
different techniques to predict bankruptcy in Chilean companies and found that neu-
ral networks performed better than logistic regression and discriminant analysis. Fica
et al (2018) concluded that a credit scoring model allowed greater flexibility and
objectivity in the credit management process in a company dedicated to the produc-
tion, marketing and distribution of asphalt products in the southern zone of Chile.
Madeira (2019) indicated that the default rate of the total consumer loan portfolio of
all Chilean banks has a high covariance risk and recommended that banks reduce the
default rate of their loan portfolio by choosing customers that suffer fewer shocks
during economic downturns.

To the best of our knowledge, our study is the first to analyze the joint effects of
modeling techniques, segmentation and borrower characteristics on the performance
of scoring models in the agribusiness sector. Specifically, the borrower information
available constitutes sociodemographic and repayment behavior data in addition to
agribusiness-specific and credit-related variables. We use the data of a company that
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122 D. Lazo et al

grants credit and distributes supplies. Funding sources that also serve as input sup-
pliers (with multiple offices close to their customers) have the advantage of being
geographically close to customers and having a knowledge of different agricultural
specialities (ODEPA 2013).

Because the customers had different sizes of agricultural crops and varied
incomes, we could segment them and compare the different types of clients. We also
analyzed the effects of the available information on farmers, measuring the contri-
bution of these variables to default prediction. Finally, we examined the main classi-
fication techniques used in the industry and in the literature (Thomas et al 2017)
to understand the value of using a complex, nonlinear technique such as a neu-
ral network or a random forest, instead of a simpler technique such as a logistic
regression.

Each of these factors was a determinant in building an efficient model. In order of
importance, better information was, unsurprisingly, the top factor that can be used to
improve predictive models, followed by the choice of model (analytical technique)
and the segmentation (size of the company). One caveat relating to the last factor
is that holdings require their own model because they are structurally different from
both large (nonholding) companies and small farmers.

This paper is organized as follows. First, we review the literature on agricultural
credit scoring and explain the main financing sources available for farmers. Second,
we describe the data, and we present the main credit scoring methodologies. Third,
we show the empirical results. Finally, we draw conclusions, state the limitations of
the research and suggest directions for future work.

2 MEASURING CREDIT RISK IN THE AGRIBUSINESS SECTOR

Credit risk is the primary source of risk for retail-oriented financial institutions. Infor-
mation about past financial performance is the most critical signal that agricultural
borrowers can send to distinguish their level of credit risk (Miller et al 1993). How-
ever, data limitations are a major impediment in assessing farm financial performance
(Zhang and Ellinger 2006). Regarding small farmers, their business scale, geographic
remoteness, informal accounting practices, and business and financial risks indicate
high information needs in order to allow lenders to adequately manage credit risks
(Barry and Robison 2001).

Several studies have examined credit risk in agribusiness. A number of these stud-
ies used portfolio credit risk management models, seeking to estimate capital require-
ments for agricultural lenders. Katchova and Barry (2005) developed credit value-at-
risk methods to calculate probability of default, loss given default, and expected and
unexpected losses. Featherstone et al (2006) used credit scoring techniques to rate a
portfolio of loans. Sherrick et al (2000) and Dressler and Tauer (2016) developed
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credit risk valuation models for measuring credit risk to estimate expected and
unexpected losses. Other studies have assessed the credit risks of individual loans
through credit scoring models (Hou et al 2005; Miller and LaDue 1988; Novak and
LaDue 1999; Turvey 1991). However, the literature on credit scoring is very limited
compared with that on portfolio analysis (Thomas et al 2017).

With regard to credit models that have been used for assessing the agricultural
sector, those included are logistic regression (Durguner and Katchova 2007; Hou
et al 2005; Limsombunchai et al 2005; Miller and LaDue 1988; Novak and LaDue
1999; Rambaldi et al 1992; Römer et al 2017; Savitha et al 2016), discriminant
analysis (Bonazzi and Iotti 2014; Rambaldi et al 1992; Ziari et al 1995) and machine
learning techniques such as decision trees and neural networks (Limsombunchai et al
2005; Novak and LaDue 1999).

Logistic regression is a classic, and the most widely used, technique due to its sim-
plicity and explanatory power (Siddiqi 2017). Ziari et al (1995) found that both math-
ematical programming techniques and statistical models performed equally well and
that mixed integer-programming models perform better than parametric models. An
advantage of nonparametric models is that they can fit several distribution functions.
Further, when the data sample is small or if it is too dirty, nonparametric models such
as neural networks may generate better results (Gustafson et al 2005).

Logistic regression is the technique most frequently applied in agricultural credit
scoring (see Table 1), with isolated studies showing a comparison of similar general
linear classification techniques. Turvey (1991) used data from Canada’s Farm Credit
Corporation to compare the performance of four credit scoring models (linear proba-
bility model, discriminate analysis, logit and probit) and found similar classification
accuracies (between 71.5% and 67.1%) for these models. Nonlinear techniques have
also been benchmarked: Odeh et al (2006) compared logistic regression, artificial
neural networks and the adaptive neuro-fuzzy inference (ANFI) system to predict
default using data from the Farm Credit System in the United States, identifying
slight differences in prediction accuracies. ANFI gave better results than the other
methods, particularly in terms of sensitivity and specificity measures.

The types of variables used in the literature on credit scoring for farmers mainly
describe financial ratios such as liquidity, profitability and leverage (Durguner and
Katchova 2007; Jouault and Featherstone 2011; Ziari et al 1995); farmer characteris-
tics (educational level, age, goods, etc; Limsombunchai et al (2005)); farm character-
istics, such as types of crops and farm size (Limsombunchai et al 2005; Miller and
LaDue 1988; Novak and LaDue 1999; Onyenucheya and Ukoha 2007); and credit
features, including credit history (Aruppillai and Phillip 2014; Eyo and Ofem 2014;
Hou et al 2005; Jouault and Featherstone 2011). Other studies have used weather
data (Pelka et al 2015; Römer et al 2017) and variables related to the sustainability
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124 D. Lazo et al

of crops (Henning and Jordaan 2016). No studies have measured the relative impact
of these sets of variables; each study apparently used what was available to them.

Turvey (1991) stressed the importance of including qualitative and quantitative
attributes in credit scoring models. Gallagher (2001) indicated that a prediction
model without nonfinancial variables could have model misspecification issues. Zech
and Pederson (2003) identified the debt-to-asset ratio as a major predictor of repay-
ment ability. Zech and Pederson (2003) also argued that both the total asset turnover
ratio and family living expenses are strong predictors of the financial performance of
a farm. Further, it is a well-known fact that better sources of information are more
useful than better models when it comes to making predictions. This is discussed at
length in Baesens et al (2016) and shown empirically for newer so-called alternative
data in a peer-to-peer and retail credit risk environment by Calabrese et al (2019) and
Óskarsdóttir et al (2019).

In relation to the definition of default, the literature on credit scoring models for
agribusiness takes different approaches. Jouault and Featherstone (2011) used the
definition of ninety days past due, in concordance with the Basel Accords (Basel
Committee on Banking Supervision 2004). Miller and LaDue (1988) defined default
as whenever a loan was refinanced. An alternative to traditional credit scoring is to
use the coverage ratio directly as a measure of creditworthiness (Novak and LaDue
1994).

Regarding the purpose of the models, there are two categories: application scor-
ing and behavioral scoring. The former relates to the decision on whether to grant
the loan, and the latter is about the decision on the credit limit or new product
offers (when the credit is already granted). Most of the literature on credit scoring
for agribusiness is related to application scoring. Miller and LaDue (1988) evaluate
existing borrowers using only financial ratios; their analysis did not use behavioral
variables.

Table 1 presents a summary of previous work on lending in agribusiness, in terms
of model types, variables used and the country in which the study was conducted.
There are only a few analyses of all factors affecting the failure of farmers to repay, as
most studies focus on the analysis of different types of models or variables, without
considering the impact of the factors simultaneously. Limsombunchai et al (2005),
Eyo and Ofem (2014) and Savitha et al (2016) analyze two different models and
types of variables but do not take the size of the company and behavioral variables
into account. This paper presents a simultaneous analysis of the impact of the cre-
ation of specialized variables (agribusiness and repayment behavior), the type of
classification techniques and company size. We perform this analysis to determine
the most important factors when predicting the default of farmer debt and to make
recommendations to agricultural lenders in relation to credit risk.
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3 FINANCING FARMERS IN DEVELOPING COUNTRIES

According to Klein et al (2001), the types of rural lenders found in developing
countries are the following.

� Formal lenders: banks, agricultural development agencies, rural branches of
commercial banks, cooperative banks and rural banks/community banks.

� Semiformal lenders: credit unions, other cooperatives, semiformal local or
community banks and nongovernmental organizations (NGOs).

� Informal lenders: relatives and friends, independent moneylenders, rotating
savings and credit associations.

� Credit interconnected systems: suppliers of agricultural inputs/crop buyers,
and agroindustries.

The sources of formal financing, such as commercial banks, have a strong aversion
to lending to small farmers because of the characteristics of this sector, ie, relatively
higher and complex risk profiles (ODEPA 2009). Other sources of funding, partic-
ularly interconnected systems (suppliers of agricultural inputs/crop buyers), “have
an advantage in relation to customer closeness and knowledge of different fields,
attributes that are valued beyond the rate interest charge” (ODEPA 2013).

In the source country of our data, 17.9% of farmers use some form of credit to
finance their business (EME 2014). Table 2 shows the sources of financing used
by these farmers (ODEPA 2013). Most of the farmers chose bank credits (84.4%),
with the second most important source of financing corresponding to suppliers of
agricultural inputs (11.6%).

Using data from farmers seeking loans in credit interconnected systems can permit
the determination of relevant factors in this segment, with reference to their repay-
ment behavior. This is due to the knowledge of the agricultural area and the proximity
of these institutions to their customers.

4 DATA

This section describes the data set used in this analysis. In particular, we provide
details on the data preparation, and we present the variables used in the scorecard.
Moreover, we explain the transformations applied to the data.

4.1 Data preparation

We used data provided by a Chilean company that grants loans to farmers for the
supply of inputs and provides support services. The data was anonymized to protect
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TABLE 2 Number of farmer loans in Chile (original data from ODEPA (2013)).

Amount Share
Source (US$ million) (%)

INDAP (Agricultural 69.81 1.1
Development Institute)

Input suppliers 711.16 11.6

Agriculture contract 68.90 1.1

Commodity exchange 53.87 0.9

Foreign investment 39.51 0.6

Credit unions 11.35 0.2

Factoring 4.17 0.1

Subtotal 958.77 15.6

Banks 5192.60 84.4

Total 6151.37 100.0

customer confidentiality and identity. The data relates to 6658 customers who were
approved between January 2007 and December 2013. The data includes a subset of
customers’ application characteristics and full subsequent repayment behavior up to
December 2014. We considered a sample of 161 613 credit sales, splitting the data
set into three segments. The person (independent farmers) segment has 48 875 cases;
the company segment has 58 443 cases; and the holding segment has 54 295 cases.
The default percentage across the sample is 2.55%, and the rates by segment are
2.56%, 2.48% and 2.64%, for people, companies and holdings, respectively.

The data time period reflects an entire economic cycle, including the end of an
economic expansion, a recession and a recovery; thus, given that our objective is to
study the effects of our factors on modeling agricultural loans, we consider the data
both sufficient to cover the application of these technologies under most conditions
and robust to changes in the economic conditions. We can possibly extrapolate this to
multiple countries, as Chile is an upper-middle-income country with very large hold-
ing corporations (represented in the holdings data set) that are more competitive than
many companies from high-income countries (Schwab 2017). We also study small
farmers whose reality is much closer to that of a low-to-middle-income country; in
particular, we look at farmers within the supply chains of large companies (Reardon
et al 2009). The studies of small and medium-sized (SME) agribusinesses lie some-
where in the middle: they are much more representative of the Chilean upper-middle-
income reality, given that they are much more dependent on the local economy than
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large holding companies. Thus, we believe our data set and segmentation create an
interesting profile of the use of models for risk management in agribusiness and
represent different conditions and realities worldwide.

Best practice, according to the literature (Siddiqi 2007), is to consider default as
occurring when one payment is more than ninety days in arrears during the first
twelve months after granting the loan. We use the same definition for this study.
The ninety-days definition of the target variable corresponds to the definition of a
good/bad borrower within the Basel Accord (Basel Committee on Banking Supervi-
sion 2004): this considers an obligor “bad” if the bank determines that the obligor is
unlikely to pay its credit obligations, or if any material credit obligation is past due
by more than ninety days. The definition of default can be applied at the level of a
loan (a particular facility) for retail exposures, that is, a default by a borrower on one
loan does not imply that all other loans are in default (Basel Committee on Bank-
ing Supervision 2004). In this sense, the definition is applied at loan level because
most of the company’s loans can be classified as retail exposures, especially the loans
granted to people and small companies.

Given that some borrowers have a history with the company, we also need to study
past behavior during a set period of time. This requires setting up a performance
window during which each loan is studied: a period that, again, is usually considered
to be from six to twelve months. Considering the periodicity of crops, a twelve-
month performance window, by capturing an entire period, gives the best chance of
capturing the borrowers’ behavior.

We do not add macroeconomic variables to this study because the idea of the
model was first to consider the standard approach of estimating scores with no
macroeconomic variables in an unconditional model, and then to calibrate this model
over macro variables to meet the provisioning and capital requirements in the Inter-
national Financial Reporting Standard 9’s expected credit loss framework. In this
framework, the probability of default can be obtained by using internal historical
data adjusted by forward-looking information and according to different possible
macroeconomic scenarios.

In terms of data preprocessing, we removed variables that had low variability (if
more than 95% of the observations showed the same category) and more than 30%
of their values missing.

The variables selected for this study fall into the following categories.

� Sociodemographic variables: the region of the borrower’s residence; the eco-
nomic sector in which the farmer operates, according to the company’s internal
classification (agricultural and others); the level of purchases made during the
last year; and the type of client (person, company or holding company).

Journal of Credit Risk www.risk.net/journals



Credit scoring models in the agribusiness sector 129

� Agribusiness variables: the reported income of the borrower, the cost of oper-
ation, the types of crops (cherry, plum, corn, apple, walnut, meadows, wheat,
wine grapes and others) and information about the customer’s properties
(related to location, plantation area and number of properties).

� Credit variables: the attributes of the loan and the history of the customer in
the company (eg, the client’s length of tenure, the branch office region of the
credit application, the installment and loan amount, and the payment type or
term type according to payment frequency of the loan).

� Behavioral variables related to payment behavior, which can be divided into
three time windows: the last three months, the period of the last three to six
months and the period of the last six to nine months. As the values of behav-
ioral variables change over the performance window, we computed the maxi-
mum, the minimum, the average and the number of increments and decrements
in the standing balance and various ratios, such as amounts of arrears and days
in arrears.

In total, the data set is composed of five sociodemographic variables, seventeen
agribusiness-related variables, nineteen credit variables and forty-two behavioral
variables.

4.2 Variable selection and transformation

The variable selection process was developed in two stages. To test the indepen-
dence of the explanatory variables with the target variable, we used the �2 test for
categorical variables and the Kolmogorov–Smirnov test for continuous variables. We
removed the variables that did not show a relationship with the target variable at a
95% confidence level. Afterwards, we created clusters of the independent variables in
order to reduce the dimensionality of the data set using the ClustOfVar algorithm
(Brida et al 2014). This algorithm applies K-means clustering to categorical and
continuous variables using a synthetic variable calculated by principal component
analysis as a center (Kiers 1991).

We also performed a multicollinearity analysis by removing variables with a vari-
ance inflation factor higher than five (Mansfield and Helms 1982). Finally, we used
a stepwise selection procedure, and we removed the variables that had a significance
level higher than 0.05 in each iteration. We finally obtained thirty variables for the
whole sample, thirty-three variables for the data on individuals, thirty-two variables
for the companies and twenty-nine variables for holding companies.
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To normalize the data set and center it using a common scale, we applied the
weight of evidence (WOE) transformation on the variables, computed as follows:

WOEcv ;v D ln
�

DistrGoodcv ;v

DistrBadcv ;v

�
; (4.1)

where v is the index of the variables that are available, and cv is the index of each
variable’s categories. DistrGoodcv ;v and DistrBadcv ;v are the proportions of cases of
the attribute that belong to the good and bad classes, respectively, across the total
cases of the class. We used this transformation because it is a common procedure
in credit scoring models (Siddiqi 2007). To apply this transformation to the con-
tinuous variables, we discretized them using classification trees. For the categorical
variables, we aggregated categories in order to have at least 5% of the total cases in
each category.

The resulting data set is free of outliers, centered and discretized to better capture
behavior. We now proceed with the experimental design to test our hypotheses.

5 EXPERIMENTAL DESIGN

The experimental design of this study consists of a factorial experimental setup to
assess the effects of three different factors on the performance of default prediction
for farmers. The first factor represents the type of explanatory variables and consists
of four possible levels, given by the credit variables, the behavioral variables, the
sociodemographic variables and the agribusiness variables. This factor both reflects
the amount of information that a company must store and supports the complexity
analysis, since more complex patterns require more data; it also allows us to study
the diversity of these patterns. If more data sources are needed, it suggests that a mix
of different risks affects the ability of borrowers to satisfy their obligations.

Formally, let x be the set of all the independent variables, xag the subset of
agribusiness variables, xsd the subset of sociodemographic variables, xap the sub-
set of credit variables and xbh the subset of behavioral variables. We estimate the
probability of default P.y D 1 j x/ as a function of the four subsets of variables:

P.y D 1 j x/ D f .xag; xap; xsd; xbh/: (5.1)

The second factor of the experimental design concerns the classification tech-
niques. It has three possible levels, given by logistic regression, random forest and
neural network analysis. The main question to be answered by this factor is the rel-
evance of complex, nonlinear patterns in the behavior of the borrowers. If a more
complex model results in a much higher discrimination capacity, then we can con-
clude that there is a much more complex structure among the borrowers’ behavior,
which impacts the ability of small lenders to model risk effectively.
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The first model selected is given by logistic regression, a widely used approach
in credit risk analysis (Baesens et al 2003b). This model is the basic generalized
linear model and can correctly represent the relationship between linear combina-
tions of variables in the sample and the logit or the logarithm of the odds that a
borrower presents the event being studied (Hosmer and Lemeshow 2000). Formally,
the logistic regression models the probability of the event as

f .x/ D
1

1C exp.�ˇt � x/
; (5.2)

where x D .xag; xap; xsd; xbh/, the vector of the variables in the model, and ˇ is the
vector of weights that each variable has in the model.

We also use a neural network, a powerful but difficult to interpret nonlinear model
(Hassoun 1995) that can capture a more complex structure in a single expression.
We use a shallow model representation, which is effective when looking at general
nonlinear patterns in the data. We use one hidden layer as well as sigmoid transfer
and output functions in the architecture. The number of neurons in the hidden layer
is obtained by maximizing the area under the receiver operating characteristic (ROC)
curve (AUC) in a validation set.

The last approach is the random forest method, which is a robust alternative for
predicting default due to its ability to detect complex patterns following a deep analy-
sis of all the subsets of the input space (Breiman 2001). The random forest approach
combines decision trees so that they all use a separate sample of cases and vari-
ables simultaneously. This produces diverse trees that create, when evaluated jointly,
a very detailed analysis of the input space (deep search). A bootstrapped sample of
the data, usually of size 64.2%, for each tree as well as a sample of the variables,
usually 1=3, for each split within that tree is selected to train it. Assuming that each
tree produces a binary output given by oi , we can generate a valid output by simply
averaging each individual tree. As shown in Probst and Boulesteix (2018), the best
strategy for selecting the number of trees is to simply train as many as possible. We
chose a number of trees such that no improvement occurred in the out-of-bag sample
when adding a new one.

In previous studies, these three methods have been identified as the most accurate
for building credit scorecards for each level of complexity (Lessmann et al 2013).
The chosen models are from very different areas of the interpretability/complexity
spectrum. A logistic regression will only account for linear relationships between
variables; however, it will provide a very clear picture of the way the variables have
an effect on the target, in terms of both the magnitude of the impact and its direction,
that is, if a larger value of a given variable implies an increase or decrease in borrower
risk. A random forest is exactly at the other extreme, because the only information
that can be extracted is the contribution of each variable. This is done by comparing
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metrics (usually AUC or accuracy) between trees that include a certain variable and
those that do not. Neural networks lie somewhere in between because they are a
model represented by a unique function – as opposed to random forests, which are
ensembles of decision trees – and it is possible to extract rules from their output
(Baesens et al 2003a); otherwise, they are black box models. These three models
give a very broad picture of the technological abilities that are currently available
to extract patterns for structured data, and they allow us to profile the usefulness of
complex models versus simpler solutions.

The third factor represents the type of clients over three possible levels, given by
company, holding company or person. Here, a person is a customer who applies for
credit individually and is not associated with or does not belong to any company. The
remaining categories – enterprises and holding companies – are clients who represent
a company or a business organization that controls a number of companies. This
factor illuminates not only the differences that arise from multiple organizational
structures but also how their composition, from single farmers operating on their
own to large holdings, affects the lender’s ability to capture credit risk through a
statistical procedure. If each segment is completely different, then more scorecards,
and therefore more independent systems, need to be kept in parallel to serve the
customers. This, again, has managerial implications because the lender has a more
complex risk area, thereby increasing the cost of sustaining proper operations.

For each possible combination, we estimated a scoring model and computed the
AUC, a common index reported in the literature for analyzing predictive accuracy
(Lobo et al 2008) and for comparing the predictive capabilities of the model. In the
next section, we consider all the possible combinations given by a total of 135 models
(15 � 3 � 3).

6 EMPIRICAL RESULTS

This section presents the main results of the study in relation to the analysis of
the impact of various factors – explanatory variables, modeling techniques and
segmentation – in default prediction in the agribusiness sector.

6.1 Explanatory variables

After applying the WOE transformation, we analyzed the ability of the explana-
tory variables to predict the good and bad cases. We determined whether the rela-
tionship of the independent variable coheres with expectations. For each variable,
the information value (IV) was computed, a measure that comes from informa-
tion theory (Kullback 1997) and that reveals the predictive power of the attributes.
According to Siddiqi (2007), a variable is highly predictive if its information value
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is greater than 0.3. The results for all the customers are presented in Table 3.
We denote by “sd”, “ap”, “ag” and “bh” the sociodemographic variables, the
credit variables, the agribusiness variables and the behavioral variables, respec-
tively. We also report the strength of the relationship between each explanatory vari-
able and the dependent variable in Table 3 following Siddiqi (2007). The variables
ArrearsLast3M, Arrears3to6Months, TimelyPayLast3M, CropTypeG2 and Time-
lyInstLast3M, belonging to the behavioral and agribusiness groups, show the higher
information values. These results show that the behavioral variables represent the
strongest predictors of capacity to repay, as is the case in consumer lending. The
signal given by the most recent payment behavior (previous three to six months) is
of greater relevance within this subset. A more important variable for this segment,
highly ranked in the sample and with very strong explanatory power, is the type of
crop. This indicates that the seasonality of crops will be a very strong indicator of
future performance, but at the same time the inclusion of this variable brings the risk
that the model can be affected by an external impact on the crops (eg, a particular
climate event); thus, the predictive capability of the model might be affected. Usu-
ally, a recalibration using more recent data is all that is needed to recover from this
circumstance, so this risk should not discourage a potential user from including the
variable.

6.2 Predictive accuracy

Because the data sets were imbalanced with respect to the classes of the target
variable, we applied the synthetic minority oversampling technique (SMOTE), a
method that combines oversampling and undersampling to generate balanced data
sets (Chawla et al 2002). To avoid overfitting, we estimated the models and vali-
dated them both on an out-of-sample set, generated by randomly drawing 30% of
the customers, and on an out-of-time sample, given by the credit sales after January
2014.

Both neural networks and random forest analysis require tuning certain parameters
in order to find the choices that better represent the patterns in the data. Neural net-
works require the number of neurons in the hidden layer and the number of training
epochs, while random forests require the maximum depth per tree and the number of
variables per tree. These parameters are adjusted by grid search, finding the optimal
parameter for each of the 135 models using 20% of the training sample.

To measure the predictive accuracy, we used the AUC. This curve corresponds to
the plotted values of the probability of true positives (correctly predicted defaults)
and the probability of false positives (incorrectly predicted good loans), illustrating a
trade-off between the captured response fraction and the false positive fraction. Each
point on the ROC chart corresponds to a specific fraction of cases, ranked by their
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predicted value. The AUC is the probability that a randomly chosen positive case
is correctly rated; it comes with greater suspicion than a randomly chosen negative
case (Hanley and McNeil 1982).

The AUCs calculated for all combinations are reported in Tables 4, 5, 6 and 7. If
we constrain each model to include only one type of variable, then behavioral vari-
ables, followed by agribusiness-related characteristics, give the best performance. In
most of the combinations, the highest accuracy is achieved using information from
different groups of variables. For example, Table 4 shows that the higher AUC for all
customers for each modeling technique is achieved by using all of the explanatory
variables on the out-of-sample test set.

To measure the contribution of each group of variables in terms of performance,
we computed the normalized AUC, dividing the AUC by the maximum out-of-time
AUC for each segment. We show the results in Tables 8, 9, 10 and 11. In gen-
eral, behavioral variables increase the AUCs from 5% to 20%, whereas agribusi-
ness variables contribute from 5% to 10% in extra predictive capability. In particular,
behavioral variables show the highest impact on the AUC for all the customers in a
logistic regression model. We obtained similar results for all the other segments of
customers.

Applying segmentation to the customers can increase the AUC by up to 2.7% on
the out-of-sample data. Conversely, the accuracy decreases by 2.5% if the segmenta-
tion is implemented on the out-of-time sample, indicating that using a one-size-fits-
all model can deliver a more stable result. Tables 8, 9, 10 and 11 show that the best
model with all the available variable types is the random forest approach, followed
by the logistic regression approach. The neural network model shows the worst per-
formance on the out-of-time sample for all the customers, as is also displayed in
Figure 1.

In order to check the prediction stability for each of the applied techniques, using
the models that consider all the types of variables, we plotted the predicted default
rate of the models versus the real one. To check how the crop periodicity influences
the outcome, we used an out-of-time sample of one year. Based on a profitability
criterion, namely the expected maximum profit measure (Verbraken et al 2014), we
obtained the optimal cutoff point for each model.

The results can be seen in Figure 2. In general, the three applied techniques were
able to capture the default rate periodicity. The random forest technique gave the best
performance during all periods, with a default rate that was closest to the real default
rate.

To sum up, logistic regression performs well in predictive accuracy compared with
machine learning techniques (random forests and neural networks). While neural net-
works demonstrate good performance out-of-sample, they produce unstable results
in out-of-time samples. Random forests perform significantly better for out-of-time
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FIGURE 1 The ROC curves of all customers on an out-of-time sample for different
classification techniques.
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TABLE 8 Normalized AUC indexes, all customers, out-of-time sample.

Logistic Neural Random
Variables� regression networks forests

sd 0.677 0.693 0.670
ag 0.754 0.760 0.720
ap 0.781 0.784 0.783
bh 0.917 0.866 0.906

sd C ag 0.767 0.788 0.819
sd C ap 0.775 0.809 0.799
sd C bh 0.912 0.890 0.944
ag C ap 0.819 0.827 0.846
ag C bh 0.928 0.875 0.963
ap C bh 0.935 0.879 0.945

sd C ag C ap 0.815 0.819 0.881
sd C ag C bh 0.925 0.881 0.984
sd C ap C bh 0.928 0.892 0.961
ag C ap C bh 0.942 0.867 0.991

sd C ag C ap C bh 0.937 0.891 1.000

�The abbreviations sd, ap, ag and bh stand for sociodemographic variables, credit variables, agribusiness variables
and behavioral variables, respectively.

samples; this can be explained by the fact that random forests use multiple deci-
sion trees and different samples and variables to generate robust results and avoid
overfitting.
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TABLE 9 Normalized AUC index, people, out-of-time sample.

Logistic Neural Random
Variables� regression networks forests

sd 0.736 0.643 0.730
ag 0.841 0.774 0.798
ap 0.849 0.786 0.772
bh 0.890 0.893 0.916

sd C ag 0.848 0.846 0.923
sd C ap 0.875 0.799 0.860
sd C bh 0.902 0.887 0.845
ag C ap 0.885 0.766 0.916
ag C bh 0.943 0.896 0.903
ap C bh 0.914 0.963 1.000

sd C ag C ap 0.889 0.811 0.907
sd C ag C bh 0.942 0.886 0.891
sd C ap C bh 0.919 0.919 0.982
ag C ap C bh 0.945 0.892 0.971

sd C ag C ap C bh 0.951 0.935 0.958

�The abbreviations sd, ap, ag and bh stand for sociodemographic variables, credit variables, agribusiness variables
and behavioral variables, respectively.

TABLE 10 Normalized AUC indexes, companies, out-of-time sample.

Logistic Neural Random
Variables� regression networks forests

sd 0.656 0.653 0.658
ag 0.742 0.857 0.843
ap 0.731 0.733 0.715
bh 0.917 0.857 0.911

sd C ag 0.750 0.925 0.915
sd C ap 0.732 0.742 0.776
sd C bh 0.898 0.871 0.934
ag C ap 0.819 0.813 0.884
ag C bh 0.925 0.892 0.948
ap C bh 0.919 0.841 0.944

sd C ag C ap 0.813 0.784 0.965
sd C ag C bh 0.928 0.887 0.974
sd C ap C bh 0.913 0.829 0.954
ag C ap C bh 0.944 0.869 0.980

sd C ag C ap C bh 0.943 0.954 1.000

�The abbreviations sd, ap, ag and bh stand for sociodemographic variables, credit variables, agribusiness variables
and behavioral variables, respectively.
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TABLE 11 Normalized AUC indexes, holding companies, out-of-time sample.

Logistic Neural Random
Variables� regression networks forests

sd 0.665 0.666 0.665
ag 0.714 0.824 0.796
ap 0.694 0.674 0.693
bh 0.935 0.893 0.942

sd C ag 0.728 0.889 0.867
sd C ap 0.724 0.824 0.821
sd C bh 0.930 0.883 0.929
ag C ap 0.744 0.836 0.914
ag C bh 0.908 0.913 0.948
ap C bh 0.946 0.828 0.945

sd C ag C ap 0.759 0.784 0.926
sd C ag C bh 0.906 0.830 0.956
sd C ap C bh 0.939 0.853 0.960
ag C ap C bh 0.929 0.798 0.987

sd C ag C ap C bh 0.924 0.734 1.000

�The abbreviations sd, ap, ag and bh stand for sociodemographic variables, credit variables, agribusiness variables
and behavioral variables, respectively.

FIGURE 2 Default rate by month.
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TABLE 12 The most significant variables for the logistic regression model by segmenta-
tion of customers.

Variable
Variable group� All People Comp. Hold. Total

Arrears3to6Months bh 1 1 1 1 4
TimelyPay6Mto9M bh 1 1 1 1 4
ArrearsLast3M bh 1 0 1 1 3
TimelyPayLast3M bh 1 0 1 1 3
TimelyPay3Mto6M bh 1 0 1 1 3
RegionG1 sd 1 0 1 1 3
LevelPurchases sd 1 1 0 1 3
ArrearsIncreaseLast3M bh 1 1 1 0 3
Tenure ap 1 0 1 1 3
PropertyDistance ag 0 1 1 1 3
CropTypeG2 ag 1 1 0 0 2
Cost ag 1 1 0 0 2
CropsNumber ag 1 0 1 0 2
TimelyInstLast3M bh 0 1 0 0 1
TotalBalance ap 1 0 0 0 1
IncomeHectare ag 1 0 0 0 1
Income ag 0 1 0 0 1

�The abbreviations sd, ap, ag and bh stand for sociodemographic variables, credit variables, agribusiness variables
and behavioral variables, respectively.

6.3 Joint analysis of modeling techniques, explanatory variables
and segmentation

In this section, we use a different approach to measure the impact of each group
of variables on the performance of the model. Since the logistic regression is the
most widely used approach in the literature, we focus our attention on this model
for various segments of customers. We use the random forest approach to measure
the importance of each explanatory variable because this model performs an implicit
feature selection, using a subset of strong variables for the classification (Breiman
2004). In particular, the Gini criterion (equivalent to the AUC) is used for measuring
how well a split separates the samples in the two classes. The Gini criterion uses the
Gini index, which is often used as a measure of income inequality. This index can be
calculated as one minus twice the area between the Lorenz curve and the diagonal
line representing perfect equality (values in the interval Œ0; 1�). In this way, a higher
Gini index indicates greater discrimination between two classes.
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The random forest model provides two measures of variable importance: the mean
decrease Gini (MDG) and the mean decrease accuracy (MDA; Calle and Urrea
(2011). The MDG is the sum of all the decreases in the Gini impurity due to a given
variable, normalized by the number of trees. The MDA is the average accuracy of the
predictor minus the decrease in the accuracy after the permutation of that predictor.
We prefer using the MDG because its rankings are more robust than those generated
using the MDA (Calle and Urrea 2011).

Figure 3 displays the ranking of the fifteen most important variables from the low-
est to the highest MDG. For all the segments of customers, the crop type and the
term type (payment frequency of the loan) are the most relevant variables, followed
by various ones belonging to the credit and behavioral groups. The main differences
between the segments of clients, in relation to the importance of the variables, are
shown by the term type and purchase level. The term type is important for companies
and people, but not for holdings companies. In contrast, the purchase level is rele-
vant for companies and holding companies. Holding companies in particular show
more significant variables in the agribusiness group, which means that the economic
conditions related to crops are more prevalent in this segment than in the others. This
makes sense since the segment is oriented mostly to the SME, which tends to have
higher variability and perceived risk (Maurer 2014).

Table 12 shows that in logistic regression models the variables selected in most
cases belong to the behavioral set, followed by the sociodemographic characteristics.
Even if the agribusiness variables have been chosen in each segmentation, different
segments are related to different agribusiness variables. For example, the crop type
and the cost appear in the “people” segment, and the property distance shows up in
all three segments. This hints at a diversity among the different segments that needs
to be captured by different models.

Regarding neural networks, we used the variable importance method proposed by
Garson (1991). This method is based on connection weights to measure the relative
importance of the explanatory variables in relation to the response variable. Table 13
presents the most important variables for neural network models that consider all the
different types of variables. In this case, various sociodemographic and agribusiness
variables related to incomes are the most important in all segments.

Another conclusion that can be drawn is that the risk brought by the liability
amount is higher and relevant only for companies and holdings, since people tend to
have liabilities concentrated in a narrower and thus less significant range. However,
the term is far more relevant for people, which can be explained by the income uncer-
tainty brought about by the extended time between sowing and harvesting/selling
crops, which for small borrowers has far more of an impact on their solvency. This
also affects their liquidity in the face of unexpected events influencing profitability,
which is not the case when they are compared with companies.
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TABLE 13 The most important variables for the neural network model by segmentation
of customers.

Variable
Variable group All People Comp. Hold.

LevelPurchases sd 0.045 0.047 0.046 0.040
IncomeHectare ag 0.048 0.037 0.040 0.038
RegionG1 sd 0.041 0.036 0.038 0.037
CropTypeG2 ag — 0.040 0.043 0.039
CompanyTime ap — 0.046 0.043 —
PropertyDistance ag — 0.046 0.040 —
ArrearsLast3M bh 0.043 — — 0.039
RecentAccounts ap — — 0.034 0.042
RatioArrearsAmountLast3M bh 0.053 — — —
OfficeClientDist ap 0.047 — — —
Income ag — 0.042 — —
ArrearsAmount6Mto9M bh 0.042 — — —
OfficeRegion ap — 0.042 — —
Tenure ap 0.042 — — —
ProductGroupNumber ap — 0.041 — —
TermTypeG ap — — 0.041 —
Cost ag — 0.041 — —
TimelyPay3to6Months bh — — — 0.040
ArrearsAmount3Mto6M bh 0.039 — — —
PayAmount6Mto9M bh 0.039 — — —
ArrearsIncreaseAmount3Mto6M bh — — — 0.039
CurrencyG1 ap — — — 0.037
MinArrearsAmountLast3M bh — — — 0.037
PropertyLocationN ag — — 0.037 —
ArrearsIncreaseAmountLast3M bh — — 0.036 —

�The abbreviations sd, ap, ag and bh stand for sociodemographic variables, credit variables, agribusiness variables
and behavioral variables, respectively.

6.4 Cost–benefit analysis

This section presents an analysis of the costs and benefits of using the model. These
costs and benefits have been measured with a base scenario developed using Ver-
braken et al (2013) as a reference. The base scenario is the situation in which there
is no classification model. In the case of credit scoring, this scenario occurs when
all loans are granted; this comparison ensures consistency when evaluating different
credit scoring models (Verbraken et al 2014).
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We calculated the profit of using a model with the average classification profit per
borrower (Verbraken et al 2014):

P.t I b1I c0I c
�/ D .b1 � c

�/�1F1.t/ � .c0 C c
�/�0F0.t/; (6.1)

where functions F1.t/ and F0.t/ are the cumulative density functions of the scores
of the cases and noncases, respectively. The prior probabilities of classes 1 and 0 are
�1 and �0, respectively. In relation to benefits and costs, b1 is the benefit of correctly
identifying a defaulter, c0 > 0 is the cost of incorrectly classifying a good applicant
as a defaulter, and c� is the cost of the action. We used the methodology developed
by Bravo et al (2013) to calculate each of these parameters.
b1 is calculated as the fraction of the loan amount that is lost after default:

b1 D
LGD � EAD

A
; (6.2)

where A is the principal, LGD is the loss given default and EAD is the exposure at
default; c0 is equal to the return on investment (ROI) of the loan and is calculated by
the cost of the funds and all operational costs; and c� is assumed to equal 0 because
rejecting a customer does not generate costs.

The ROI of the company .c0/ is 0:05. Because the company does not have any sort
of advanced internal ratings-based approach (IRB), that is, its own internal estimates
of risk components (Basel Committee on Banking Supervision 2004), we set LGD
equal to 1, defaulting to foundational IRB parameters (which mandate LGDD 1 for
unsecured retail loans).

The results can be seen in Table 14. They demonstrate that making use of a model
leads to a utility greater than zero, that is, using a credit scoring tool is beneficial
in economic terms. Specifically, the technique that has the biggest total profit is the
random forest (RF), and the best profit per loan (granted loans) is achieved by logistic
regression (LR). In this sense, the technique can be selected according to the business
objective, costs and efforts of model development and implementation.

According to the results, using a credit score model is a good option in economic
terms, regardless of the technique chosen. Scoring models can be used at different
levels as a support tool in the lending decision, acting as everything from a guide to
classifying clients to the main method of evaluation by automatically accepting or
rejecting clients according to their credit. First, an easy-to-interpret model could be
better than a “black box” as a support tool in the loan decision. Logistic regression
is the most interpretable technique of the three analyzed, and this technique exhibits
a competitive performance compared with machine learning techniques. However,
the random forest approach is the most profitable option, despite the loss of inter-
pretability. Therefore, the decision concerning which model to use depends on the
purpose and the level of use of the credit score model.
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FIGURE 3 Importance of variables. [Figure continues on next page.]

0 100 200 300 400 500 600 700 800 900 1000

PropertyLocationN
AmountArrears3Mto6M

TimelyPay3Mto6M
TimelyInstLast3M

IncomeHectare
TimelyPayLast3M

TotalBalance
Income

ArrearsIncreaseLast3M
Arrears3to6Months

LevelPurchases
RegionG1

ArrearsLast3M
TermTypeG

CropTypeG2

Mean decrease Gini

(a) All customers

0 50 100 150 200 250 300 350 400 450

ProductGroupNumber
Income

NrTimelyLast3M
TimeInCompany

ArrearsLast3M
ArrearsDecrease3Mto6M

ArrearsIncreaseLast3M
Cost

LevelPurchases
AccountBalance

RegionG1
PropertyDistance

CreditOfficeG
CropTypeG2
TermTypeG

Mean decrease Gini

(b) People

-

-

-

-

-

----- ---- --

-

-

-

-

-

-

-

-
-

-

-

-

-

-

-

---- ---- --

-

-

-

-

-

-

-

-

-

-

soc
bh
ap
ag

soc
bh
ap
ag

The abbreviations sd, ap, ag and bh stand for sociodemographic variables, credit variables, agribusiness variables
and behavioral variables, respectively.

Another important cost to consider is the cost of implementation. This cost could
be divided into different aspects: computer infrastructure for the training model pro-
cess and for future evaluations, expert knowledge for building the model, and training
for the organization in order to properly use the credit scoring. This cost increases as
the complexity of the model increases.

A general recommendation is to start with an easy-to-interpret technique such as
logistic regression and then migrate to a machine learning technique. The random
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FIGURE 3 Continued.
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The abbreviations sd, ap, ag and bh stand for sociodemographic variables, credit variables, agribusiness variables
and behavioral variables, respectively.

TABLE 14 Profit by model.

Profit Granted Profit per
Model (US$) loans loan (US$)

LR 230 067 1995 115.32
NN 104 000 2120 49.06
RF 234 930 2554 91.99
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forest model is a good option because it offers a good performance and the possibility
of computing the importance of variables (mean decrease Gini and mean decrease
accuracy), and its training process is less complex than other techniques such as
neural networks.

7 CONCLUSIONS AND FUTURE WORK

The credit risk assessment for the agricultural sector shows specific characteristics
created by the uncertainty of successful crops and the lack of reliable information.
Using data provided by a Chilean company, this study shows that the repayment
behavior characteristics and agribusiness variables are some of the most important
aspects in causing farmer repayment defaults. Among these groups, the most relevant
variables are the days in arrears and the type of crop.

With regard to the chosen modeling techniques, the random forest approach shows
the best performance, followed by the widely used logistic regression model. There
is a 6% gain between the best logistic regression and the best random forest, which
suggests that the gain realized by exploiting more complex patterns is minor when
compared with the gain of using better variable segments.

Concerning the segmentation of customers, the model estimated on the out-of-time
sample of all the customers shows more stable results than those estimated on the
segments of borrowers (people, companies and holding companies). The main dif-
ferences between these segments are in the importance of the level of purchases and
the agribusiness variables. The results clearly show how the patterns are structurally
different among these segments, with some variables having distinct relevance. How-
ever, the predictive accuracy of a combined model is in line with a differentiated one,
so a lender who does not desire to obtain the relevant information that comes from
having various models for each segment may choose to use only one model while
their sophistication increases.

The previous result also leads to an interesting conclusion: given that we can draw
a parallel between the size of the company and the reality of different countries
(ie, the purpose of the loans, the type of borrowers and access to bank loans, among
other aspects), we can see that, in general, while the models need to be different
for each reality (ie, they require different variables), the statistical performance mea-
sures are similar. This is surprising, because one would expect that the greater data
availability of larger, more sophisticated companies would lead to better capabilities
to detect default, but the results seem to indicate that a dedicated lender who collects
correct data will be able to detect this correctly across many segments (ie, realities).

The main conclusion that can be drawn from this study is that a lender for agribusi-
nesses does not face an extremely different scenario from that of a traditional lender.
As long as the variables regarding the particular business are collected and care is
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taken regarding which segments the lender serves, it is possible to use existing credit-
scoring technologies without further complexity. Doing so should provide an equiv-
alent risk coverage to that of a lender serving a wider segment of the population and
not facing any additional risks. Coverage in this segment should, then, be equivalent
to that of other groups of the population.

Regarding the limitations of the study, two can be pinpointed. First, the database
probably underrepresents very-low-income and low-income countries. Even though
there are low-income agribusinesses present in the data, they are sophisticated
enough to gain access to formal suppliers, which occurs in low-to-middle-income
countries and above (Reardon et al 2009). Second, we are using traditional, struc-
tured databases without any unstructured data (eg, text, images, psychometric) that
would require more sophisticated machine learning approaches. If this data were
publicly available, perhaps the potential gains shown here could be more significant.

Future work could include additional factors in the analysis, such as the impact of
macroeconomic variables on the stability of the scoring models for the agribusiness
sector. Another future development could be to improve the estimates of the agricul-
tural incomes and costs to obtain estimates closer to actual values and to measure the
impact of these estimates on the performance of the model.
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