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A review of geometry optimisation of wave energy

converters

Garcia-Teruel, A.a,∗, Forehand, D.I.M.a

aInstitute for Energy Systems, School of Engineering, The University of Edinburgh,
Edinburgh, United Kingdom EH9 3BF

Abstract

Reducing the cost of energy of wave energy converters is key for the advance-
ment of the technology. The costs associated with the device structure show
the highest potential to achieve this reduction. For this reason, many hull ge-
ometry optimisation studies have been performed over the last 20 years, with
the aim of finding improved hull shapes, that maximise the power genera-
tion and minimise the costs. These studies have been performed for different
types of devices, applying a number of optimisation algorithms and repre-
senting power generation and costs with various strategies. The definition of
the optimisation problem and the use of the most suitable strategies is key
for a successful optimisation process, which will provide meaningful results
and support device design at early development stages. This paper reviews
all these different approaches, with a view to distilling the main findings
and best practices; it then formulates recommendations based on these. The
work is intended to serve as reference for any technology developer wishing
to perform wave energy converter optimisation and for any funding body
wanting to assess different device designs.

Highlights

� Wave energy converter hull optimisation results can be significantly
improved through the use of flexible geometry definitions, such as using
B-spline functions.

� The choice of optimisation algorithm and set-up should be used to
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improve computational time without reducing model accuracy.

� Annual energy production and surface area based objective functions
generate the overall most consistent and realistic shapes and perfor-
mance results.

Keywords: Optimisation problem, Hull geometry, Wave energy converter,
Device design, Cost of energy
Wordcount=9525 words
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Nomenclature Definition Unit
B Characteristic length of a device m
f Objective function NA
g Gravitational acceleration m/s2

g Set of equality constraints NA
h Set of inequality constraints NA
Hm0 Significant wave height m
n Design lifetime years
O(Hm0, Tz) Percentage occurrence of a sea state %
Pproxy Nomenclature used to indicate metric employing

power performance in combination with cost
proxy

NA

P̄ (Hm0, Tz) Mean power per sea state W
P̄overall Overall mean power W
P̄pm Power per metre crest width W/m
P̄q(t) Instantaneous available power from the PTO W
r Discount rate [%]
Te Energy period s
Tz Zero-crossing wave period s
C Damping matrix kg/s, (kg m)/s, and

(kg m2)/s
F Force vector N and Nm
K Stifness matrix kg/s2, (kg m)/s2, and

(kg m2)/s2

M Mass matrix kg, kg m, and kg m2

x Vector of decision variables NA
X Fourier transform of the position vector x(t) m

Ẋ Fourier transform of the velocity vector ẋ(t) m/s

Ẍ Fourier transform of the acceleration vector ẍ(t) m/s2

ρ Water density kg/m3

ω Wave frequency rad/s
Ω Solution Space NA
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Nomenclature Definition Unit
AEP Annual Energy Production MWh
BEM Boundary Element Method NA
CapEx Capital Expenditures e
COBYLA Constrained Optimisation BY Linear

Approximation’
NA

CW Capture Width m
CWR Capture Width Ratio %
FEM Finite Element Method NA
GA Genetic Algorithm NA
LCOE Levelised Cost Of Energy e/MWh
NPV Net Present Value NA
OpEx Operational Expenditures e
PTO Power Take-Off NA
RAO Response Amplitude Operator -
RMS Root Mean Square NA
RSM Response Surface Method NA
TPL Technology Performance Level -
TRL Technology Readiness Level -
WEC Wave Energy Converter NA

1. Introduction

Many different Wave Energy Converter (WEC) concepts have been devel-
oped in the past years, with the goal of finding an economically competitive
design, which at the same time enables maximal power extraction. One of the
biggest cost reduction potentials has been associated with the device struc-
ture. In a report from Sandia National Laboratories [1], optimised structural
design, and device size and shape were identified as two of the four most
promising pathways for cost reduction in the development of WECs. This
agrees with the SI OCEAN report [2], which identifies the structure and prime
mover to account for up to 31% of the average WEC lifetime costs. Other
techno-economic assessment studies classify the prime mover structure as the
biggest cost center, accounting, for example, for 28% of the manufacturing
costs in [3], and 32% of the Levelised Cost Of Energy (LCOE) in [4]. In the
former study, the structural cost is represented by the price per kilogram of
material and the volume of the device. In the latter, it is represented through
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a characteristic dimension of the device and the percentage of LCOE of the
prime mover costs. Already in 1996, French [5] had identified three main
measures for systematic WEC design1 which reflected the relevance of the
working surface area and the submerged volume, both defined by the WEC
hull geometry. More recently, the potential for economical benefit has also
been found in the optimisation of the interaction between WEC geometry
and control strategy [6].

The fact that high cost reduction potential has been associated with the
device’s structure, and the existing lack of consensus in the device design;
has revealed the need for inclusion of geometry optimisation studies to help
determine the device’s shape in the early stages of the design process. As a
result, many varied geometry studies have been performed in the past years
for different types of devices. These will be reviewed in this paper, with a
view to distilling the most successful approaches and best practices.

With this goal in mind, geometry and optimisation studies for other off-
shore applications are reviewed (section 2), the main characteristics of WEC
geometry optimisation are identified and characterised (section 3), and the
reviewed literature is sorted according to the identified characteristics (sec-
tion 4). Finally, recommendations for future geometry optimisation studies
based on the existing results are given (section 5 and 6).

2. Geometry studies in offshore applications

Geometry and optimisation studies have been performed in the past, not
only for WEC devices, but also for other offshore applications, which have
served as example and inspiration for some of the WEC geometry studies.
A reduced sample of these studies is reviewed here to give an overview of
common practices in related fields.

2.1. Design of ship hulls and offshore structures

Ship hull design and optimisation has been applied and developed for a
number of decades, and many different aspects have been investigated [7].
Clauss and Birk [8] optimised the shape of large offshore structures to improve

1The three measures include: 1) area ratio = area of working surface/total area of
surface, 2) amplitude ratio = amplitude of working surface/amplitude of wave and 3)
swept volume ratio = (0.5 × volume swept by working surface)/(total area of surface ×
wave amplitude)
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their seakeeping capabilities by introducing a so called ’significant double am-
plitude of overturning moment’. This is calculated from a response spectrum
corresponding to the wave spectrum and a significant force, in an analo-
gous manner to how the significant wave height is obtained from the wave
spectrum. This significant double amplitude was then used as the objective
function in an optimisation process to generate improved offshore structures
with reduced oscillatory motions. This method was applied to gravity base
structures, tension leg platforms and semisubmersibles, achieving a decrease
in overturning moment of up to 89% for a caisson semisubmersible. Later,
Birk [9] applied Genetic Algorithms (GAs) to geometry optimisation of off-
shore structure hulls. In that study, payload is maximised and downtime
(represented by the significant double amplitude exceeding operational re-
quirements limits) is minimised. The resulting optimal shapes show down-
time values between 9 and 11% and displacement to payload ratios between
5.7 and 6.5.

Manufacturability has been considered for ship hull design for many years,
where rolled mild steel sheets are the most widely used. Composite materials
have also been used for bulkheads and moulded hulls, where Glass Reinforced
Plastics (GRP) were used in 95% of these cases [10]. In [11], Letcher gives an
overview of ways of defining hull geometries using B-spline surfaces, among
other methods, and recommends the use of developable surfaces in hull design
for ease of manufacturing. How to use developable surfaces in hull design
was first described by Kilgore in [12] and has since been widely used for
ship hull fabrication [11]. Methods to ensure the smoothness of the surfaces
for aesthetic and manufacturing ease purposes have also been developed,
as reported in [13]. Most recent studies have then further investigated the
above concepts for their use in the Computer Aided Design and optimisation
processes [14, 15, 16, 17].

2.2. Wave energy converter design

Optimisation has been used in WEC design not only for finding suitable
hull shapes, but also for the design of other components such as the Power
Take-Off (PTO) system, or the mooring lines. An example of a PTO-system
optimisation was given by Nambiar et al. [18], where the optimal dimensions
of a hydraulic PTO-system (diameter of hydraulic piston, volume of the hy-
draulic accumulators and motors, and generator speed) were studied with
help of a wave-to-wire model. Extensive work has been undertaken in con-
trol system optimisation for WECs, where optimisation has been used in two
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contexts: to design the control strategy, for example, to determine single pa-
rameters such as the damping and stiffness of the PTO; or during the control
application to determine the output signal based on the input information,
such as in model predictive control. A very good overview of different control
strategies and of these two sides of optimisation within a controls’ context can
be found in [19]. Optimisation studies for mooring lines have not been done
so extensively, however, some studies exist which optimise mooring design
to maximise power [20] or minimise costs [21]. Analysing mooring dynam-
ics is computationally expensive and, for this reason, surrogate optimisation
methods were used in these studies. Another large field of study, where opti-
misation has been employed, is array layout optimisation. Some examples of
these studies are [22, 23, 24]. A preliminary study on the effect of device size
within the array layout has been presented in [25]. De Andres also analysed
the economically more suitable solutions for WECs regarding optimal device
size, in terms of rating and number of WECs within an array, for a specific
location [26].

In summary, the application of optimisation to WEC design has been ex-
tensive. The present review concentrates on hull shape optimisation studies,
due to the increased number of these types of studies in recent years, which
were motivated by the high potential for cost reduction associated to the
device structure.

3. Key elements of a geometry optimisation process

For a systematic analysis of the different geometry optimisation studies,
the key elements that describe such a process are identified. These elements
are introduced in detail in each of the subsections in order to provide a com-
mon basis of terminology and understanding to compare the different studies.
To begin with, the general definition and formulation of an optimisation pro-
cess are introduced.

In a single-objective optimisation process, the solution x that minimises
an objective function f(x), while fulfilling a set of equality constraints g and
inequality constraints h, is sought.2 Single-objective optimisation problems

2Normally optimisation processes are set up for minimisation problems. Maximisation
problems can just be rearranged into minimisation problems.
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can, therefore, be formulated as follows in the standard form [27]:

min f(x)

objective function:

decision variables:

equality constraints:

inequality constraints:

f(x)

x = {x1, ..., xk} ∈ Ω

gi(x) = 0 for i = 1, ..,m

hj(x) ≤ 0 for j = 1, .., l

(1)

In Multi-objective Optimisation Problems (MOPs), optimal solutions for
problems with various conflicting objectives (f1, f2, ..., fn) are sought. As op-
posed to the single-objective optimisation problems, not only one but multi-
ple solutions will be optimal depending on the importance or weight of each
objective function. The set of optimal solutions is represented through a so
called Pareto Front.

min f(x)

objective functions:

decision variables:

equality constraints:

inequality constraints:

f(x) = {f1, f2, ..., fn}
x = {x1, ..., xk} ∈ Ω

gi(x) = 0 for i = 1, ..,m

hj(x) ≤ 0 for j = 1, .., l

(2)

A solution x is feasible, if it fulfills all constraints g and h, while respecting
the decision variable bounds. Decision variable bounds define the limits of
the solution space Ω. General concepts for single and multi-objective opti-
misation are explained in the literature [28, 29, 30].

How objective functions, constraints and decision variables need to be
defined in a WEC geometry optimisation process is explained based on the
general flow diagram represented in Figure 1.
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Geometry Definition

Converged?

End
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solutions based on 

existing solutions

Yes

No

Figure 1: Representation of a WEC geometry optimisation process.

From this diagram, the following key elements that will characterise such
a process can be identified:

� WEC type - The choice of WEC technology to be studied can highly
influence all the other elements.

� Geometry definition - How the starting geometry and decision variables
are defined will influence the range of possible solutions, e.g. if a cylin-
der is used as the starting shape and its diameter and draft are chosen
as the decision variables, only cylinders of variable size can be solutions
of the optimisation process.

� Objective function - Depending on the metrics used as objective func-
tions; and the models, and assumptions used to calculate these metrics,
certain solutions will be favoured over others.

� Optimisation procedure - The choice of the optimisation algorithm for
each application will, firstly have an influence on the required com-
putational time, depending on the algorithm’s efficiency and this will
constrain what type of evaluation can be performed; and secondly, it
will affect the convergence of the process into more or less suboptimal
solutions.
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After identification of these key elements, each of them will be briefly
described and characterised in the following sections to enable the sorting of
existing studies. It should be noted that for the purpose of completeness,
not only geometry optimisation studies but what we will call ‘geometry com-
parison studies’ are also reviewed here. Geometry comparison studies do not
include an actual optimisation process, but compare a number of pre-defined
geometries or geometry variations. Studies using some type of parametric
search are also included under this definition. These two types of studies are
reported separately throughout this review.

3.1. Wave energy converter types

Different WEC types have been identified based on their working prin-
ciple and some examples and explanation of their respective characteristics
can be found in [31, 32]. Table 1 describes some of the main types and lists
some associated geometry comparison and geometry optimisation studies.
Generic versions of the considered WEC types are represented in Figure 2.
The structural components commonly considered for geometry optimisation
are shown in grey. Given the fact that many studies exist for floating devices
(categories A, B, C, E) and, in particular, point absorbers (A-C), more spe-
cific categories are considered here for these types of devices. Based on the
radiation type, a differentiation can be made between point absorbers (source
mode radiators) and quasi-point absorbers (dipole radiators). For the pur-
poses of generalisation and categorisation, here both types are referred to
as point absorbers. For categories not mentioned here, no geometry studies
were available to the knowledge of the authors.
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A B C

D E F

Figure 2: Representation of generic WEC types listed in Table 1. Their oscillation is
indicated with red arrows. In case F, the arrows indicate the air flow through the turbine.
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Table 1: Studied WEC types in geometry comparison and optimisation studies.

WEC
type
label

WEC type
description

Relevant
comparison
studies

Relevant
optimisation
studies

A point absorber -
single body -
floating

[33], [34], [35],
[36], [37], [38],
[39], [40], [41],
[42], [43], [26],
[44], [45], [46],
[47], [48], [49],
[50]

[51], [52], [53],
[54], [55], [56],
[57], [58], [59],
[60],[61], [62],
[63]

B point absorber -
single body -
submerged

[64], [65], [66] [67], [68], [69]

C point absorber -
two body

[70], [71], [72] [73], [74], [56],
[75]

D terminator -
hinged flap

[76], [77] [78], [79], [80]

E attenuator [81], [82], [83] [84], [85], [86]
F oscillating water

column
[87], [88], [89],
[90]

[91], [92], [93],
[94], [95], [96],
[97], [98], [99]

3.2. Geometry definition

Different geometry representations have been used to perform geometry
comparison and optimisation studies of WEC devices. Most studies can
be categorised within the geometry definitions represented in Figure 3 and
described in Table 2, although this categorisation applies mostly to floating
devices. The predominant wave direction in these studies is in the positive
x-direction.
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Figure 3: Overview of geometry definition options considered in the literature for WEC
devices.

The most studied device representation is the vertical cylinder heaving
buoy, where the chosen decision variables are usually the draft and radius,
however, other relations, such as the submerged surface to draft ratio [34]
have been investigated and further variables, such as the body and bottom
wall thickness, have also been considered [43]. Many variations of the vertical
cylinder type device have been examined (e.g. geometries (b)-(h)). The
most adaptable geometry definitions, in which the optimisation results can
show the largest variation in shape, were achieved in [53, 55] (i.e. geometry
(n)), followed by [57] (i.e. geometry (e)). In geometry (n), bi-cubic B-spline
surfaces were used to represent the submerged WEC hull and in geometry (e),
polynomial and Bézier curves were used for the axisymmetric WEC shape.
Following a similar idea, Fourier decomposition was used for a submerged
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heaving disc to parametrically represent the shape’s cross-section in [69].
In [63] it was found that using adaptable geometry definitions versus standard
shapes such as a sphere, a barge or a cylinder could result in an improvement
in objective function values of up to 224%.

Some interesting studies have also been performed on devices of de-
formable shape [66] and controlled geometry [77], where the aim in the latter
was to reduce the loads by varying the exposed surface area. In addition, de-
vices of variable size were studied in [41] from a perspective of their economic
suitability regarding site-specific natural frequency tuning.
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Table 2: Studies using each of the geometry definitions from Figure 3.

WEC
shape
label

WEC shape
description

Relevant
comparison
studies

Relevant
optimisation
studies

(a) vertical cylinder [34], [70], [36],
[64], [38], [40],
[41], [42], [43],
[44], [45], [47],
[49], [50], [72]

[52], [74], [56],
[58]

(b) vertical cylinder with
conical bottom

[35], [70],[36],
[74], [37], [45],
[47], [50]

-

(c) vertical cylinder with
concave bottom

[36] -

(d) vertical cylinder with
spherical bottom

[35], [36], [38],
[45], [47], [50]

-

(e) axisymmetric body
defined by polynomial

[46] [57]

(f) vertical cylinder with
truncated conical
bottom

[38], [71], [48] -

(g) vertical cylinder with
truncated concave
bottom

[38] -

(h) vertical cylinder of
variable inner or
outer crosssection

[70] -

(i) sphere [38], [37] -
(j) horizontal cylinder [81], [65], [37],

[82]
[67], [68],[51],
[78]

(k) horizontal cylinder of
variable outer
crosssection

- [54]

(l) barge or rectangular
shape

[48], [83] [91], [84], [51],
[86]

(m) flap [76], [77] [78], [79], [80]
(n) x-z plane symmetric

body defined by
spline surfaces

- [53], [55], [59],
[60], [61], [63]

(o) specific WECs [87], [81], [88],
[64], [39], [71],
[26], [46], [66],
[89], [72], [90]

[92, 93, 94, 95],
[51],[73], [85],
[96], [56], [97],
[75] [62]
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The final entry in Table 2 relates to studies of specific WECs, where
the basic shape of the device was given and certain parameters were varied,
such as with the SEAREV [51], the Columbia Power [85], and the IPS [56]
devices, or a simple scaling was performed, such as with the Reference Model
3 device [75].

3.3. Objective function

In an optimisation problem, the objective function represents the charac-
teristic that will be maximised or minimised depending on the values of the
decision variables. Different metrics can be used in one objective function
to represent the characteristic or the trade-off of characteristics that the de-
signer is interested in. In geometry comparison studies, the different designs
are also compared based on certain metrics depending on the purpose of the
investigation.

The Levelised Cost Of Energy (LCOE) is widely used in the energy gen-
eration industry as a metric that enables comparison between different tech-
nologies, based on their generation costs. It is also used within the wave
energy sector to compare different devices. The LCOE describes the ratio
of Capital (CapEx) and Operational (OpEx) Expenditures to the Annual
Energy Production (AEP), discounted to their Net Present Values (NPV),
through a discount rate r and a design lifetime n:

LCOE =
NPV(CapEx + OpeEx)

NPV(AEP)
=

∑n
t=0(CapExt + OpeExt)/(1 + r)t∑n

t=0(AEP)/(1 + r)t
(3)

However, given the lack of available costs information, it is difficult to use
this metric at early design stages. For this reason, other methods for quanti-
fying the trade-off between power generation and costs have been developed
with the goal of allowing device comparison.

From a techno-economic perspective, metric comparison studies were per-
formed by de Andrés et al. [100] and methods for economic assessment of
WECs were reviewed by Astariz and Iglesias [101]. Yu et al. [76] have pro-
posed a whole system economic model, however, only a few examples of
models aiming at a whole system economic evaluation exist, such as that
implemented by Teillant et al. [3].

From a power performance perspective, different metrics are applied to
eight different types of WECs in [102]. Additionally, different Technology
Readiness Levels (TRLs) have been identified at which different Technology
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Performance Levels (TLPs) can be expected. In [103] an overview of the
expected analysis methods and metrics used at each TRL is given.

3.3.1. Modelling methods

With the aim of introducing the various performance metrics used for
WEC geometry comparison, general numerical models and their differences
are specified in the following.

Assuming small harmonic oscillations, the WEC response can be calcu-
lated for single wave frequencies (ω) in the frequency-domain, and the oscilla-
tions for multiple wave frequencies can then be linearly superposed to obtain
the response in irregular seas. The frequency-domain equation of motion for
a WEC oscillating in six degrees-of-freedom can be written as equation (4):

−ω2MX̂ = F̂ex + F̂H + F̂rad + F̂PTO + F̂m + F̂loss

= F̂ex −KHX̂− (−ω2MradX̂ + iωCradX̂)

− (−ω2MPTOX̂ + iωCPTOX̂ + KPTOX̂) + Fm + Floss,

(4)

where M is the mass matrix and X̂ = X̂(ω), iωX̂ = iωX̂(ω) and −ω2X̂ =
−ω2X̂(ω) are the Fourier transforms of the position x(t), velocity ẋ(t) and
acceleration ẍ(t) of the device, respectively. ˆ indicates complex amplitude.
The device oscillations are influenced by a set of forces: the wave excitation
force F̂ex, the hydrostatic force F̂H , the radiation force F̂rad, the PTO force
F̂PTO, the mooring force F̂m and a dissipative force representing friction
losses F̂loss. The hydrostatic force can be represented through a hydrostatic
stiffness KH based on the Archimedes principle; the radiation force is com-
posed of an added mass Mrad and an added damping Crad terms; and the
PTO force can have a different number of components, depending on the
control strategy employed. To include friction losses in a simplified manner,
the dissipative force F̂loss can be represented through a damping term Closs

as in [104]. When the device oscillations are normalized by the incoming
wave amplitude, they are called Response Amplitude Operator (RAO).

The mean power absorbed by the PTO over a sinusoidal wave cycle is
given by :

P̄ =
1

2
ω2X̂

T
CPTOX̂

∗
, (5)

where X̂ is a 6×1 column vector, T indicates transposed and ∗ the complex
conjugate. The value obtained through this power calculation at the reso-
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nance period is called the maximum absorbed power. This is an indicator of
the mean unconstrained power for a given sea state.

To obtain the irregular-sea response time-series of mode i from the frequency-
domain analysis, the sum over all considered spectral frequency components
ωk can be taken:

xi,q(t) =
N∑
k=1

(
|Xi(ωk)|cos(ωkt+ ψk,q + ∠Xi(ωk)

)
; q = 1, .., Q; i = 1, .., 6,

(6)
where ψk,q are a set of random phase shifts and Q denotes the number of
random realisations of the same irregular sea state. Obtaining a time-series
from a frequency-domain formulation will be referred to here as pseudo time-
domain model. This analysis can be performed with a certain frequency step
(∆ω) for a maximal non-repeating time series of duration 2π

∆ω
. In this case,

the instantaneous available power from the PTO is calculated using equation
(7).

Pq(t) = ẋTq (t)[CPTO]ẋq(t). (7)

With this formulation, stroke and rated power limits can be considered,
for example, by setting the instantaneous power to 0 or to its maximum,
respectively, if these limits are exceeded (as in [55]), without need for a proper
time-domain analysis. This means that Pq(t) is only an approximation to the
actual instantaneous constrained power. In some studies, the square of the
velocity ẋq(t) is used to represent the instantaneous power, such as in [38, 40].
This is because following equation (7) the absorbed power is proportional to
the velocity squared. However, as can also be seen from equation (7), using
only the velocity squared to represent power does not take into account the
PTO absorption capabilities and possible changes in the control strategy
defined through tuning of the PTO damping coefficient (CPTO).

Alternatively, to be able to account for non-linear effects, such as viscous
drag, or specific PTO-control strategies, a pure time-domain formulation
is required, as represented by equation (8). This formulation is based on
Cummins formulation [105], which assumes that the hydrostatic and hydro-
dynamic forces are linear.

(M + Mrad(∞))ẍ(t) = Fex(t)−KHx(t)−
∫ t

0

Krad(t− τ)ẋ(τ)dτ + FPTO(t).

(8)
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In equation (8), Mrad(∞) is the added mass matrix at infinite frequency
and Krad(t) is the radiation impulse response function, which is the inverse
Fourier transform of the radiation impedance function Crad(ω) + iω(M(ω)−
Mrad(∞)). The radiation convolution term

∫ t
0

Krad(t− τ)ẋ(τ)dτ can be
computationally demanding to calculate and is often replaced by an ap-
proximating state-space model, which is obtained either by Time-Domain
Identification (TDI) (e.g. Prony’s method) or Frequency-Domain Identifica-
tion (FDI) [106]. The instantaneous power is then calculated by inserting
ẋ(t) from equation (8) into equation (7).

The overall mean annual power is obtained by summing, over all sea states
(with a sea state represented by Hm0 and Tz), the product of the percentage
occurrence of a sea state O(Hm0, Tz) and the mean power produced in that
sea state P̄ (Hm0, Tz) (see equation(5)). That is, the overall mean power is
given by the expression below.

P̄overall =
∑
Hm0

∑
Tz

O(Hm0, Tz)P̄ (Hm0, Tz), (9)

The Annual Energy Production (AEP) is then obtained from P̄overall by mul-
tiplying it by the number of seconds in a year. These two measures are
grouped here under the term AEP for generalisation purposes.

A review of wave energy theory is provided in [107], where modelling
approaches for coupled resonant systems are introduced. For the specific
modelling of oscillating water columns refer to [108].

Regarding the representation of the WEC deployment site, different ap-
proaches have been used. The least computationally demanding and most
simple approach is to analyse the performance of the device in regular waves
with a specific period and wave height, such as in [43]. Alternatively, irregu-
lar waves can be represented by the superposition of regular waves. Different
techniques have been employed to reduce the required computational time,
such as: representing a sea state by a regular wave with a characteristic
wave height and period that match the sea state wave energy and power
obtained from an irregular wave representation [56], or by using occurrence
matrices with reduced number of sea states [74, 56, 96]. Goggins et al. [38]
compared the preferred shapes resulting when using the single year versus
a three-year averaged scatter diagram for the AMETS site. The optimal
shape for the single year and the averaged scatter diagrams was, however,
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the same: a hemispherical-bottomed cylinder. The sensitivity of the opti-
mal design parameters to the use of single sea-states or a combination of
three sea-states was investigated in [93]. Multidirectional waves have only
been considered by Esmaelizadeh et al. in [69], where the effect of using
regular and irregular, unidirectional and multidirectional waves for one sea
state on optimal wave energy converter shapes was studied. Asymmetrical
butterfly-like shapes were preferred when multidirectional sea conditions with
an asymmetric angular distribution of the incident waves were considered.
Otherwise, symmetrical shapes were selected through the optimisation.

From a hydrodynamic model point of view, the simplest approach is to
use a frequency-domain method, with which PTO-stroke and power rating
constraints, and viscous and non-linear forces are not considered [54]. A
pseudo time-domain calculation that includes PTO-stroke and power rating
constraints was used in [55]. Time-domain models allow for consideration of
real PTO-systems [56], but if based on linear wave theory do not allow for
consideration of extreme sea conditions. Through inclusion of an additional
quadratic damping term based on Morison’s equation, viscous effects can be
represented, as done, for example, in [102].

3.3.2. Example metrics for geometry evaluation

Based on the above definitions and modelling methods, different relation-
ships have been used to represent power performance:

1. Capture Width (CW) is defined as the ratio of average absorbed power
P̄ to the wave resource, represented by the power per metre crest width
Ppm, and therefore has units of length:

CW =
P̄

Ppm
, (10)

where Ppm =
ρg2TeH

2
m0

64π
for deep water. (11)

Here ρ is the water density, g the gravitational acceleration, Te the
energy period, and Hm0 the significant wave height. CW according to
equation (10) is defined for a particular sea state. To calculate CW at
a particular location the CW values of a given sea state are multiplied
by the corresponding sea state occurrence and added over all sea states,
similarly as done to calculate the overall power in equation (9).
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2. The Capture Width Ratio (CWR) is defined as CW divided by a
characteristic length of the device B. What should be considered
as the characteristic length for different types of devices is described
in [102, 109]. Although when compared to CW, this measure takes
into consideration device size in the objective function, and this avoids
the optimisation from converging to very big devices, the definition of
a characteristic length for different types of devices is not straightfor-
ward. The CWR for a particular location rather than for a single sea
state is calculated as described for CW.

CWR =
P̄

PpmB
(12)

3. For two-dimensional problems (e.g. devices in a flume, a terminator
that is infinitely long, or an infinitely long row of devices aligned per-
pendicular to the wave direction), a measure of efficiency η based on
the far-field radiation can be used [110], [33], [39]. If the device oscil-
lates in a single mode i, equation (13) applies, where the ratio of the
radiated wave amplitude upstream (A−

i ) and downstream of the device
(A+

i ) is employed. This is based on the understanding that if the radi-
ated wave amplitude downstream of the device is zero, and waves are
radiated upstream of the device, the efficiency would be 1. If the de-
vice is symmetric front-to-back the maximum efficiency would be 0.5.
In this case, 0 ≤ η ≤ 1. For devices oscillating in multiple modes of
motion, the general form defined by Falnes in [111] applies.

η =
1

1 + γ2
with γ =

∣∣∣∣A+
i

A−
i

∣∣∣∣ . (13)

To account for costs in the objective function, various cost proxies, such
as mass, volume or surface area, etc., have been used. Studies which use
similar proxies have been grouped together and labelled by the symbol Pproxy.
Here P can stand for the absorbed energy [Wh] or power [W] and studies
in the Pproxy group either use P

proxy
for the objective function or, in the case

of multiobjective optimisation, they could use P and proxy individually, or
multiple ratios simultaneously. The proxies that have been considered are:

1. Mass (i.e. the group Pm), where the characteristic [102, 76], or the
displaced mass [51, 57] have been employed.
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2. Volume (i.e. the group PV ), where the total [43] or the submerged
volume [55, 74, 73, 56] have been used.

3. Surface area (i.e. the group PS), where the characteristic [102], sub-
merged [78, 58] and total surface area [86, 54] have been employed.

4. PTO force (i.e. the group PFPTO) has been used in [102] to represent the
efficiency of mechanical to electrical power conversion in terms of its
RMS value. Additionally, the reaction forces on the hinge of a pitching
device were used in the objective function to be minimised in [78].

5. Displacement (i.e. the group PRAO), where the RAO has been used to
constrain the maximal oscillation. McCabe et al. include oscillation
velocity, as a representation of the excursion, in the denominator of
the objective function to be minimised in [53]. In [55] McCabe uses a
different strategy calculating a time series of the oscillation to constrain
the total stroke. In contrast, some studies with more simple objective
functions have aimed at maximising the oscillation as a representation
of the power, such as in [38] and [40].

A preliminary study comparing the use of different objective functions in
WEC hull geometry optimisation was presented in [61], where it was found
that surface area was a better representative for costs than volume when
using a flexible geometry definition (such as in geometry (n) in Figure 3).
However, when using simple shapes little difference was found in the opti-
misation results when applying volume versus surface area based cost prox-
ies [58]. Mass and volume can be considered equivalent in this context, given
that the displaced water mass can be represented through the submerged vol-
ume and the density of water. Where the RAO has been used to constrain
the stroke of oscillation, this is comparable with studies aiming at minimisng
PTO force, as mentioned in [112]. The efficiency and effectiveness of these
latter methods to generate shapes with increased PTO reliability is not clear.

Overall, the use of AEP or mean annual absorbed power rather than
CW, CWR, oscillation RAO or velocity is preferred. This is because: 1)
the behaviour of the device is highly dependent on the resource and eval-
uating a device at a single wave height and period is not representative of
its behaviour in a real sea. Optimisation procedures using these approaches
tend to converge to devices with a natural period equivalent to the studied
wave period (e.g. [70]). 2) the device performance will vary depending on
the power absorption capabilities of the device. This cannot be taken into
account when using RAO or velocity. Even if an optimal control is used as
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in [55], rather than a more realistic control as suggested in [6], this allows to
consider an upper limit of the AEP. 3) certain measures of the device, such
as the submerged volume, can be constrained to avoid the optimisation on
converging towards very big or very small devices, depending on the objective
function. In this way, the use of device dependent measures in the objective
function, such as the characteristic length, can be avoided.

Additional effects that have been considered for their impact on costs
are the loads on the device structure. The simplest way to study hydrody-
namic loads is by analysing the pressure distribution on the structure from
Boundary Element Method (BEM) based analysis results. In this way, hy-
drostatic and hydrodynamic pressures on the surface can be calculated for
small incident waves and device oscillations [76]. To consider further struc-
tural requirements and extreme load cases, Finite Element Methods (FEM)
have been used, for example in [37] or in [113, 114, 115], where different mod-
elling methods for extreme, structural and design loads are investigated. An
example comparison of two different float and mooring system combinations
based on structural and extreme loads is given in [48]. Very general guide-
lines for structural assessment of WECs have been given in [116] and device
specific studies are only available for the Pelamis [81] and SeaWave [82] ma-
chines, where the suitability of different materials was investigated. A more
recent review of structural integrity analysis methods for WEC design was
published by Coe et al. [117]. Some of the methods reviewed in this study
have been implemented in the WDRT toolbox [118]. These types of struc-
tural loads have not been considered within hull geometry optimisation. A
method offering the right trade-off between computational accuracy and time
needs to be found for this purpose.

Other factors have been considered for their influence on the optimal
device shape. A preliminary study on how to include material choice and
manufacturability considerations in WEC geometry optimisation processes
was presented in [59], which includes considerations from ship hull design for
manufacturability [12] using developable surfaces. The effects of the chosen
modes of motion for energy extraction on optimal geometries were also stud-
ied in [60]. These modes were shown to have a large impact on the preferred
shapes, which tended to show increased surface areas perpendicular to the
modes of motion for power extraction.

An overview of the metrics involved in geometry comparison and geome-
try optimisation studies is given in Table 3.
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Table 3: Studies using each of the described metrics in their objective functions.

Metric Description Unit Relevant
comparison
studies

Relevant
optimisation
studies

AEP Annual Energy
Production

[kWh], [kW] [26], [72] [51], [85], [96],
[55], [59], [60], [63]

P̄ Mean power [kW] [34], [65], [71],
[47], [83]

[52], [69]

η Efficiency based
on radiated field

[%] [33], [39] -

CW Capture Width [m] [46], [66], [50] [91]
CWR Capture Width

Ratio
[%] [87], [35], [70],

[65], [64], [41],
[43], [77], [26],
[45], [89], [80],
[83], [49], [72]

[84],
[92, 93, 94, 95],
[68], [79], [62]

Pm Performance per
unit mass

[kWh/kg] or
[kW/kg]

[76], [41], [48] [97], [57], [62]

PV Performance per
unit volume

[MWh/m3] or
[MW/m3]

[88], [42], [43], [44] [73], [74], [55],
[56], [75], [58],
[59], [60], [63]

PS Performance per
unit surface area

[MWh/m2]
[MW/m2]

[88], [48] [86], [54], [78],
[58], [63]

PFPTO Performance per
unit PTO force

[kWh/N] [102] [78]

PRAO Performance per
unit
displacement
characteristic

varies - [53]

RAO Response
Amplitude
Operator

[36], [66],[50] [51]

Ẋ Velocity [m/s] [38], [40] -
F Loads [N] [81], [37], [77],

[82], [48]
-
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3.4. Optimisation procedure

Different optimisation algorithms exist to find solutions to both single
and multi-objective optimisation problems. Exact methods obtain optimal
solutions and can guarantee their optimality (e.g. the pattern search, and
simplex methods). These include gradient-based methods, which require the
objective function to be differentiable, but also direct search methods, which
are gradient-free. Approximate methods can find good solutions to complex
problems, but do not have an approximation guarantee on the obtained solu-
tion. Heuristic algorithms fall into this category and are developed to solve a
specific problem, whereas metaheuristic methods are generally-formulated al-
gorithms to solve different kinds of optimisation problems (e.g. evolutionary
algorithms, such as, evolution strategies and genetic algorithms).

Further differentiation between single-solution and population-based meth-
ods can be made. Single-solution methods applied to a single-objective or
multi-objective problem will find one solution for each run of the algorithm.
Population-based methods deal simultaneously with a set of solutions and
can find several single-objective solutions or several members of the Pareto
optimal set 3 in a single run of the algorithm. Population-based metaheuris-
tics are also less sensitive to the shape of the Pareto front.

As a result of the above characteristics, the use of metaheuristic algo-
rithms, and particularly of Genetic Algorithms (GAs), has become very pop-
ular for their application in WEC geometry optimisation problems. That is,
they are better suited to solve complex problems, are able to find solutions
to non-convex problems and being population-based, can analyse more of the
solution space in less algorithm runs. What a convex versus a non-convex
optimisation problem looks like is represented through two Pareto Fronts in
Figure 44. To allow for a general understanding of GAs’ functioning, these
are described in some more detail below.

3Results from a multi-objective optimisation iteration are called Pareto optimal set.
This set of results should converge towards the true Pareto Front within the optimisation
process.

4This is represented for multi-objective cases, but if f2(x) is replaced by x, the figure
would show convexity for an optimisation problem with one objective function. Convexity
is also a characteristic of the optimisation constraints, but this is not discussed here.
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Figure 4: Representation of convexity in the Pareto Front in multi-objective optimisation
problems. (a) is a convex, and (b) a non-convex Pareto Front.

Genetic Algorithms were first proposed by Holland [119] and a good
overview of their different variations can be found in [30]. Genetic algorithms
make use of evolution theory, featuring the survival of the fittest individuals
within a population. The initial population, in the currently analysed case,
is a set of WEC shapes represented by random combinations of the decision
variables (e.g. diameter and draft). The geometries are assessed based on
an objective function, for example, the mean power output over a year for a
given location and new geometries are generated through selection, recom-
bination and mutation processes. The different steps of a generic GA are
represented schematically in Figure 5.

Many different algorithms exist for the fitness assignment, selection, re-
combination and mutation operations, and parameters such as the mutation
rate or the number of individuals per generation, need to be tuned to en-
sure the correct functioning of the algorithm. The goal is to allow for a wide
search of the optimisation space, without preventing the algorithm from con-
verging. Therefore, the algorithm should be able to identify better solutions
and allow for a refined search around those points. This is often referred
to in optimisation as finding the right balance between exploration and ex-
ploitation.
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Figure 5: Representation of a genetic algorithm iteration.

Within a multi-objective optimisation process, different strategies exist
to recognize better performing individuals. Most commonly the concept of
Pareto dominance is used. One solution is said to dominate another one
when it performs better in all, or is equally good but better in at least one,
of its objective functions’ values:

∀i ∈ 1, ..., n : fi(x) ≤ fi(y) ∧ ∃i ∈ 1, ..., n : fi(x) < fi(y), (14)

where x and y are vectors containing the decision variables that represent
two different solutions.

Some of the geometry optimisation studies analyse the suitability of the
employed optimisation algorithms. This is the case, for example, in Gomes
et al. [96] and Ribeiro et al. [97] where the suitability of two algorithms for
the hydrodynamic optimisation of a WEC was investigated. For that partic-
ular case, it was found that the search method ‘Constrained optimisation BY
Linear Approximation’ (COBYLA) based on the simplex method provided
good solutions with less computational effort than the ‘Differential Evolu-
tion’ (DE) algorithm. However, it should be noted that the final solution
obtained with algorithms such as COBYLA and other direct search methods
are highly sensitive to the initial solution guess. In most cases, where exact
methods were applied to WEC geometry optimisation, these can be cate-
gorised as direct search methods which do not require the objective function
to be differentiable, such as Simplex based methods [52, 96] or the simple
pattern search algorithm [86]. A single variable optimisation approach was
used in [75], where the optimal scaling factor for a set geometry in differ-
ent sea conditions was sought. In general, in cases with a reduced number
of decision variables and where informed initial guesses for good solutions
can be made, direct search methods might be preferred. For more complex
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problems, metaheuristic algorithms are recommended. The most suitable
optimisation algorithm for different WEC geometry single-objective optimi-
sation formulations was studied in [63]. Preferred algorithm implementations
were found depending on the used objective function and the number of
modes-of-motion considered for power extraction with improvements in final
objective function values of up to 11% when using the most suitable algo-
rithm. Regarding the formulation of multi-objective optimisation problems,
Koh et al. [43] identified a non-convex region in their approximated Pareto
front for the relation between mean absorbed power and volume. When
using a weighting approach to create a single-objective function combining
various objectives, solutions to non-convex problems might not be found.
Multi-objective population-based algorithms are more suitable for this type
of problem. An overview of the employed algorithms in the different studies
is given in Table 4.

Table 4: Studies using the different types of the optimisation algorithms.

Optimisation
Problem

Method References

Single
objective

Exact [84], [52], [86], [96], [97] , [75]
Metaheuristic [73] , [85], [96] ,[55], [97] , [57], [80], [99],

[59], [60], [69], [62], [63]

Multi-
objective

Exact -
Metaheuristic [51], [53], [54], [78], [74] , [56], [58]

4. Geometry of wave energy converters

In this section, geometry comparison and optimisation studies are re-
viewed so that a reader interested in previous studies for particular types of
devices can find more detailed information on findings and approaches for
specific technologies. Here comparison studies are used to give an insight
on preferred shapes and modelling methods, whereas optimisation studies
provide information on optimisation problem formulations and methods to
speed up the objective function evaluation.
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4.1. Geometry comparison studies

Various studies on the effects of geometry on WEC performance have been
carried out, where a discrete number of WEC geometries were compared
to each other without going through an actual optimisation process. An
overview of these studies is given in Table 5.

4.1.1. Heaving vertical cylinders

Heaving vertical cylinders have been studied extensively. From these
studies it can be concluded that: 1) an optimal combination of radius and
draft exists for a given wave amplitude and frequency [34]. In that particular
case, it was found that the optimal surface radius increased with increasing
draft, and with the normalised displacement amplitude. 2) for low wave
frequencies in general bigger devices perform better because they tend to have
lower natural frequencies and vice versa [41, 49]5. 3) the power-to-volume
Pareto front has non-convex regions and actual multi-objective optimisation
(not weighted single-objective) formulations need to be used to find a solution
that approaches the true Pareto Front [43]; and 4) the used control strategy
can reduce the WEC hull size and increase the resonance bandwidth [42, 44].

4.1.2. Heaving modified vertical cylinders

Variations in the cylinder bottoms have been studied to analyse reduc-
tions in viscous effects and improvements in power absorption. Overall, these
comparative studies show that: 1) when using CW, CWR and RAO, the pre-
ferred shapes are those with their natural period closest to the studied periods
of the wave resource and tend to favour shapes of larger volume [38, 70]; 2)
the resonance bandwidth is smallest for the flat-bottomed cylinder and larger
for streamlined or parabolic cone shape bottoms (i.e. geometry type (d) in
Figure 3) [47, 50]; 3) when considering viscosity effects, radiation damping
can be increased up to 60% [36], and 4) shapes with deadrise angles larger
than zero show better performance, where a 90◦ apex angle was recommended
for bottom slamming considerations [35] (see Figure 6 for angle definitions).

5Note, however, that for instance a thin cylinder with a large draft has a low natural
frequency in heave
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Figure 6: Representation of apex and deadrise angles.

4.1.3. Other devices

The geometry of other device types has been studied to a lesser extent
and it is therefore difficult to draw conclusions from studies’ comparison.

An interesting study was performed by Yu el al. [76], where the device’s
mass was determined based on the pressure distribution on its surface. In
this way the device design was ensured to withstand the wave loading. This
highlights the idea that although general device design can be determined
through optimisation, certain characteristics can be defined through design
requirements, as was done in that study. Three different designs of flap-type
oscillating wave surge energy converters were compared in [76]: a single flap,
two flaps side by side, and a fore and aft flap, represented in Figure 7 D-I
to III, respectively. Pressure distributions calculated by the BEM software
WAMIT were used to determine the minimum thickness of the steel tubes
forming the supporting frame and the fiberglass tubes forming the flaps by
applying simple beam theory. A WEC-Sim model was built to analyse the
power performance of these devices, which were then compared based on their
AEP to characteristic mass ratio, where mass represented a proxy for costs.
The best results were obtained with the fore and aft flaps design with slack
mooring. Taut moorings achieved better performance than slack moorings for
the other two designs. An oscillating wave surge energy converter composed
of various controllable flaps was introduced by Tom et al. [77] (see Figure 7
D-IV), with the aim of maximising power and reducing design loads through
geometry control. A non-linear model was used for the evaluation of this
type of device and it demonstrated an improved performance potential with
increased capacity factor and reduced hydrodynamic loads in regular waves.
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D-I D-II D-III D-IV

Figure 7: Schematic representation of various flap devices. Adapted from [76] and [77].

4.2. Geometry optimisation studies

An overview of different hull geometry optimisation studies is given here
and is summarised in Table 6.

4.2.1. Point absorbers with ‘simple’ shapes

Point absorbers with simple shapes have been used to study the inter-
action of joint optimisation of geometry and control strategy for the PTO-
system.

The effect of the employed control strategy was studied within a geom-
etry optimisation process in [52]. In that study, Gilloteaux and Ringwood
investigated the optimal dimensions of a vertical cylinder with and without
latching control, based on mean absorbed power for a specific sea state using
the Simplex algorithm. Optimal devices for the case without control had
approximately double the radius and draft of the devices for the case with
latching control.

Barbarit et al. [51] optimised the shape of the SEAREV WEC, composed
of a pendulum enclosed in a floating hull oscillating in heave, surge and pitch.
Three different shape families were studied where the characteristic lengths -
length, beam, draft and vertical position of the center of gravity - were chosen
as the decision variables. Using a frequency-domain method, the shapes were
optimised in a multi-objective optimisation process with the help of genetic
algorithms to maximise the AEP and minimise the submerged volume as a
representative of the costs. In an inner loop optimisation process, the optimal
pendulum for each shape was found using a gradient method.

The optimisation results show potential to reduce hull size, when opti-
mising the PTO control strategy and geometry simultaneously. The nested
optimisation approach suggested in [51, 52] proves suitable for this purpose,
where an optimal PTO design and control strategy will exist for each shape.
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4.2.2. Other single-body floating point-absorbers

For other single-body floating point-absorber type devices, the focus of ge-
ometry optimisation has been on employing more adaptable geometry defin-
tions to improve the variation potential of the obtained solutions. Overall,
adaptable geometry definitions proved to be particularly important in ge-
ometry optimisation studies, to generate more diverse and better performing
shapes [55, 78, 57, 59, 60, 63]. In combination with more adaptable shape def-
initions, surface area based cost proxies in the objective function have shown
to generate more realistic and suitable shapes than volume based cost prox-
ies [59, 61]. The submerged surface area was found to generate less-complex
shapes of larger cross-section, which would enable better load distribution
and easier manufacturing and reinforcement.

4.2.3. Two-dody floating point-absorbers

Multiple studies have been performed by Blanco et al. on the optimisation
of two-body floating point absorbers, mostly following the examples repre-
sented in Figure 8, but also in comparison with more simple shapes such as a
vertical cylinder. Some interesting considerations mentioned in these studies,
include taking into account different WEC resonance strategies in [56], where
1) the WEC resonance frequency matches the sea state with the highest oc-
currence - multiple resonance frequencies can be found for the two-body case,
2) only the highest resonance frequency is taken into account, and 3) this is
not taken into account as a constraint. Additionally, multiple constraints on
the WEC operation were applied in [58], for example, regarding minimum
electrical generated power or anti-slamming considerations. However, all of
them were defined through relaxation coefficients, which gave the different
constraints different weights, but which were not specifically defined in the
publication. This more holistic perspective applied to WEC optimisation
considering different operating conditions and operational constraints can be
very valuable to ensure that device designs are optimised for the particu-
lar conditions the WEC is expected to be operating in while avoiding hull
damaging responses in those conditions.
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D1

D2

D1

D2

C-I C-II

Figure 8: Two-body wave energy converters. C-I represents the IPS buoy and is adapted
from [73] and C-II was adapted from [56].

4.2.4. Other devices

A flap type oscillating wave surge converter (OWSC) (as shown in Fig-
ure 2 D) was optimised in [80], where flap width, water depth, and hinge
height were varied to maximise the CWR at a generic North Atlantic loca-
tion, and the results were compared with past OWSC prototypes. The hydro-
dynamic characteristics were obtained through a semi-analytical model for
oscillating flap type devices developed in [120]. Results showed that greater
hinge heights and smaller flap widths than used in previous devices generated
better results at lower water depths. It was also found that flap width had
the least influence on performance.

An extensive review on turbine design optimisation for Oscillating Water
Column type WECs is given in [98], where both Wells and impulse turbines
are considered. An example study can be found in [99], where Mishra et
al. used Particle Swarm Optimisation (PSO) to optimise the rotor resistance
of an OWC Wells turbine controlled with Maximum Power Point Tracking
(MPPT). The purpose of this was to avoid stall and reduce power losses.
In addition, studies of the spar buoy geometry of OWC converters have
been performed, such as in [96]. Simultaneous optimisation of the turbine
characteristics and the device geometry have been extensively discussed by
Weber et al. [93, 94, 95].

5. Summary

5.1. Is there a preferred shape?

Of the shapes studied for single-body heaving devices, spherical hull
shapes seem to be more suitable for structural integrity with regards to
stress concentration, according to [37]. However, spherical bottoms result
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in larger slamming coefficients due to the small deadrise angle [35]. For this
reason, cone-shaped bottoms are preferred for slamming and drag consider-
ations, where streamlined cone-shapes show the best performance in terms
of maximising power and minimising drag losses [35, 36, 45, 38]. These were
also found to perform well over larger bandwidths when compared to flat-
bottomed cylinders [47]. This might, however, not apply when considering
irregular waves of wide bandwidth [50]. Otherwise, many of the findings were
influenced by the considered period ranges and shape volumes, and might not
be generally applicable.

The influence of geometry on forces is not clear from the available liter-
ature. The choice of mooring lines and PTO-system will have an impact on
the system dynamics and will affect the hydrodynamic loads experienced by
the structure.

5.2. How do I optimise my device design?

To optimise a device design, the key elements of the geometry optimisa-
tion formulation need to be defined (see section 3).

First, for a given geometry definition, the decision variables to be op-
timised, and their bounds, as well as any other design constraints need to
be identified. In this context, the use of Bézier curves and B-spline based
geometry definitions has proven to be better suited for a more adaptable ge-
ometry definition, which is capable of generating enhanced solutions [55, 57].
However, to ensure the selection of shapes that truly reduce the LCOE,
more advanced objective functions and constraints are required that reflect
the desired and undesired characteristics of these shapes, such as penalising
increases in viscous drag or manufacturing complexity. An example of the
latter was discussed in [59], and additional constraints are discussed in [63].

Secondly, the metrics to be used in the objective function need to be de-
fined and the required modelling approach implemented. Results of studies
using CW, CWR, velocity or displacement, as representatives for power gen-
eration performance, are difficult to compare consistently with other studies.
The use of AEP rather than oscillation velocity or displacement is recom-
mended, to account for further effects of the system dynamics, such as the
PTO-system. The use of irregular waves and the representation of various
sea states is also preferred, since optimal shapes will vary with sea condi-
tions. It was shown from the reviewed studies that, when considering single
sea states or small period ranges, shapes with a natural period matching
the studied conditions will be favoured, which might not be optimal for real
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sea conditions. To avoid the use of device dependent measures (e.g. char-
acteristic length) in the objective function, the size can be limited through
more device agnostic measures such as submerged surface area or submerged
volume. Preliminary results show a preference for submerged surface area
as a proxy for costs in combination with complex shape definitions [61], al-
though little difference in optimisation results was found for simple shapes
when using submerged surface area or submerged volume [58].

Finally, the optimisation of the geometry, in combination with the PTO
and control systems, shows potential for improved power absorption capabil-
ity [6, 42, 44] and reduced floater size [52]. For this reason, it is recommended
to perform a 2-layer optimisation, in which the optimal PTO characteristics
are calculated in an inner optimisation loop for each geometry - optimised
in an outer optimisation loop, as suggested in [52]. This has also been per-
formed for simulteanous geometry and PTO optimisation without a focus on
the control strategy in [51, 62].

5.3. What tools are available?

Wave energy converter optimisation tools are not readily available. How-
ever, a range of tools for optimisation and for hydrodynamic modelling of
WECs exist.

In terms of optimisation tools, a wide range of readily implemented op-
timisation algorithms exist in commonly used languages such as Matlab and
Python. This can be used in combination with parallel computing tools, so
that the computational time of the optimisation can be reduced. Specific
software packages for optimisation purposes also exist such as modeFRON-
TIER [121]. All of these tools are equally convenient for this purpose, so
that the choice will depend on software accessibility and availability, where
Python has the advantage of being open-source.

In terms of hydrodynamic modelling tools, a range of codes exist for
the computation of the hydrodynamic coefficients of the different shapes.
Nemoh [122] is an open-source BEM based tool that uses panel discretisa-
tion for the computation of the hydrodynamic characteristics. Its capabilities
have been verified and validated in multiple studies. The main disadvantage
might be the limited amount of documentation for its use. The commercial
software WAMIT [123] is a more versatile tool for the same purpose, that
allows the use of panel discretisation, but contains also the ’Higher-Order
Method’, which uses B-splines to calculate a continuous solution of the veloc-
ity potential over the submerged surface. This option offers a great advantage
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in terms of computational time for the evaluation of complex shapes, where
otherwise a very refined discretisation is necessary. The tool is well docu-
mented in its manual. This tool is recommended for the evaluation of more
complex shapes to reduce computational time. Another commercial package
Ansys Aqwa [124] offers similar functionality to Nemoh, with the added value
that it can then be easily connected with Ansys’ other functionalities such
as Computational Fluid Dynamics (CFD) analysis.

5.4. How fast can I get my result?

The optimisation time will highly depend on 1) the capabilities of the
machine or server used for the computation, 2) the employed objective func-
tion and modelling approach, and 3) the chosen optimisation algorithm and
its implementation.

For example purposes, approximated run times for different performance
calculations are given in Table 7 based on the results obtained on an i7
computer with 32GB of RAM when using WAMIT with the Higher-Order
method for a single cylindrical floating body. The corresponding optimisation
run times when using a genetic algorithm with 25 individuals for 100 gener-
ations without any parallelisation of the calculation are provided. For this
calculation, it is assumed that 2 elite individuals are being reinserted and 23
new individuals evaluated in every iteration. The values for the time-domain
model are approximated based on [125, 126, 127], where the time-domain
modelling open-source software WEC-Sim [128] was used to model single sea
states. The time for analysing 100 sea states was assumed to scale linearly.
Example computation times for, both, regular sea representations, where
only one frequency per sea state was evaluated, and for irregular sea repre-
sentations, where 150 frequencies were considered, are provided. It should be
noted that parallelisation can be used so that the run time can be significantly
reduced. For example, 5 parallel WAMIT runs can be performed simulta-
neously on an i7 computer. If the power calculation can be parallelised to
the same extent, then a fifth of the approximated optimisation time can be
assumed. For the frequency-domain and the pseudo time-domain models,
the largest contribution to the computation time stems from WAMIT, which
increases for irregular sea state representations, due to the increased number
of frequencies being evaluated.
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Table 7: Approximated expected run times depending on modelling approach. Values for
the evaluation of single shapes are recorded under ‘Single’, whereas values for a theoretical
optimisation are listed under ‘Opt.’.

Resource
representation

Frequency
domain

Pseudo
time

domain

Time
domain

Single Opt. Single Opt. Single Opt.
1 Sea state,

regular
3 s 1.9 h 3 s 1.9 h 15 min 24 d

1 Sea state,
irregular

49 s 31.3 h 49 s 31.3 h 3 h 288 d

100 Sea states,
regular

10 s 6.4 h 11 s 7.0 h 150 min 240 d

100 Sea states,
irregular

52 s 33.3 h 68 s 43.5 h 300 h 28775 d

5.4.1. Speed-up methods

The large computational times of this type of optimisation process were
identified as a challenge in most of the reviewed literature and different ap-
proaches were used to get around this problem. For example, a reduced
number of sea states were analysed in [70, 74, 56, 96], but the effect that this
simplification can have on the results should be studied further. An example
of a method for reduced sea state selection was proposed in [129].

Zhang et al. [47] introduced a semi-analytical method to more efficiently
obtain hydrodynamic coefficients within a geometry optimisation process. In
this respect, the use of the Higher-Order-Method offered in the WAMIT soft-
ware, instead of the Low-Order panel method, for the calculation of hydrody-
namic coefficients, can result in a substantial acceleration of the optimisation
process.

Speed-up is also achieved through problem simplification, such as using
frequency-domain models instead of time-domain models, or regular waves
instead of irregular waves to represent the available resource. In addition, less
complex objective functions can be used, such as device velocities instead of
the AEP. The suitability of the modelling approach should be validated ex-
perimentally. The other simplifications mentioned here are not recommended
and the effect that these have on the results need to be investigated further
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before conclusions can be drawn from these studies.
Another mechanism for reducing computational time was the use of sur-

rogate models, so that the calculation of hydrodynamic coefficients by BEMs
was not required. This is the case in [43], where a Response Surface Method
(RSM) was used to accelerate the search. This method enables the construc-
tion of approximations to the system behaviour based on the pre-analysis of
various design variable combinations [130]. Similarly, neural networks were
used in [85] to predict power output based on mass properties. However, the
use of these methods is linked to inaccuracies of the system representation,
which will increase with system complexity. Finding a trade-off between
model accuracy and computational time is one of the key challenges when
setting up an optimisation problem.

The choice of optimisation algorithm and its tuning can also have a sig-
nificant influence on the computational time. If a fast converging algorithm
(i.e. achieving consistent and close to optimal results) is applied, a lot of time
can be saved through a reduced number of function evaluations, without re-
ducing the modelling accuracy.

It is recommended to ensure the correct selection of the optimisation
algorithm and its tuning, before any model simplifications are used to achieve
speed-up of the optimisation. If model simplifications are used, their effect
on the optimisation results should be investigated and understood, as far as
possible, to allow for the correct interpretation of the optimisation results.

5.5. What are the improvements achieved through optimal device design?

Device designs generated through an optimisation process have been com-
pared to different benchmark shapes. In [55] improvements of up to 4 times
the objective function value obtained with a barge shape of the same sub-
merged volume were achieved, when accounting for costs in the objective
function using volume as a proxy. In [69] improvements in mean power of
up to 6 times the mean power produced by a submerged flat cylinder-shaped
device of the same cross-sectional area were achieved. In [61] it can be seen
that different trade-offs of power and costs are achieved when using different
cost proxies. It is discussed in that article that it is, therefore, important
to use representative cost proxies to ensure that the generated shapes truly
represent shapes that will result in LCOE reductions. However, it is also
difficult to prove what is the most suitable formulation for this purpose.

In the study by Kurniawan et al. [72], a parametric investigation for a two-
body device was carried out and a design was selected based on a frequency-

40



domain model. The selected device design was then tested experimentally
and modelled in the time domain. It was shown that a pitch/roll instability
that had not been captured in the frequency-domain model, resulted in a
reduced power production in reality. Since the same tests and modelling was
not performed for the reference device it is difficult to state if there was any
improvement in the new device design. However, the results of this study
point to the need for validating the models used for geometry optimisation
to ensure that the selected shapes do perform better overall.

6. Conclusions and recommendations for future research

Geometry optimisation of wave energy converters has been extensively
studied, due to the valuable insights it provides for device design, and due
to its potential to generate novel and improved designs avoiding expensive
iterations at later stages.

6.1. Conclusions

Based on the studies reviewed here, the following conclusions could be
drawn regarding best practices:

� Choice of geometry definition
Using predefined shapes of variable dimensions can be very restrictive
on the optimisation results. For flexibility, the use of B-spline surfaces,
such as in [55], and polynomial functions, such as in [57], is recom-
mended [63].

� Choice of objective function
The use of AEP or mean annual power to represent power absorption
performance is recommended. For more accurate power performance
results, PTO-constraints involving stroke, power rating, and forces
should be included. The PTO and control systems will highly influence
the device dynamics, and therefore the optimal shape as well [42, 44].
The simultaneous optimisation of geometry and control strategy should
be considered in the future, as shown in [52].

Volume has proven to be a bad proxy for costs in combination with
complex geometry definitions. Surface area, or surface area in com-
bination with wall thickness, as a representation of mass, can lead to
more realistic results, as suggested in [59, 131]. However, for simple
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shapes, little difference was observed in optimisation results when us-
ing submerged volume or submerged surface area [58].

Slamming effects can be incorporated as described in [35]. The inclu-
sion of other structural integrity considerations needs to be investigated
further.

Viscosity and drag effects will vary with geometry, and should be ac-
counted for when possible. However, to obtain viscous drag coefficients
of complex shapes, CFD simulations are required which might result in
a prohibitive increase in the computational effort for an optimisation
process.

� Choice of optimisation algorithm
Metaheuristic algorithms are, in general, more suitable for evaluat-
ing complex problems, such as WEC geometry optimisation problems
with complicated shapes or objective functions. In the case of multi-
objective studies, the representation of multiple objectives in a single-
objective weighted sum is discouraged, since this could cause the algo-
rithm to evaluate non-convex solution space regions incorrectly. Ad-
ditionally, the chosen weighting of the different objectives is highly
subjective and will affect the results. For single-objective WEC geom-
etry optimisation problems, preferred algorihtm implementations for
different cases were found in [63]. In all cases, a preliminary study to
tune algorithm parameters is recommended to improve convergence to
the global optimum.

6.2. Future research

Despite the wide-ranging learnings obtained from the reviewed literature,
some research gaps were identified that should be addressed in the future
to gain further insights into optimal wave energy converter design. Some of
these are listed below:

� Study the suitability of the optimisation formulation to define
guidelines
This includes assessing the suitability of the identified key elements,
such as the geometry definition, the objective function, the optimisation
algorithms and the problem formulation, as well as the interaction of
these elements. This will help to establish the best practices for wave
energy converter design optimisation. An example for these type of
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studies was provided in [63] for the choice of the geometry definition
and the optimisation algorithm.

� Combine geometry with control and power take-off system
optimisation
Detailed control and PTO optimisation approaches have been studied
extensively for WECs and have been used in combination with geome-
try optimisation based on simple shape definitions. Geometry optimi-
sation models using more adaptable and complex geometry definitions
should be combined with the extensively developed control optimisa-
tion approaches. This will allow to generate solutions with improved
device dynamics and to gain a better understanding of the importance
of these components and their contributions to power absorption.

� Further study the effect of the used hydrodynamic model
This includes comparing optimal shapes when using different hydro-
dynamic models, and understanding for example, if frequency-domain
models can be suitable for the generation of initial optimised designs or
if more computationally demanding time-domain models are required
to ensure the validity of the generated shapes.

� Further study the effect of the wave climate representation
and geographical location
This includes assessing the suitability of the methods for wave climate
representation and reduction when used for wave energy converter opti-
misation, as well as the detailed study of the dependence of the results
on location.

� Further develop the inclusion of manufacturability considera-
tions
Although preliminary studies exist [59], manufacturability of the op-
timised solutions has not been considered and should be investigated
in more detail to ensure that the obtained geometries truly reduce the
LCOE.

� Further develop the inclusion of reliability considerations
Although preliminary studies exist [112], a suitable method for con-
sideration of reliability in geometry optimisation of WECs should be
studied further to allow for a more holistic preliminary design opti-
misation process. Simplified methods as presented in [112] should be
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compared to more detailed PTO reliability studies and analysis meth-
ods to ensure their validity for this purpose.
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