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ABSTRACT Real-world applications of intelligent agents demand accuracy and efficiency, and seldom
provide reinforcement signals. Currently, most agent models are reinforcement-based and concentrate
exclusively on accuracy. We propose a general-purpose agent model consisting of proprioceptive and
perceptual pathways. The agent actively samples its environment via a sequence of glimpses. It completes
the partial propriocept and percept sequences observed till each sampling instant, and learns where and what
to sample by minimizing prediction error, without reinforcement or supervision (class labels). The model is
evaluated by exposing it to two kinds of stimuli: images of fully-formed handwritten numerals and alphabets,
and videos of gradual formation of numerals. It yields state-of-the-art prediction accuracy upon sampling
only 22.6% of the scene on average. The model saccades when exposed to images and tracks when exposed
to videos. This is the first known attention-based agent to generate realistic handwriting with state-of-the-art
accuracy and efficiency by interacting with and learning end-to-end from static and dynamic environments.

INDEX TERMS Agent, attention, handwriting generation, multimodal, perception, proprioception.

I. INTRODUCTION
Perception and action are inextricably tied together as, in the
real world, efficiency is as important as accuracy. Nature has
evolved the visual system such that, to minimize resources,
it learns to selectively attend to a few locations that provide
information for the task at hand. We propose a predictive
agent model, which observes its visual environment via a
sequence of glimpses. It predicts, learns and acts by mini-
mizing sensory prediction error in a closed loop.

The agent is evaluated on handwriting generation. The
model is exposed to images of fully-formed handwritten
numerals and alphabets (MNIST, EMNIST datasets) and
videos of gradual formation of numerals (SMNIST dataset).
This allows evaluation of the agent in static (image) and
dynamic (video) environments. In handwriting generation,
the agent learns to sequentially sample its visual environment.

A. RELATED WORK
Attention-based models can be hard or soft [1], [2]. Hard-
attention models make decisions by processing a part of
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the data, sampled via a sequence of glimpses. These mod-
els are reinforcement-based (e.g., [2], [3]), unsupervised
(e.g., [4], [5]) or supervised (e.g., [6]). Soft-attention models
process the entire data but weigh the features. Supervised
(e.g., [7]) and unsupervised (e.g., [8]) variants of thesemodels
have been reported. We propose an unsupervised (no class
label) hard-attention model.

A number of models have been proposed for hand-
writing generation, such as [4], [9]–[16]. Only one of
them, DRAW [4], is an unsupervised hard-attention model.
In DRAW, attention is explicitly learned. In our model, atten-
tion emerges as a consequence of minimizing the prediction
error, similar to the model in [16]. However, our prediction
error computation function is different from that in [16].
Our function selects the location with maximum information
gain at each glimpse. Also, this model is supervised (uses
class labels). This model and DRAW have reported results
only on images while our model operates on images and
videos. Though the role of attention is to foster efficiency,
most works on attention-based models, including this model
and DRAW, do not report on their efficiency. We evaluate
the efficiency of our model with respect to its size (num-
ber of trainable parameters) and the number of glimpses,
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or equivalently, fraction of scene, required for accurate
prediction.

B. NOVELTIES OF OUR AGENT MODEL
(1) It implements the perception-action loop as the optimiza-
tion of an objective function. Action/attention is modeled as
proprioception in a multimodal setting, and is guided by the
perceptual prediction error, not by reinforcement. (2) The
samemodel can be used for static and dynamic environments.
We show applications on image and video. Behaviorally, the
agent saccades and tracks when exposed to images and videos
respectively. (3) This end-to-endmodel is efficient in terms of
size and number of glimpses required for accurate prediction.
It learns by sampling locations with maximum information
gain at each glimpse. Consequently, it yields state-of-the-
art prediction accuracy upon sampling only 22.6% of the
scene on average. By the fourth glimpse which corresponds
to 11.2% of the scene, the prediction error drops by 60.4%.
(4) It yields state-of-the-art accuracy in handwriting genera-
tion. In particular, it yields 4.9% lower error than the DRAW
model on the binarized MNIST benchmark.

II. MODELS AND METHODS
A. PRELIMINARIES
1) AGENT
Anything that perceives from and acts upon its environ-
ment using sensors and actuators respectively is called an
agent [17].

Perception is the mechanism of interpreting sensory sig-
nals from the external environment by an agent [18].

Proprioception is a form of perception in which the
agent’s environment is its own body. Internal perception of
position, movement, and motion of body parts is due to
proprioception [18].

2) GENERATIVE MODEL
Given a set of data points x, a generative model pmodel with
parameters θ maximizes the log-likelihood, L(x; θ ), of the
data.

3) EVIDENCE LOWER BOUND (ELBO)
Let the data x be generated by a latent continuous ran-
dom variable z. Then, computing the log-likelihood requires
integrating the marginal likelihood,

∫
pmodel(x, z)dz, which

is intractable [19]. In variational inference, an approxima-
tion of the intractable posterior is optimized by defining
an evidence lower bound (ELBO) on the log-likelihood,
L(x; θ ) ≤ log pmodel(x; θ ).

Variational autoencoder (VAE) is a multilayered genera-
tive model. It assumes an isotropic Gaussian prior, pθ (z), and
i.i.d. data samples. VAEmaximizes the following ELBO [19]:

Eqφ (z|x)[log pθ (x|z)]− DKL[qφ(z|x), pθ (z)] (1)

where pθ (x|z) and qφ(z|x) are generative and recognition
models respectively, E denotes expectation, andDKL denotes

Kullback-Leibler divergence. The first and second terms cap-
ture accuracy and complexity respectively. The negative of
this ELBO is also known as variational free energy, mini-
mization of which has been hypothesized as a general princi-
ple guiding brain function [20].

Saliency lies in the eyes of an agent. Saliency of a location
in an environment is a function of its neighborhood and an
agent’s internal model (see [21], [22]).

B. PROBLEM STATEMENT
Let an environment in m modalities be represented by a
set of observable variables X = {X (1),X (2), . . . ,X (m)

}. The
variable representing the i-th modality is a sequence: X (i)

=

〈X (i)
1 ,X

(i)
2 , . . . ,X

(i)
T 〉, where T is the sequence length. Let

x≤t = {x(1), x(2), . . . , x(m)} be a partial observation of X
such that x(i) = 〈x(i)1 , . . . , x

(i)
t 〉, 1 ≤ t ≤ T . As in [23],

we define pattern completion as the problem of accurately
generating X from its partial observation x≤t . Given x≤t and
a generative model pθ with parameters θ and latent vari-
ables z≤t , the generative process of X is given as pθ (X |x≤t ) =∫
pθ (X |x≤t , z≤t ; θ )pθ (z≤t )dz. The objective for pattern com-

pletion at any time t is to maximize the log-likelihood of X ,

i.e. argmax
θ

∫
log(pθ (X |x≤t , z≤t ; θ )pθ (z≤t ))dz.

C. AGENT ARCHITECTURE
As shown in the block diagram in Fig. 1, environment, obser-
vation, pattern completion, action selection, and learning are
the five components of the proposed agent architecture.

1) ENVIRONMENT
Two kinds of environment, or source of sensory data, are
considered: static (images) and dynamic (videos).

2) OBSERVATION
Our agent sequentially samples its environment in two
modalities: visual perception and visual proprioception. The
2D coordinates of the fixation location in the environment
constitutes the proprioceptive observation while the visual
stimuli at that location constitutes the corresponding per-
ceptual observation, as in [24]. See Table 1 for variable
dimensions.

TABLE 1. Variable dimensions as used in this paper. Here (.)(1), (.)(2)

refer to visual perception and visual proprioception respectively; T is
maximum number of glimpses, t is glimpse index or time, n × n is patch
size, M × M is image size.

3) PATTERN COMPLETION
Patterns in the two modalities are completed using a multi-
modal variational recurrent neural network (VRNN). Recog-
nition and generation are the two processes involved in the
operation of a VRNN [25].
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FIGURE 1. Different components of the proposed agent.

Recognition (Encoder). The recognition model, qφ(zt |x≤t ),
is a probabilistic encoder [19]. It produces a Gaussian
distribution over the possible values of the code zt from
which the given observations x≤t could have been generated.
Two RNNs, each with one layer of long short-term mem-
ory (LSTM) units, constitute the recognition model. Each
RNN generates the parameters for the approximate poste-
rior distribution for each modality. The parameters for all
modalities are combined using product of experts (PoE) [26]
to generate the joint distribution parameters for the approx-
imate posterior qφ(zt |x≤t ). The prior can be sampled from a
standard normal distribution pθ (zt ) ∼ N (0, 1) as in [4]. The
function of the encoder is shown in Lines 1–5 in Algorithm 2,
where RNN enc

φ represents the function of a LSTM unit,
ϕenc is a function that returns the mean and the logarithm of
the standard deviation as a linear function of the hidden state,
as in [25].
Generation (Decoder). The generative model,

pθ (Xt |x<t , z≤t ), generates the data from the latent

variables, zt , at each time step. The generative model has
two RNNs with one layer of hidden LSTM units. Each RNN
generates the parameters of the distribution of the sensory
data for a modality. The sensory data is sampled from this
distribution, which can bemultivariate Gaussian or Bernoulli.
In our model, X (1)

t is sampled from a multivariate Bernoulli
distribution (as the perceptual observation is binary) with
means generated by the perceptual decoder RNN, and X (2)

is sampled from a multivariate Gaussian distribution (as the
proprioceptive observation is real) with means and variances
as output of the proprioceptive decoder RNN (see Fig. 1b).
The pattern, pθ (X |x<t , z≤t ), is completed at every time step.
In order to generate the perceptual data at any time step,
the output from the perceptual RNN at the previous time
step is added to the current perceptual RNN output before
applying the sigmoid function, as in [4] (ref. Line 8 of
Algorithm 2). The decoder equations are shown in Lines 7–11
of Algorithm 2, where RNN dec

θ and ϕdec are same as RNN enc
φ

and ϕenc.

4) ACTION SELECTION
In our model, action selection is to decide the location in the
environment to sample from. At any time t , a saliency map
St is computed which assigns a salience score S(`)t to each
location `:

S(`)t = DKL(p(X
(1)
t+1,`)||pθ (X

(1)
t+1,`|z≤t , x≤t )) (2)

where p(X (1)
t+1,`) is the true data distribution at location `

and is sampled from a Bernoulli distribution. KL divergence,
also known as relative entropy, is a measure of information
gain achieved by using the true distribution, p(X (1)

t+1,`), instead

of the predicted distribution, pθ (X
(1)
t+1,`|z≤t , x≤t ). Thus, the

saliency map is a function of the prediction error. The most
salient location is computed from this saliency map, which
constitutes the sampling location.

The saliency map is smoothed using a Gaussian kernel
N (., σ ). The sampling location is chosen as:

`t = argmax
`t∈{1,2,...,M2}

conv(N (., σ ), St ) (3)

where σ = 2. Each sample is a n× n patch centered at `t .
The salient location `t at any time t is the proprioceptive

observation x(2)t+1 for time t+1. Therefore, the salient locations
at t = 1, 2, . . . ,T constitutes the proprioceptive pattern X (2).
Hence, prediction error (saliency) guides the sampling of the
scenes in our model. Unlike typical multimodal models, the
two modalities in our model interact at the observation level
as the perceptual prediction error provides the observation for
the visual proprioceptive modality. The agent learns a policy
to generate the proprioceptive pattern or the sequence of
expected salient locations by minimizing the proprioceptive
prediction error. This error, at any time, is a function of
the difference between predicted fixation location from the
learned policy and the most salient location in the scene. The
most salient location is the location that yields the maximum
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Algorithm 1 Learning the Proposed Network
1: Initialize parameters of the generative model θ , recogni-

tion model φ, sequence length T .
2: Initialize optimizer parameters: β1 = 0.9, β2 = 0.99,
η = 0.001, ε = 10−10.

3: Initialize x(1)1 ← F(X (1)
1 , `0), x

(2)
1 ← g3(`0), where `0 is

the initial sampling location (ref. Experimental setup
in Section III), g3 is an identity function (ref. Action
selection in Section II-C), and the function F extracts a
sample x(1) (e.g., 5× 5 patch) from the environment X (1)

(e.g., 28 × 28 image) at location ` (e.g., center of the
image).

4: while true do
5: for τ ← 1 to T do
6: X̂ (1:2)

τ ← PatternCompletion(x(1:2)1:τ )
Saliency Computation

7: Sτ ← g1(X
(1)
τ+1, X̂

(1)
τ ) [ref. Eq. 2]

8: `τ ← g2(Sτ ) [ref. Eq. 3]
9: x(2)τ+1← g3(`τ )

10: x(1)τ+1← F(X (1)
τ+1, `τ )

Learning
11: Update {θ, φ} by maximizing Eq. 4.
12: end for
13: end while

information gain in the environment. These are the locations
where the agent’s prediction error is the highest given all
the past observations. The agent attends to these locations to
update its internal model.

5) LEARNING
The recognition and generative model parameters are jointly
learned by maximizing the ELBO for the multimodal varia-
tional RNN. This objective, obtained by modifying the objec-
tive for multimodal VAE [26] with variational RNN [25], is to
maximize

Eqφ (z≤T |x≤T )
[ T∑
t=1

2∑
i=1

λi log pθ (X
(i)
t |z≤t , x<t )

]
−

T∑
t=1

βDKL
(
qφ(zt |x≤t ), pθ (zt )

)
(4)

where λ1, λ2, β are the weights balancing the terms. See
Appendix for derivation.

We assume a one-to-one mapping between the agent’s
body and its environment, i.e. between the oculomotor
muscles to the locations in the image/video frame. This
assumption allows us to map from the perceptual space `
to the proprioceptive space x(2) using a simple function g3
(ref. Line 9 in Algorithm 1).

III. EXPERIMENTAL RESULTS
Our model is implemented using TensorFlow 1.3 in
Python 3.5.4. All experiments are carried out in HPC using

Algorithm 2 PatternCompletion(x(1:2)1:τ )

1: Recognition Model
2: for i← 1 to 2 do
3: henc(i)τ ← RNN enc

φ (x(i)1:τ , h
enc(i)
τ−1 )

4: [µ(i)
τ ; σ

(i)
τ ]← ϕenc(henc(i)τ )

5: end for
Product of Experts

6: zτ ∼ N (µτ , 6τ ), where

6τ ←
( 2∑
i=1

6(i)
τ

−2
)−1

, µτ ←
( 2∑
i=1

µ(i)
τ 6

(i)
τ

−2
)
6τ

Generative Model
For perceptual modality:

7: hdec(1)τ ← RNN dec
θ (zτ , h

dec(1)
τ−1 )

8: X̂ (1)
τ ← fσ (h

dec(1)
τ , X̂ (1)

τ−1)
For proprioceptive modality:

9: hdec(2)τ ← RNN dec
θ (zτ , h

dec(2)
τ−1 )

10: [µ(2)
x(2),τ
; σ

(2)
x(2),τ

]← ϕdec(hdec(2)τ )

11: X̂ (2)
τ ← µ

(2)
x(2),τ

PowerEdge R740 GPU nodes equipped with Tesla V100
PCIE 16GB.

A. DATASETS
Three datasets are used to evaluate our model:

(1) MNIST [27] is a dataset of handwritten numerals
{0, 1, . . . 9}, consisting of 60,000 training and 10,000 test
images (28× 28 pixels).
(2) EMNIST [28] is a balanced dataset of handwritten

English alphabets in uppercase and lowercase, consisting of
124,800 training and 20,800 test images (28× 28 pixels).
(3) MNIST stroke sequence dataset (SMNIST) [29] was

designed to learn sequences from MNIST images. It consists
of a sequence of locations forming each MNIST numeral.
We create a video for each image by selecting an equal
number of more or less equidistant locations. Each frame is
28 × 28 pixels. Such videos show the gradual formation of
numerals.

B. EXPERIMENTAL SETUP
For each modality, the generative and recognition models
consist of 512 and 64 hidden units respectively. The latent
variable dimension is 10. These parameters are estimated
experimentally, as shown in Fig. 5. Maximum number of
glimpses T = 12, and minibatch size is 100. The parameters
β, λ1, λ2 are fixed to 1. The model is learned end-to-end
using backpropagation and Adam optimization [30] with a
learning rate of 0.001. These hyperparameters are estimated
via cross-validation using 10,000 images or videos from the
training set. The first observation is sampled from the start-
ing pixel of the numeral in a SMNIST video as obtained
from [29], and the center pixel of an image in MNIST and
EMNIST. Fixing the first observation (or origin) on an object
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FIGURE 2. Pattern completion for (a) a random example (‘2’) from MNIST test set, (b) same example from SMNIST, (d) a random example (‘g’) from
EMNIST; (c) and (e) correspond to examples (a) and (d) respectively when the observations are sampled randomly and not from the saliency map.
Here patch size is 5 × 5. Each column in subfigures a–e corresponds to time or glimpse number. Rows 1, 2 show the perceptual and proprioceptive
observation till the current glimpse in 28 × 28 space. Rows 3, 4 show the perceptual and proprioceptive pattern completion after each glimpse.

FIGURE 3. Distribution of salient locations for MNIST and SMNIST
datasets, averaged over all examples of a class in the test set. Actual
salient locations are obtained from the saliency map and predicted
salient locations are the predictions for visual proprioception. Each row
and column correspond to a class and a glimpse number respectively.

(egocentric reference) allows learning a position-invariant
representation of the object.

The quality of generated images is measured using nega-
tive log-likelihood (NLL), as in [4]. Efficiency of the model
is evaluated with respect to number of trainable parameters
and number of glimpses required for accurate prediction.

C. EVALUATION FOR ACCURACY
At the initial time steps, the completed patterns are of poor
quality (ref. Figs. 2a, b, d) as the agent samples from the latent
distribution of multiple classes. Within a few glimpses, the
predictions improve significantly. The examples in Figs. 2c,
e show that when the agent samples the input space randomly,
it may sample uninformative locations and will require more
observations to determine the true class and generate the data
accurately.

For static environment (image), the actual sequence of
salient locations, x(2)1:T , and that predicted by our model, X̂ (2),

TABLE 2. Increase in number of trainable parameters with patch size in
our model. Baseline patch size is 5 × 5 pixels.

TABLE 3. Comparison of generation accuracy at the final time step (T )
between variants of the proposed model. Perceptual (Perc.) and
proprioceptive (Prop.) modalities are shown separately
for each dataset. Best results are highlighted.

are randomly distributed over the shape of an object (numeral
or alphabet). Hence, with increase in number of glimpses,
the distribution of salient locations for an object resembles
its shape (ref. Figs. 3a, b). For dynamic environment (video),
the sequence of salient locations, both actual and predicted,
follow the motion. For example, in Figs. 3c, d, the salient
location for ‘0’ starts from top-left and ends at top after
traversing in clockwise and anticlockwise directions as both
formations of ‘0’ are present in SMNIST. Thus, an interesting
behavior emerges in our agent—it saccades while observing
images and tracks the formation of objects while observing
videos.

For both static and dynamic cases, the actual and pre-
dicted proprioceptive pattern distributions for each object
class, obtained by averaging the actual and predicted salient
locations from the test set, are quite similar. Thus in both
cases, the distribution of salient locations is learned by the
agent from its own behavior.

Our model’s prediction accuracy, reported at the final time
step as in [4], for MNIST is higher than the existing state-
of-the-art (ref. Table 4). In this comparison, we have con-
sidered all recent attentional and non-attentional models that
have reported prediction accuracy on the binarized version
of MNIST dataset [31] in terms of NLL. Under similar
conditions, the NLL for EMNIST is 76.6. NLL on the

VOLUME 10, 2022 5



M. Baruah et al.: Attention-Based Predictive Agent for Static and Dynamic Environments

TABLE 4. Prediction error (negative log-likelihood or NLL) comparison on binarized MNIST dataset [31]. Baseline refers to the case where the entire
image is sampled by our model at any glimpse, i.e. it observes 100% of the ground truth.

FIGURE 4. Comparison of prediction error (a, c, e) and efficiency
(b, d, f) for different patch sizes.

EMNIST dataset is being reported for the first time in this
work.

The results in Table 4 are obtained with our model’s
encoder and latent variable dimensions as 128 and 20 respec-
tively. It yields (1 − 76.99/80.97) = 4.9% lower error than
the DRAW model. Our model (with attention) observes at
most 23.4% of the ground truth (ref. Fig. 4b). When encoder
and latent variable dimensions are 64 and 10 respectively,
our model’s NLL is ≤ 79.25. Comparison to [16] was not
possible since they did not report prediction error or accuracy.
Our NLL was lower when saliency was computed using
KL divergence (ref. Eq. 2) as compared to rectification or
Euclidean norm, as used in [16].

There are two key differences between the DRAW [4] and
our model:

(1) At any instant, prediction error of our model drives its
attention (sampling location). In DRAW, attention weights
are learned explicitly which are not driven by the model’s
prediction error alone.

FIGURE 5. Prediction error (NLL) decreases up to a certain extent with
increase in model size (i.e. encoder, decoder and latent variable (z)
dimensions) for the MNIST dataset. In most cases, prediction does not
improve beyond encoder dimension 64 and z dimension 10.

(2) Our model considers the patch and its location as sep-
arate modalities, perception and proprioception respectively,
resulting in two inputmodalities which are combined. DRAW
considers the patch and its location together as input in one
modality.

Our improvement in generation accuracy (NLL) suggests
that these differences are playing an important role.

D. ABLATION STUDY
Here we evaluate the contribution of proprioceptive modality
in our model. We define a variant of our model by eliminating
the proprioceptive modality at input (observation) and output
(generation), keeping rest of the model unchanged. That is,
x<t = {x

(1)
<t } and i = 1 in Eq. 4. For all datasets, the NLL is

lower when the proprioceptive modality is used (ref. Table 3).
Thus, the proprioceptive modality facilitates more accurate
pattern completion.

Intuitively, our agent senses its body (via propriocep-
tion) in addition to sensing its environment (via perception).
This allows it to learn the relations between its perceptual
and proprioceptive signals, which is the key to its accu-
racy. In recent years, artificial intelligence and related areas
have been flooded with attention-based models for numerous
applications. Our work is unique as it models action/attention

6 VOLUME 10, 2022



M. Baruah et al.: Attention-Based Predictive Agent for Static and Dynamic Environments

as proprioception, similar to perception, and validates its role
in attaining state-of-the-art accuracy.

E. EVALUATION FOR EFFICIENCY
The number of trainable parameters increases exponentially
with patch size (ref. Table 2). The results in Table 4 are
obtained with 5 × 5 patch size which allows our model to
yield high accuracy while being efficient in model size.

Our experiments show that prediction accuracy (NLL)
improves exponentially with increase in number of glimpses
and our model starts yielding high accuracy within a few
glimpses (ref. Figs. 4a, 4c, 4e). On average, by the fourth
glimpse which corresponds to 11.2% (std. 1.1) of the scene,
the prediction error drops by 60.4% (std. 10.1).

Figs. 4b, 4d, 4f show that for 21 × 21 patch size, more
than 80% of the scene is viewed within the sixth glimpse for
all three datasets (MNIST, EMNIST, SMNIST). In contrast,
for 5 × 5 patch size, less than 25% of the scene is viewed
till the last (12th) glimpse for all the datasets. However, the
prediction accuracy for 5× 5 is only slightly lower than that
for 21× 21 (ref. Figs. 4a, 4c, 4e). This is because our model
learns by sampling locations with maximum information gain
at each glimpse. It yields state-of-the-art accuracy upon view-
ing only 22.6% of the scene on average over all three datasets
(std. 2.7).

The proposed model yields state-of-the-art accuracy while
being size and sample efficient. However, there is still room
for improving its accuracy and efficiency. Our future work
will include applying this model to other kinds of data, and
learning thismodel using class labels in addition to perceptual
and proprioceptive inputs.

IV. CONCLUSION
A predictive agent model is proposed that sequentially sam-
ples and interacts with its environment. At each instant,
it samples the location with maximum information gain to
minimize its sensory prediction error in a greedy manner.
The agent operates as a closed-loop system involving percep-
tual (‘what’) and proprioceptive (‘where’) pathways which
are learned end-to-end, without supervision (class labels) or
reinforcement. The same model can be used for static and
dynamic environments. Experiments on handwriting genera-
tion reveal that the model is sample and size efficient, and
yields state-of-the-art accuracy. Conceptually, this work is
unique due to its modeling action/attention as propriocep-
tion, using it with perception in a multimodal setting, and
experimentally validating its role in yielding state-of-the-art
accuracy in an end-to-end model.

APPENDIX LOSS FUNCTION DERIVATION
Here we derive the objective function in Eq. 4. The generative
and recognition models are factorized as:

pθ (X≤T , z≤T |x≤T ) =
T∏
t=1

pθ (Xt |z≤t , x<t )pθ (zt )

qφ(z≤T |x≤T ) =
T∏
t=1

qφ(zt |x≤t )

The variational lower bound (ELBO) on the log-likelihood of
the generated data, log pθ (X≤T |x≤T ), is derived as:

Eqφ (z≤T |x≤T )
[
log pθ (X≤T |x≤T )

qφ(z≤T |x≤T )
qφ(z≤T |x≤T )

]
= Eqφ (z≤T |x≤T )

[
log

pθ (X≤T , z≤T |x≤T )
pθ (z≤T |x≤T )

qφ(z≤T |x≤T )
qφ(z≤T |x≤T )

]
= Eqφ (z≤T |x≤T )

[ T∑
t=1

log
pθ (Xt |z≤t , x<t )pθ (zt )

pθ (zt |x≤t )
qφ(zt |x≤t )
qφ(zt |x≤t )

]
= Eqφ (z≤T |x≤T )

[ T∑
t=1

[
log pθ (Xt |z≤t , x<t )

− log
qφ(zt |x≤t )
pθ (zt )

+ log
qφ(zt |x≤t )
pθ (zt |x≤t )

]]
≥ Eqφ (z≤T |x≤T )

[ T∑
t=1

log pθ (Xt |z≤t , x<t )
]

−

T∑
t=1

DKL
(
qφ(zt |x≤t ), pθ (zt )

)
We assume, the modalities X (1)

t and X (2)
t are conditionally

independent given the common latent variables [26] and all
observations till the current time. Therefore,

log pθ (Xt |z≤t , x≤t ) =
2∑
i=1

log pθ (X
(i)
t |z≤t , x<t )

Thus,

log pθ (X≤T |x≤T )

≥ Eqφ (z≤T |x≤T )
[ T∑
t=1

2∑
i=1

log pθ (X
(i)
t |z≤t , x<t )

]
−

T∑
t=1

DKL
(
qφ(zt |x≤t ), pθ (zt )

)
≥ Eqφ (z≤T |x≤T )

[ T∑
t=1

2∑
i=1

λi log pθ (X
(i)
t |z≤t , x<t )

]
−

T∑
t=1

βDKL
(
qφ(zt |x≤t ), pθ (zt )

)
where λ1, λ2, β are the weights balancing the terms.
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