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Abstract
Contact inspections are commonly performed in industry to check for defects and degradation, such as corrosion or cracks.
Non-destructive evaluation (NDE) probes are being deployed with increasing frequency using autonomous robots, especially
in harsh environments or in areas where access is restricted and difficult. Together with the NDEmeasurement, it is important
to capture the 3D position of the probe so that the location where the data originated is known. This allows for the generation
of 3D maps of the inspection, which ensure full scan coverage, and can be used for inspection reports and to generate digital
twins of the structure for asset management. In this paper, a full inspection system integrating a robot mountable stereo camera
system together with an electromagnetic acoustic transducer (EMAT) probe and a wireless NDE data acquisition system is
presented. The system is capable of capturing and merging 3D positional data of the probe as it is scanned and NDE data.
The system design in terms of hardware and software is described in this paper. A set of tests to evaluate its performance on
relevant structural components are also presented, and the results are reported and discussed.

Keywords Robotics · Localisation · Encoding · EMAT

1 Introduction

Non destructive evaluation (NDE) techniques are used
routinely in industrial inspections to assess the structural
integrity of components. An important part of these inspec-
tions involves scanning the surface of the component using
an NDE probe to cover a surface area that can range from
a few centimetres squared to many square metres. Spatial
encoding of the probe location during the inspection is nec-
essary in most cases to produce a map of the inspection scan.
In addition, there is a current trend in the NDE industry to use
digital twins of inspected structures for asset management,
in which case the ability to encode the probe location in 3D
space is highly desirable.

Encoding technology for NDE exists, however it is gen-
erally based on wheeled or wired encoders. These existing
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encoders can only capture the distance that the probe travels
on the surface, but not the 3D position and pose of the probe.
Camera systems are available but they require prior calibra-
tion and setup on site. In this paper, we explore the use of the
Simultaneous LocalizationAndMapping (SLAM) technique
for spatial encoding and the fusion of this with ultrasonic
measurements, leading to a complete inspection system with
spatial encoding.

SLAM is a technique where the robot aims to construct a
map of its surroundings and estimate its own position at the
same time. SLAM can be performed using monocular cam-
eras. In that case, an RBG image is created every frame, and
visual odometry can be performed based on the change of the
environment between 2 successive frames. However, monoc-
ular SLAM suffers from a problem called the scale drift, as it
cannot retrieve the actual scale from the world without extra
information. This problem has been addressed and solutions
are proposed in [1], [2]. Twoother types of camera can also be
used in SLAM; these are RGB-D and stereo cameras. Using
an RGB-D camera, in addition to an RGB image, informa-
tion about the distance of the camera from its surroundings
is available. This is done by emitting an infrared light beam,
and receiving its reflection and calculating the time-of-flight
(ToF) [3], [4]. For stereo cameras, 2 different pictures are
taken from the left and right camera at each frame, the dif-
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ference between these two pictures is called a disparity map,
using this map the depth information of the surroundings
can be extracted [5], [6]. Performance wise, RGB-D cam-
eras present less of a computational burden at the cost of
being less accurate due to noise and environmental depen-
dencies, while stereo cameras are more accurate at the cost
of needing more computational resources since a disparity
map needs to be computed at every frame [7]. In both cases,
together with the visual odometry and the depth information,
a map of the camera surroundings with the location of the
camera can be generated.

Starting from the last decade there have been numer-
ous visual based SLAM method being proposed, such as
Oriented FAST and rotated BRIEF SLAM (ORB-SLAM)
[8], Real-Time Appearance-Based Mapping (RTAB-Map)
[9] and Zedfu [10]. The ORB-SLAM is a monocular SLAM
proposed in 2015 and it requires a monocular camera to per-
formSLAM.ORB features [11] are used in featurematching.
The ORB-SLAM allows a lifelong operation due to the com-
pactness of the generated map. ZEDfu is a stereo SLAM
proposed by Stereolabs. The ZEDfu requires a stereo ZED
camera to perform SLAM. It consists of four main mod-
ules; Depth Sensing, Positional Tracking, Spatial Mapping
and Object Detection, and can also be integrated with multi-
ple third-party libraries and environments such as Robotics
Operating System (ROS) [12] and Unity [13]. RTAB-Map is
a SLAMapproach proposed in 2013 and can be performed by
using either a RGB-D camera or a stereo camera, an optional
3D Lidar input is also accepted to perform 6 DoF mapping.
The RTAB-MAP aims to provide a solution to loop closure
in a large scale environment, where memory and runtime
become a concern due to a large set of keyframes being con-
sidered in the loop closure check. In RTAB-MAP, by using
the concept of working memory and short term memory, it
was shown that the time required has been kept under a fixed
limit [14]. A comparative analysis of visual-based SLAM
methods was performed in [15], it was shown that out of all
3 SLAM methods, ZEDfu has the least deviation and thus
the best odometry quality and therefore it is selected for this
work.

A relevant type of NDE inspection probe for scans
are electromagnetic acoustic transducer (EMAT) [16], [17].
EMAT probes have the advantage that they do not require
direct contact with the inspected component, and thus there
is no need for surface preparation. In addition, they can
work through coatings on the component and do not require
ultrasonic couplant. An acquisition system for EMATs was
recently developed [18], which has the advantage that is
small, lightweight, wireless, standalone, and compatiblewith
ROS. This acquisition system is thus portable, and can be eas-
ily used to scan components in industry, either manually or
using robots.

In this paper, a stereo camera system using SLAM is inte-
gratedwith anEMATprobe and its corresponding acquisition
system, to create an inspection system capable of 3D spatial
encoding. The ultrasonic data from the EMAT probe is fused
with the SLAM data to generate a data set containing the
full pose of each measurement and the component thick-
ness information. The performance of the resulting system is
demonstrated in a set of tests that involve scanning 3D com-
ponents and digitally displaying the encoded inspection data
in 3D.

The rest of the paper is structured as follows. The detail
design of the acquisition and localization system is discussed
in Sect. 2, the setup of experiment performed is discussed in
Sect. 3, the results of experiments are discussed in Sect. 4,
and concluding remarks are reported in Sect. 5.

2 Developed Integrated System

The integrated system consists of a localisation device, and
an NDE system, combining their data to produce an out-
put encoded NDE dataset. A ZEDm camera was selected in
this work as the most suitable camera to perform localisa-
tion. This ZEDm camera was integrated with the acquisition
system and EMAT probe [18]. The integrated EMAT probe
and camera can then be moved over the surface to measure
thickness while continuously estimating the pose.

The features for both the acquisition system and local-
isation device are summarised in Sect. 2.1. The complete
system with the full setup are shown in Sect. 2.2. The hard-
ware layout is summarised in Sect. 2.3. The software setup
is summarised in Sect. 2.4.

2.1 Features

Theacquisition system [18] is a standalone system that is con-
nected to an EMAT probe to perform measurements, which
in this work are thickness measurements of the inspected
component. The acquisition system first obtains the analogue
signals from the probe. It then amplifies and digitalises them,
and lastly it processes them to obtain the information of inter-
est, which in this case is component thickness. The resulting
thickness values are then transmitted via Wi-Fi using ROS
to a receiving platform, which in this case is a laptop. This
work flow is schematised in Fig. 1.

In parallel, the localisation device, which in this work is a
ZEDm camera, is continuously performing SLAM to obtain
its pose. The localisation device does so by capturing images
of the environment and reading from its IMU while moving.
Pictures of the environment captured and readings at each
frame are passed to the receiving platform via USB trans-
fer; this receiving platform can be either a robot or a laptop
as in this work. These pictures and readings are then pro-
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Fig. 1 Block diagram of the complete system

cessed using the ZEDSDK to compute the pose of the camera
through visual motion estimation, taking into account of the
effect of fast movement. The localisation device is also able
to estimate track its motion and to transfer the pose data as
a ROS message. Since the acquisition system has a message
publish frequency of 3 Hz, the localisation device needs to
be able to produce a pose message with a minimum publish
frequency double of this.

2.2 Complete System

The integrated system brings together the localisation device
and the EMAT probe together with the acquisition system for
the EMAT, and data is assembled in the receiving platform.
The main elements of the integrated system, together with

the communication between them, are summarised in Fig. 1.
The detailed structure of data flow within the acquisition
system is presented in [18]. Within the receiving platform, a
script was used in this work to combine the received message
into one. This is performed by restricting the publication of
combined messages to only when a thickness data point is
received. The combined message is then passed to a script
that relies on standard Matlab libraries to construct a point
cloud of the structure.

The ZEDm camera and the EMAT probe need to be fixed
togetherwith a known relative position between them inorder
to achieve high accuracy in the positioning. A structure to
hold the EMAT probe together with the ZEDm camera was
created using 3D printing, a picture of which is shown in
Fig. 2. In the structure, the ZEDm camera is positioned and
secured on top of the EMAT offset by 11cm from the ultra-
sonically active area. Adhesive tape is placed at the base of
the EMAT to protect it and its thickness is considered neg-
ligible. This structure including the EMAT and camera can
be considered the end effector of the integrated inspection
system.

Figure 3 shows the full setup of the integrated system
prepared to be used in practice. The acquisition system is
connected to the EMAT via a LEMO connector. This acqui-
sition system is then connected to the receiving platform via
Wi-Fi connection. The ZEDm camera is connected to the
receiving platform via a USB 3.0 cable.

Fig. 2 Picture of the holding structure
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Fig. 3 Full setup of the intergrated system

2.3 Hardware

The acquisition system consists of 3 main elements: an arbi-
trary function generator and an oscilloscope, a board with
analogue amplifiers, and a processing machine with Wi-Fi.
The acquisition system can operate at a frequency range
between 50 kHz and 3 MHz. In this work it is exciting
a pulse with a central frequency of 2 MHz. This pulse is
sent via a LEMO cable to the EMAT probe, which gener-
ates a polarized shear wave on the component at the 2 MHz
frequency. The system can perform measurements at up to
12 Hz, using 10 averages per measurement, meaning that
it can excite pulses with a burst rate of 120 Hz. Details of
this system can be found in [18]. For the purposes of this
work, the processor receives the digital raw signals from the
EMAT probe, and processes them to obtain the thickness
values of interest. The processor has ROS installed on it,
and transmits the resulting thickness values via Wi-Fi using
ROS.

The localisation device used in this work is the ZEDm
camera, supplied by Stereolabs. The camera has a dimen-
sion of 124.5×30.5×26.5 mm, weighs 62.9 g and is USB
powered. It consists of a dual camera, an accelerometer and
a gyroscope. The maximum resolution of the video mode is
2.2 k at 15 Hz, and the maximum depth and pose update rate
up to 100 Hz while in VGA resolution, the accelerometer
and a gyroscope have a sampling rate of 800 Hz, the min-
imum and maximum depth sensing distance are 0.1m and
15m respectively. A USB 3.0 cable is used as a power sup-
ply cable and to transfer data from camera to an operating
laptop. In this work, the video mode is set to 720p, and the
pose update rate is set to 60 Hz.

2.4 Software

The processor of the acquisition system has Ubuntu 16.04 as
operating system and ROS Kinetic installed. The inspection
data is outputted using ROS via Wi-Fi. It is also possible
to communicate to the processor from any external laptop
connected to the Wi-Fi by establishing a network protocol
secure shell (SSH), in case any inspection parameters such
as number of averages of the inspection need to be modified.

The captured image and IMU data from the camera are
transferred to a receiving laptop through a USB 3.0 cable
for further processing. In this work, the ZED SDK is used
for acquiring the pose of the camera. The ZED SDK is the
native SDK provided along with the ZED camera. The SDK
is capable of performing position tracking, spatial mapping
and object detection. In this work, mainly the position track-
ing modules is used, the ROSwrapper provided by Stereolab
is also used to publish pose data as a ROSmessage. It should
be noted that the ZED SDK is based on the analysis of tex-
tured information and IMUdata for pose computation, which
has limitation is that no motion in visual scene is allowed
when the ZED camera is moving. As such, the ZED SDK is
not expected to provide reliable pose estimation in dynamic
environments.

In the implementation in this work, the camera pose esti-
mates are offset by the dimensions of the 3D printed structure
holding the camera to the EMAT probe. This provides the
pose at the base of the EMAT probe, which is the pose of
the outer surface of the inspected component. The inner sur-
face of the inspected component is obtained by offsetting the
points from the outer surface of the component in the direc-
tion perpendicular to the outer surface, and by an amount
equal to the thickness values measured using the EMAT. The
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combination of the outer surface of the inspected component,
obtained based on the camera pose, and the inner surface,
obtained combining the camera pose and measured thick-
ness, provide a reconstruction of the scanned component.
This is plotted as a point cloud that creates a digital twin
of the inspected component, which inherently includes the
inspection data.

3 Experimental Testing

The integrated system was first tested on an L-shaped alu-
minium bar with constant cross section as shown in Fig. 4a.

Fig. 4 (Top) Scene of the measurement including scanned sample,
EMAT holder and attached zed camera and background that the zed
camera is looking at. (Middle and bottom) Image that the zed camera
sees

The bar has a thickness of 10 mm with a length of 1400 mm,
the top face has a width of 100mm and the side face has a
width of 50 mm. Figure 4 shows the experimental setup used
to scan the L-shaped aluminium bar. The integrated camera
and EMAT probe are shown on top of the inspected com-
ponent, and the background that the camera is facing is also
shown. The majority of background is at a distance approx-
imately between 1 and 3 m from the camera. The edge of
the testing component can also be see in some of the back-
ground, which is at a distance of 10–50 from the camera. The
distance between the background and the camera is impor-
tant in the precision of the pose computation, backgrounds
further away from the camera lead to lower precision. In the
experimental setup, the background is located at a distance
that can be representative of the background distances found
in the field.

In the tests, the inspection device containing the EMAT
probe and camera wasmoved along the surfacemanually fol-
lowing an approximate raster scan pattern similar to the one
that would perform when inspecting an industrial structure.
The pose of the ZEDm camera and the thickness of the spec-
imen were recorded at each measuring point (obtained at a 3
Hz frequency). A point cloud with both the outer surface and
inner surface of the tested specimen were then generated for
the full scan of the component.

This inspection scan of the component was repeated 5
times in the same configuration and the resultswere recorded.
The average of the results was also computed in order to find
the accuracy of the system.

During each test of the aluminium angle bar experiment,
an average of around 600 data points, including both the
inside and the outside surface are recorded. The experiment
was conducted along a section of the bar with a length of
90 mm.

The system was then tested on a circular aluminium pipe
with 128mmouter diameter and 113mm inner diameter. The
test was perform to illustrate the versatility of the system in
terms of scanning curved surfaces. The setup used for the
experiment on the pipe is shown at Fig. 5.

A first scan of the pipe using a raster scan was performed.
The section of the pipe scanned can be described using cylin-
drical coordinates, and corresponds to 120 degrees of the pipe
and 70 mm in height. This scan of the pipe was then repeated
to obtain 5 independent scans, which were recorded. The
average of the results was also computed in order to find the
accuracy of the system.

In all tests, once a complete point cloud was acquired, this
point cloud was then imported into CloudCompare [19] for
comparison.CloudCompare is an open source 3Dpoint cloud
andmesh processing software. The point cloud importedwas
then compared with the ground truth 3D model, which was
created as a 3D STL file with either the L-shaped bar or the
pipe geometry. The distance between all cloud points and
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Fig. 5 Scene of the measurement including scanned sample, EMAT
holder and attached zed camera and background that the zed camera is
looking at

the nearest triangle of the ground truth geometry mesh are
computed as a measure of the error.

For each test of the aluminiumpipe experiment, an average
of around 400 data points, including both the inside and the
outside surface, are recorded. The experiment was conducted
along a section of the pipe with a length of 70 mm.

4 Results and Discussion

The point cloud ofmeasurements obtained froma representa-
tive test on the aluminium bar is shown in Fig. 6. The external
surface data points are shown in red, while the internal sur-
face are shown in blue.

Fig. 6 Scatter plot of the obtained point cloud, external surface colored
as red and internal surface colored as blue, units are in mm

Fig. 7 Point cloud of aligned geometry superimposed onto stl model
outer points labeled as red, inner points labeled as yellow (top) Isometric
view (bottom) side view

Table 1 Error of angled bar (overall)

1 2 3 4 5 Average

Mean(mm) 0.637 0.677 0.533 0.504 0.596 0.598

RMSE(mm) 0.802 1.07 0.783 0.662 0.893 0.842

SD 0.487 0.833 0.573 0.429 0.665 0.597

Table 2 Error of angle bar (outer surface)

1 2 3 4 5 Average

Mean (mm) 0.637 0.563 0.523 0.449 0.444 0.490

RMSE (mm) 0.672 0.690 0.663 0.598 0.690 0.663

SD 0.367 0.444 0.467 0.395 0.528 0.440

Figure 7 shows this point cloud being superimposed onto
theground truthmodelwithinCloudCompare.The alignment
process was done by using 4 corner reference points and
manually fine tuning after the first alignment.

Table 1 shows the error of reconstruction in the angled alu-
minium bar, with a mean error of 0.598mm on both surfaces.
Table 2 shows the error of reconstruction of the outer surface.
The outer surface reconstruction mean error is close to but
a little smaller (by 0.1 mm) than the error for the combined
outer and inner surfaces. A histogram of the Cloud to Mesh
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Fig. 8 Histogram of difference of point could

Fig. 9 Scatter plot of the obtained point cloud, external surface colored
as red and internal surface colored as blue

(C2M) distance is also shown in Fig. 8, 83.4% of points has
a C2M absolute distance smaller than 1mm.

A scatter plot of cloud point obtained in the aluminium
pipe is shown in Fig. 9. The external surface data points are
shown in red, while the internal surface are shown in blue.

Figure 10 shows this point cloud being overlayed onto
the ground truth model, the alignment process was done by
manually aligning stl model onto the pointcloud.

Table 3 shows the error of reconstruction in the pipe. The
mean error is 0.770mm on both surfaces. Table 4 shows the
error of reconstruction of the outer surface. The mean error
in Table 4 is close to but smaller than overall error in 3 by
0.1mm. This is due to the inaccuracy of the combined NDE
acquisition system and EMAT probe at the 2MHz frequency
used. A histogram of C2M is also shown in Figure 11. In that

Fig. 10 Point cloud of aligned geometry superimposed onto a CAD
model that serves as ground truth. Outer points labeled as red, inner
points labeled as yellow, and (top) isometric view (bottom) side view

Table 3 Error of pipe (overall)

1 2 3 4 5 Average

Mean(mm) 0.843 0.602 0.685 0.896 0.823 0.770

RMSE(mm) 1.05 0.75 0.941 1.12 1.04 0.980

SD 0.657 0.508 0.714 0.698 0.748 0.608

Table 4 Error of pipe (outer surface)

1 2 3 4 5 Average

Mean(mm) 0.803 0.431 0.575 0.839 0.741 0.678

RMSE(mm) 1.003 0.520 0.795 1.060 0.891 0.854

SD 0.604 0.291 0.579 0.654 0.495 0.518

histogram, 71.4% of points have a C2M absolute distance
smaller than 1mm.

It should be noted that, as previously mentioned in
Sect. 2.4, the SLAM technology used in ZED SDK is based
on the analysis of textured information and IMU data for
pose computation. This has the limitation is that no motion
in visual scene is allowed when the ZED camera is moving,
and thus in these scenarios the ZEDSDKwill not provide the
reliable pose information. This is a limitation that is arises in
dynamic environments and that can be responsible for some
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Fig. 11 Histogram of difference of point could

of the discrepancies between the point clouds obtained and
the actual component geometry.

It should also be noted that the distance between ZED
camera and background affects the prevision of the pose
computation, as described in Sect. 3. Thus, locating objects
in the background closer or further from the camera can lead
to higher and lower precision in the results, respectively. The
results presented in this work are for a representative back-
ground described in Sect. 3.

5 Conclusion

An integrated inspection system consisting of an EMAT
probe together with its acquisition system, and a ZEDm
stereo camera system, was presented in this paper. The
ZEDmcamera system uses SLAM, and the integration results
in merged NDE and position measurements. The system is
capable of 3D spatial encoding the probe location as well
as returning the location of the inner surface of the speci-
men. Thus, it can create 3D digital twins of the structures
it scans, which inherently include the NDE inspection mea-
surements. The system is small and light weight (<1kg), and
is ROS-enabled. The performance of the system was show-
cased in a set of tests. The results of these tests were a set
of points cloud of the internal and external surfaces of the
scanned structure. The evaluation of these tests indicate that
they reconstructed the geometry with mean error of 0.598
mm for a 90 mm section of an aluminium angle bar, and with
a mean error of 0.770 mm for a 70 mm long, 120 degree
section of a 12.7 cm diameter aluminium pipe.
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