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Dipolar magnon-magnon coupling has long been predicted in nano-patterned artificial spin sys-
tems. However, observation of such phenomena and related collective spin-wave signatures have until
recently proved elusive or limited to low-power edge-modes which are difficult to measure experi-
mentally. Here we describe the requisite conditions for dipolar mode-hybridisation, how it may be
controlled, why it was not observed earlier and how strong coupling may occur between nanomag-
net bulk-modes. We experimentally investigate four nano-patterned artificial spin system geome-
tries: ‘chevron’ arrays, ‘square’, ‘staircase’ and ‘brickwork’ artificial spin ices. We observe significant
dynamic dipolar-coupling in all systems with relative coupling strengths and avoided-crossing gaps
supported by micromagnetic-simulation results. We demonstrate reconfigurable mode-hybridisation
regimes in each system via microstate control, and in doing so elucidate the underlying dynamics gov-
erning dynamic dipolar-coupling with implications across reconfigurable magnonics. We demonstrate
that confinement of the bulk-modes via edge effects play a critical role in dipolar hybridised-modes, and
treating nanoislands as a coherently precessing macro-spins or standing spin-waves are insufficient to
capture experimentally-observed coupling phenomena. Finally, we present a parameter-space search
detailing how coupling strengthmay be tuned via nanofabrication-dimensions andmaterial properties.

INTRODUCTION

Artificial spin ices (ASI) are arrays of magnetically frus-
trated nanoislands with vast low-energy state degeneracy
[1–4]. Study of ASI and related systems has expanded
beyond modelling thermodynamic systems to leveraging
them as host platforms for diverse applications includ-
ing reconfigurable magnonics [1, 3, 5–10], neuromorphic
[11, 12] and reservoir computing [13–15]. Bypassing the
need for parity of interactions, differential fabrication [16–
19] offers enhanced tunability of the dynamic magnon re-
sponse and increased microstate access flexibility. Recon-
figurable magnonic crystals (RMC) [6, 20–31] are highly-
attractive due to hosting many distinct spin-wave spectra,
with promising information processing applications [32,
33]. Magnonic crystals can express spin-wave band gaps,
band-pass filtering, and waveguide bending[24, 27]. Di-
verse functionality within the sameRMCallows a plethora
of different computational tasks and offers a potential so-
lution to high power consumption andwaste heat [34] asso-
ciated with traditional CMOS electronics. An attractive
RMC avenue is engineering dipolar magnon-magnon cou-
pling between nanomagnets. Typically, coupled magneti-
sation dynamics is achieved via short-range exchange in-
teraction [35, 36], placing tight-constraints on experimen-
tal system architecture. The dipolar-interaction respon-
sible for coupling in nano-patterned RMC offers relative
freedom and reconfigurability of mode-hybridisation phe-
nomena [15]. There aremanydemonstrations of RMCs us-
ing 1D arrays [21, 23, 25–30] which while impressive suffer
from limited number of states versus 2D arrays. ASIs are
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attractive to magnonic computing since they can be lever-
aged more flexibly and exhibit richer spin-wave spectra
[5, 15, 16, 31]. Rapid readout techniques for microstates
have been developed for ASI making it a promising RMC
candidate [18, 37].

Previously dipole-dipole coupling and collective
spin-wave behaviour in ASI proved elusive and avoided-
crossings had not been observed. Interactions were
considered too weak to resolve in ASI bulk-modes
(BM) [38] or limited to low-power edge-modes (EM)
[39, 40] which are challenging to detect experimen-
tally due to smaller magnetic volume and imperfect
nano-patterned edges although can be improved using
ion-beam milling [41]. Simulation of coupled nanomag-
nets in ASI where inter-island coupling is mediated by
spin-wave channels in an exchange-biased underlayer
has been demonstrated [42]. Here we show inter-island
dipolar-coupling is sufficient for opening spin-wave band
gaps using micromagnetic-simulation (MuMax3 [43]) and
experimental ferromagnetic resonance (FMR).

We previously investigated width-modified bi-
component square ASI, alternating rows of thin and
wide nanoislands along each sublattice, termed ‘staircase’
ASI. This provides access to ‘type-3’ states consisting of ‘3-
in, 1-out’ vertex-configuration whose spin-wave signature
had yet been measured. Applying field 45◦ to sublattice
axes we observed an avoided-crossing due to anti-parallel
magnetisation. This geometry with perpendicular state-
preparation and measurement field-directions is atypical,
and its use and efficacy in exploring mode-hybridisation
is further investigated here. We show collective spin-
wave modes are not limited to geometrically-modified
or 1D arrays and present a detailed study elucidating
contributing factors to hybridised spin-wave modes in
strongly-interacting nanomagnetic arrays. We investigate
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‘diagonal’ and ‘chevron’ two nanoisland arrays, ‘square’,
‘staircase’ and ‘brickwork’ ASI. A systematic parameter
search is performed, including nanoisland-dimensions,
vertex gap, array geometry and saturation magnetisa-
tion for ‘square’ ASI. The results shed light on dipolar
magnon-magnon coupling and form a set of design-
rules for tailoring and controlling dipolar hybridisation
phenomena in artificial spin-system meta-materials [9].
Sample fabrication, experimental, fitting and simulation
methods are all found in supplementary information.

RESULTS AND DISCUSSION

Acoustic and optical spin-waves

Effective inter-island coupling requires significant
dynamic stray-field. Figure 1(a) illustrates different
nanoisland spin-wave modes; standing spin-wave modes
(SSW) which exhibit insignificant stray-field, EM pre-
dicted to exhibit mode-hybridisation due to stray-field
and BM which exhibit an uncharacteristic combination of
EM and SSW with stray-field emanating from both short
and long edges of the nanoisland allowing opportunity for
effective inter-island coupling.
When moments are aligned parallel (↑↑), no mode

splitting occurs and both moments precess in-phase
(Fig. 1(b)). When aligned anti-parallel (↑↓), mode-
hybridisation occurs and when the energies of BM in
separate nanoislands are brought close together an
avoided-crossing is observed. We know from studies
on synthetic antiferromagnets (syAFM) [35, 36, 44, 45]
and bistable 1D nanoisland arrays [21, 23, 25] that
hybridised-modes are distinguished by in-plane dynamic
magnetisation moving in-phase or out-of-phase termed
acoustic and optical respectively as illustrated in Figs.
1(c-d). The out-of-plane dynamic magnetisation has the
opposite phase relationships, ie. acoustic moves out-of-
phase and the optical moves in-phase due to opposite
precession chirality. The frequency gap, δ, is caused by
Brillouin zone folding [21, 25], typically occurring near re-
manance but can be shifted in field by width modification
(‘staircase’) or symmetry breaking (‘brickwork’).
No strong inter-island coupling exists if external fields

are applied along sublattice directions [38]. Fig. 1(e)
illustrates the coercive field of the parallel-to-field nanois-
lands (red) are much lower than the perpendicular-to-field
nanoislands (blue) and therefore the avoided-crossings
cannot be observed in principle. Figures 1(f-g) show
applying the field diagonally brings modes close together
and each nanoisland magnetisation can be broken down
into two x, y-components. For hybridisation between
neighbouring single-nanoisland modes to occur a pair
of nanoislands must have ↑↓ configuration; in Fig. 1(g)
x-component ⇀↽ (red) or Fig. 1(f) the y-component ↑↓
(blue). It follows that avoided-crossings should be observ-
able in a field-saturated ‘type-2’ state if measurement and
preparation fields are perpendicular. Typically arrays are
saturated along a given axis, then spectra measured while
sweeping field along the same axis, as illustrate in Fig. 1(e)
[19, 38, 46, 47], partially explaining why avoided-crossings

had not been observed before. The microstate in Fig. 1(g)
hasmodeswith samefield-gradient sign but should still ex-
hibit a gap but since δ is typically on the order of hundreds
of MHz it is likely obscured by experimental linewidth.

FIG. 1. (a) Power distributions of single nanoisland-modes;
standing spin-wave (SSW) modes, edge-modes (EM) and
bulk-modes (BM). BM observed experimentally and simu-
lation are a combination of EM and SSW. Stray-field can
emanate from long edges and short edges. *not excited
in uniform field. (b) Two parallel-magnetised nanoislands
precess coherently, analogous to two uncoupled masses (shown
underneath). (c) Acoustic-mode where oppositely magnetised
nanoislands’ x-components of dynamic magnetisation precess
in-phase, analogous to two spring-coupled masses moving
coherently. (d) Optical-mode where oppositely magnetised
nanoislands’ x-components move out-of-phase, analogous to
two spring-coupled masses moving in opposite directions.
(e) ‘Type-2’ ASI microstate with field applied parallel to
sublattice. (f) ‘Type-2’ ASI magnetised perpendicular to
the applied field direction. Hybridisation occurs only near
avoided-crossing. (g) ‘Type-2’ ASI microstate with parallel
preparation and measurement field.

Mode-hybridisation in two-nanoisland arrays

Three distinct two-nanoisland systems are shown in
Fig. 2 with nanoisland-dimensions 220 by 80 by 20 nm
and lattice parameter, Λ = 300 nm. Spatial Fourier trans-
forms applied to magnetisation time-series to generate
spin-wave spectra, power and phase maps. The ‘diagonal’
two-nanoisland system (Fig. 2(a,b)) demonstrates clear
distinction between the ↑↑ (Fig. 2a) and ↑↓ (b) spectra.
Figure 2(a) exhibits a single mode, increasing in frequency
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FIG. 2. (a-f) Simulated spectra for ‘diagonal’ (a,b) and ‘chevron’ (c-f) two-nanoisland configurations. Microstates are shown
inset for each plot, corresponding power and phase maps shown below. Applied field direction is along x-axis and swept
from positive to negative as indicated by red arrow in (a). (g-j) Experimental (blue/white/red) and corresponding simulation
(black/red/white) for each microstate/field configuration. Two peaks are not immediately resolvable in (g,i) but broader tails
on high-frequency (g) and low-frequency sides (i) are evidence of a second lower-power peak, consistent with simulations (c) and
(e). Lorentzian fits represented by green and pink dots (g-j).

as field is swept positive to negative along the x-axis. The
corresponding power plot underneath shows equal power
in both nanoislands and phase plots show both in-plane
(top) and out-of-plane (bottom) magnetisation precessing
in-phase. Figure 2(b) shows the ↑↓ case exhibiting acous-
tic and optical-modes with an avoided-crossing of δ = 126
± 2 MHz at zero-field, relatively small due to the centre-
to-centre distance being Λ compared with ‘chevron’
arrays with Λ/

√
2. Power maps appear similar, but phase

maps reveal expected optical and acoustic-mode phase
relationships. Acoustic-mode has in-plane components
of magnetisation moving in-phase and optical-mode has
in-plane components moving out-of-phase.
Next we examine simulated spin-wave spectra of four

possible microstates (Figs. 2(c-f)) in a chevron’ geometry.
In Fig. 2(c) the x-component of the magnetisation (mx)
is collinear with the swept magnetic field direction and δ
is constant for all fields. Along the y-component of mag-
netisation (my) one nanoisland points up (+my) and the
other down (-my), satisfying optical and acoustic-mode
generation conditions. The two modes exhibit δ = 194
± 1 MHz, higher than Fig. 2(b) since the inter-island

distance is Λ/
√
2. A large δ of 335 ± 1 MHz is observed

in Fig. 2(d), showing strong inter-island mode coupling.

δ depends not only on microstate but also the local field
which is a function of magnetisation alignment favourabil-
ity. Figures 2(d,e) are favourably aligned showing higher
overall frequency and δ compared to Figs. 2(c,f) which are
unfavourably configured. Since the frequency increases
with effective field, Heff , which includes a dipolar-field
term Hdip, the cancellation of the dipolar-fields when
two moments are both pointing into the vertex lowers the
resonant frequency. In Figs. 2(c,e) the upper mode has
higher or lower power respectively allowing experimental
detection via asymmetry in the spin-wave signature.

Figures 2(g-j) are experimental (red/blue) and sim-
ulated (black/red/white) results for the fabricated
‘chevron’ sample with dimensions 540 by 140 by 25 nm
and Λ = 800 nm. The experimental differential FMR
heatmaps ( ∂P

∂H
) are consistent with simulation. Larger δ

is observed for microstates with favourable alignment in
Figs. 2(h,i) with δ = 240 ± 2 MHz and 264 ± 12 MHz
respectively. Unfavourable microstates in Figs. 2(g,j)
have a smaller δ of 209 ± 67 MHz and 229 ± 2 MHz
respectively demonstrating tunability via microstate.
The relative optical and acoustic-mode power depends on
the configuration as discussed above. The asymmetry of
red and blue shading and Lorenztian fitting (green and
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pink dots) in Figs. 2(g,i) reveal two modes.
For conventional symmetric ASI in ‘type-2’ states mode

shifting due to local field distributions is insignificant.
For symmetry broken ‘type-3’ ASI states, ‘brickwork’, or
width-modified ASI the vertex driven local fields can be
leveraged to tune δ via field or microstate control.

Mode-hybridisation in ASI

Figure 3 shows simulated spectra for square ASI
microstates saturated with the measurement field parallel
(a) and perpendicular (b) to the preparation field. In sim-
ulations coupling for the higher order BM is observed and
we define the two gaps as δ1=f(BMopt

1 )−f(BMaco
1 ) = 146

± 2 MHz and δ3=f(BMopt
3 )−f(BMaco

3 ) = 127 ± 2 MHz.
BM3 are present in experiment but too faint to make
quantitative assessment (see supplementary material).
Modes i and ii in Figs. 3(a,b) follow similar phase re-

lationship as the two-island case. Remembering that the
BMopt

1 has in-plane magnetisation of coupled-nanoislands
moving out-of-phase with each other. For BMaco

1 the
phase of the precession of coupled-nanoislands move
in-phase. BM3 are best described by backward volume
magnetostatic spin waves (BVMSW) [44] where the
wavevector and magnetisation are both defined parallel
to the nanoisland long-axis. BMopt

3 and BMaco
3 have

lower frequency than the BM1, as expected for BVMSW
[48]. In Fig. 3(b) the lower power of BMaco

1 is due to
homogeneous excitation field inefficiently driving a mode
where out-of-phase precession is the resonant condition.
Experimentally-measured and simulated FMR spec-

tra for four ASI cases exhibiting collective spin-wave
signatures are compared; square ASI in a perpendicular
‘type-2’ state, ‘staircase’ ASI [15] in ‘type-3’ states; wide-
nanoisland and thin-nanoisland majority magnetisation
and perpendicularly-saturated ‘brickwork’ ASI (Fig.
3(f)).
Figure 3(c) shows spectra for symmetric ‘square’ ASI

with dimensions 460 by 150 by 25 nm and Λ = 600 nm.
δ = 166.5 ± 1.4 MHz, demonstrating avoided-crossings
are experimentally resolved in ASI without differential
fabrication.
Figures 3(d-e) show spectra for a ‘staircase‘ ASI with

dimensions 600 by 200 (wide) / 130 (thin) by 20 nm and
Λ = 800 nm. Figure 3(d), shows δ1 = 189.5 ± 4.45 MHz,
and 3(e), δ1 = 238.7 ± 9.5 MHz. Preparing the wide-
nanoisland majority ‘type-3’ state locates the avoided-
crossing in the high-frequency, hybridised thin-nanoisland
modes. The thin-nanoisland majority ‘type-3’ exhibits
avoided-crossing in the low-frequency, wide-nanoisland
hybridised modes. This demonstrates tunability of δ1 via
microstate switching for RMC applications.
Figure 3(f) shows ‘brickwork’ ASI with dimensions 570

by 170 by 25 nmandΛ=800 nmachieved via single nanois-
land removal from the unit cell. The simulated avoided-
crossing gaps were δ1 = 240± 25MHz in the negative field
region (right coupled nanoislands) and δ1 = 100± 25MHz
in the positive field region (bottom coupled nanoislands).
Unfortunately accurate experimental peaks were not

extracted due to larger linewidth, however, the presence
of avoided-crossings is plausible based on the similarity to
the simulated spectra. Observing two different δ1 is con-
sistent with the ‘chevron’ findings and allows tunability
via field without microstate change. Lorentzian fits to ex-
perimental data are available in supplementary material.

Mode profiles

Spatial Fourier transforms are applied to the demagneti-
sation field to show dynamic stray-field profiles. Peak ex-
tractions are plotted in Fig. 4(a) to better highlight weak
peaks. BM1 and BM3 also exhibit an avoided-crossing at
120 Oe as indicated by ix and x. At this point BM3 is opti-
cal and BM1 is acoustic. BM revert to single nanoisland-
mode behaviour at high fields. Figure 4(b) shows the
corresponding power and phase of each mode labeled in
Fig. 4(a). SSW1−3 have significantly lower dynamic
dipole-field confined to nanoisland volume agreeing with
the theoretical assumption that no coupling for SSW1−3

is expected. Values shown underneath each phase plot in
Fig. 4(b) are dipole-field calculated outside nanoislands.
Modes v and vi (non-coupled SSW) show significantly
smaller values than i-iv (coupled BM). BM1 and BM3

power is clearly distributed across multiple nanoislands,
contrasted with SSW localised to single nanoislands.
The SSW picture applies well to low frequency modes

that are not experimentally detected. Experimentally
detected BM are best described by the combination
of EM and SSW indicating geometry, particularly the
nanoisland ends, plays a significant role. Additionally,
there is a clear manifestation of stray-field emanating
from long nanoisland edges.
We excite modes sinusoidally to examine time-domain

dynamics. Snapshots of demagnetising fields over a full
precession cycle are shown in Figs. 4(c,d) for the BMopt

1

and SSW1 modes respectively. All modes are available in
supplementary video 1. BMopt

1 shows coherent dynamics
for the in-plane components whereas mode SSW1 shows
precession in mz only. Coherent in-plane precession for
BMopt

1 fosters inter-nanoisland coupling. The video shows
the EM and SSW components of the BMhave a transverse
and longitudinal character respectively, seemingly arising
due to the curved geometry at nanoisland ends.
Figure 4(e) shows stray-field outside magnetic volume

integrated over 10 ns. BMopt
1 has comparable stray-field

to the two EM further indicating edges are vital to BM
coupling. Increasing the node number for SSW allows
more stray-field to escape for potential coupling to occur,
however, even in the simulations SSWs are far too weak
to be experimentally detected.

Tailoring coupling via geometry

Tunability of frequency gaps between BM1 (δ1) and
BM3 (δ

3) modes via parameter exploration is investigated
using micromagnetic-simulation. The control case is a
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FIG. 3. (a) Spectra for the ‘type-2‘ microstate shown inset saturated along the swept field direction (indicated by red arrow).
Modes i-iv are indicated on the right side of the spectra. Modes i and ii are similar to those in Fig. 1 with power concentrated in
nanoisland centre. Modes BMopt

3
and BMaco

3 have shorter wavelength and backward-volume magnetostatic spin wave character
(BVMSW). (b) Spectra for ‘type-2’ microstate saturated perpendicular to the swept-field direction. (c-f) Experimental and
simulation results for (c) ‘square’ ASI, (d-e) ‘staircase’ ASI and (f) ‘brickwork’ ASI. Black arrows illustrate microstate

FIG. 4. (a) Peak extraction of±20 mT high frequency-resolution sweep for same chevron state in Fig. 2(d). Avoided-crossings are
observed at higher fields between modes BM1 (ix) and BM3 (x). (b) Power and out-of-plane phase maps for each of the labelled
modes at 5 Oe and 120 Oe also indicated by white dotted lines in (a). Analysis is applied to demagnetising field to visualise dynamic
stray-field. Stray-field value is displayed under phase maps. Time-domain simulations for (c) BMopt

1
and (d) SSW1 mode where

one precession cycle is shown. Precession for SSW1 is purely out-of-plane. BMopt

1
shows more coherent in-plane mode structure

and is a combination of EM and SSW. (e) Stray-field outside nanoisland is integrated over time and plotted for each mode.
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FIG. 5. Upper panels show the spectra and lower panels show the extracted δ for the δ0(fi − fii) and δ1(fiii− fiv) modes as
a function of (a) nanoisland length, (b) width, (c) thickness, (d), lateral scaling, (e) saturation magnetisation and (f) lattice
parameter. Insets show geometry being changed and are all to scale with (e) showing geometry common to all panels. The dotted
line in (c) indicates the point where the BMopt

1
and BMaco

1 modes switch position in frequency with the higher order BMaco
3 and

BMopt

3
modes. This may be treated as another avoided-crossing.
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square ASI with 220 by 80 by 20 nm Λ = 300 nm and
Msat = 750 kA/m.

Figure 5(a) shows increasing nanoisland length 160-240
nm increases coupling strength 0-200MHz. This is a func-
tion of nanoisland ends being in closer proximity and larger
magnetic volume. Wave-vector may also play a role in
determining how much stray-field escapes the nanoisland.

Figure 5(b) shows δ1 as a function of nanoisland width
which remains relatively constant. δ1 disappears at 146
nm due to distortions arising from an ill-defined magneti-
sation vector (see supplementary). Wider nanoislands
prevent the typical BM structure observed elsewhere, be-
having more like a macro-spin with decreased stray-field.
Interestingly δ3 depends strongly on width. The multi-
nodal structure of the higher-order mode seems more
robust and maintains its stray-field. The anti-node edge-
proximity increases coupling significantly. The dotted line
indicates the point at which neighbouring nanoislands be-
come connected and different mode behaviour is observed.

Figure 5(c) shows how δ varies with thickness. A
minimum thickness of ∼14 nm is required for measurable
coupling, above which δ1 and δ3 increase up to constant
value at around 20% of nanoisland width, showing
additional modes at large thicknesses. Intersection with
a high-order EM interrupts δ1 for 25-27 nm and continues
to increase thereafter up to 35 where additional modes
interfere with the BM1. There is an avoided-crossing at
15 nm, indicated by the dotted line. Figure 4 previously
demonstrated a frequency-gap occurs between BM3

and BM1. For 14 nm and below the BM3 have higher
frequency than BM1. Each of these avoided-crossings are
explained by mode hybridisation confirmed by significant
stray-field (see supplementary information). Below 14 nm
BM3 resemble magnetostatic surface spin-waves (MSSW)
where they exhibit higher frequency than BM1 [48].

Figure 5(d) shows δ varying with lateral scaling
achieved by in-plane cell-size increase. δ1 decreases
linearly with lateral scaling as volume increases as the
square and dipole-dipole strength decreases as the cube
resulting in a linear decrease overall. However, δ1 is
significantly decreased when intersecting with other
modes at 0.8 and 1.4 and 2.0. δ3 seems much less sensitive
to the scaling parameter than δ1 above 1. As can be seen
in Fig. 4(b) maximal precession location of BM3 is closer
to nanosisland ends. The magnetic volume increases
more than the coupling distance therefore exhibiting a
much more shallow drop compared to δ1.

Figure 5(e) shows δ1 and δ3 both initially increase
rapidly with Msat with diminishing returns. These
findings imply that materials with higher saturation
magnetisation like CoFeB could express significantly
larger spin-wave band gaps.

Finally Fig. 5(f) shows how δ1 and δ3 decrease rapidly
with increasing lattice parameter. This is strong evidence
that the coupling is dipole mediated as it decreases
with the cube and modes become decoupled when the
inter-island distance is greater than about twice the
nanoisland length.

CONCLUSION

We investigate and explain the origin of avoided-
crossings as hybridisation of single nanoisland-modes into
acoustic and optical-modes which can be distinguished
by precession phase relationships. Hyrbidisation between
BM1 and BM3 also occurs at higher fields.
Avoided-crossings in artificial spin systems previously

remained elusive due to typical experimental approaches
employing preparation and measurement fields along
the same axis. Rotating the applied field perpendicular
to the preparation field or preparing broken-symmetry
microstates (i.e. ‘type-3’) generates a clear gap, δ.
Conversely, parallel preparation and detection field
direction exhibit, δ, often hidden by relatively large
experimental line-widths. Theoretically it was assumed
that insufficient stray-field between nanoislands prevents
effective coupling. We show using simulation that
this holds for SSW modes (Figs.4(b) v-vii). However,
experimentally detected BM are a combination of SSW
and EM, exhibiting significant stray-field shown in Fig.
4(b) i-iv and avoided-crossings are confirmed via FMR.
Nanoisland ends play a significant role in determining
dipolar-coupling strength even between bulk-modes.
The work presented here progresses the understanding

of dynamic dipole-dipole coupling in nanomagnetic
arrays, both its fundamental origin and how to harness
and design it into systems. Much proposed magnonic
computing is based on spin-wave interference effects
in continuous magnetic media, here we show discrete
nano-patterned islands can strongly interfere through
collective-hybridisation - allowing interference effects
with the reconfigurability and flexibility benefits of
2D-RMC. The nascent magnonic computing field requires
heuristics of how to optimise systems for maximum inter-
ference, coupling and nonlinearity [24]. The design rules
presented here provide means for this in nano-patterned
2D ASI-based RMC. There are multiple ways of tuning δ
in the same structure via field application or microstate
selection proving ASI and related structures to be
promising candidates. We hope that unveiling the ability
to generate and observe these avoided-crossings will
encourage future studies into dipolar magnon-magnon
coupling and collective mode-hybridisation in artificial
spin systems and other architectures.
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METHODS

Frequency domain simulations: Simulations are
all performed in mumax3 [1] which solves the Landau-
Lifshitz-Gilbert equation

∂ ~M(~r, t)

∂t
= − γ

1 + α2
~M(~r, t)× µ0

~Heff (~r, t)−
αγ

Ms(1 + α2)
~M(~r, t)× ( ~M(~r, t)× µ0

~Heff (~r, t)) (1)

where ~M is the magnetisation,Ms is saturation mag-

netisation, γ is the gyromagnetic constant, ~Heff is the
effective field and α is the Gilbert damping parameter.
The nanoislands are arranged on a 45◦ rotated square

lattice where the number of islands can form a 2-island, 3-
island (‘brickwork’) or 4-island (ASI) array allowing min-
imal unit cell for computation efficiency. Periodic bound-
ary conditions simulate a quasi-infinite array. The mag-
netisation state is set manually and relaxed in an applied
field to find the energy minima. A time-dependent sinc
field pulse is applied in z-direction to mimic a broadband
excitation. The simulation evolves in time according to
the LLG equation and the (de)magnetisation is recorded
at regular intervals. Dynamics are obtained by subtract-
ing ground state (t=0) from all subsequent time-steps.
The data-set is windowed with a Hanning function (to
reduce spectral leakage) before a fast Fourier transform
(FFT) is applied along the time axis. Spatial power and
phase plots are produced by integrating frequency bins
in accordance with full width half maxima (FWHM) of
peaks in the spectra. Each spatial power map colour-
scale is normalised to the highest power pixel within the
map. All simulations use the following parameters; mag-
netisation saturation Msat = 750kA/m, exchange stiff-
ness Aex = 13 pJ, pulse amplitude = 50 Oe and time-
step, ∆t = 1/(2*f). Variable simulation parameters are
summarised in table S1.
Time domain simulations: To obtain the mode

profiles in the time domain sinusoidal field is applied,

∗ troy.dion@phys.kyushu-u.ac.jp

ramped up to maximum amplitude using a tanh func-
tion, preventing excitation of high frequency modes.
Data is saved every 2 ps for 10 ns. A region outside of
the magnet is defined to quantify stray field generated
at resonance. All components of this field are summed
in quadrature and divided by the simulation volume.

Sample fabrication: Experimental samples were
fabricated via E-beam liftoff lithography with PMMA
resist and thermal evaporation of NiFe.

Experimental measurement: Experimental FMR
measurements were performed using the commercial
NanOsc cryoFMR probe in a Physical Properties Mea-
surement System (PPMS) at room temperature. The
samples were mounted ‘flip-chip’ with the large (∼ 4× 4
mm) array of ASI taped face down on the waveguide.
Sample were orientated with applied field 45◦ to the is-
lands axis and ⊥ ’type 2’ microstates were prepared prior
to mounting in an external field. The applied field was
modulated by a Helmholtz coil field (0.48 mT) at 490
Hz. The output from the waveguide is then rectified
by an RF-diode and processed in a lock-in amplifier at
the Helmholtz frequency. This produced the differential
output shown in the normalised spectral heatmaps as a
function of field and frequency. Experimental resonance
frequencies were determined from peak fitted with deriva-
tive of a symmetric Lorentzian function using equation
2.

dP

dH
(f) = A · (∆f/2)(f − fres)

((f − fres)2 + (∆f/2)2)2
(2)

where A is the differential amplitude, ∆f is the

http://arxiv.org/abs/2112.05354v1
mailto:troy.dion@phys.kyushu-u.ac.jp
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Figure Type cxy (nm) cz (nm) lattice (nm) dimensions (nm) fcut (GHz) ttot (ns)

2(a-f) 2-island 2.5 10 300 220×80×20 20 50
2(g-i) 2-island 5 20 800 540×140×25 10 50
3(a-b) ASI 2.5 10 300 220×80×20 10 50
3(c) ASI 5 20 600 460×150×20 10 50
3(d-e) ‘staircase’ 5 10 800 600×(200/130)×20* 20 100
3(f) ‘brickwork’ 5 10 800 570×170×25 10 100
5(a) ASI (length) 2 10 300 (160–240)×120×20** 10 150
5(b) ASI (width) 2 10 300 220×(50–140)×20** 15 150
5(c) ASI (thickness) 2 10 300 220×80×(4–40)** 10 150
5(d) ASI (scale) 2*(0.8–2)† 10 300 (220×80×20) 15 150
5(e) ASI (Msat) 2 10 300 (220×80×20) 10 150
5(f) ASI (Λ) 2 10 300 - 700 220×80×20 10 150

TABLE S1. Variable parameters for simulations used throughout the paper. *Wide and narrow islands. ** Numbers in brackets
shows minimum and maximum values. † Dimensions of Fig. 5(d) are scaled by increasing lateral cell size.

linewidth, and fres is the resonance frequency used for
peak positions on the heatmaps.

RESULTS

Figure S1 is a wider frequency window to show that
the BM3 modes are present in the sample but do not
exhibit sufficient power to make a quantitative assess-
ment. With more sensitive measurement techniques
these modes should be detectable and this justifies our
analysis of said modes in the simulations in the main
manuscript of the paper. We also point out the array
edge-modes. The width of nanoislands at the edges of
the array have smaller width and therefore a mode with
higher frequency is observed.

Figures S2 and S3 are the Lorentzian peak fittings for
each sample at -100, 0 and +100 Oe. The presence of two
peaks in the ’chevron’ sample in the parallel configuration
demonstrates that the two peaks can be identified and the
summation fits well to the experimental data.

We also present power maps to complement parameter
searches from Fig. 5 in the main manuscript.

Figure S4 shows how widening the islands causes dis-
tortions to the BM1 profile but BM3 remains robust up
until the islands are no longer separated. There does
not appear to be a clear direction preference for a sin-
gle anti-node mode when the shape anisotropy is low but
multi-nodal structures can form along the loose shape
anisotropy that remains.
Figure S5 shows thickness dependence. Below a cer-

tain thickness the two BM modes switch places in fre-
quency. When BM3 has a higher frequency than BM1

this suggests magnetostatic surface spin wave (MSSW)
behaviour rather than backward volume magnetostatic
spin-wave (BVMSSW) behaviour at larger thickness.
There are several avoided crossings in this heat-map. Hy-
bridisation is apparent in modes 3 and 4 which was seen
for the ‘chevron’ array in the main manuscript in Fig.
4. Another avoided-crossing occurs around 26 nm where
a higher order EM (10) intersects BM1. Similarly mode
9 shows some mode avoided-crossing at around 36 nm.
What these modes all have in common is significant stray-
field.
Figure S6 shows how the mode behaviour changes with

lateral scale. Modes 2 and 3 show signs of hybridisation
between BM1 and BM3. The amount of stray-field ema-
nating from the nanoislands clearly drops as the scale is
increased.

[1] A. Vansteenkiste, J. Leliaert, M. Dvornik, M. Helsen,
F. Garcia-Sanchez, and B. Van Waeyenberge, The design
and verification of mumax3, AIP Adv. 4, 107133 (2014).

https://doi.org/10.1063/1.4899186
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FIG. S1. (a) Experimental spectral heatmap for ’square’ ASI sample showing BMopt

1
and BMaco

1 modes. Due to narrowing of
island width at array edges a faint mode at higher frequency is apparent. (b) Modes BMopt

3
and BMaco

3 are barely visible so
not quantiative analysis is performed.
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FIG. S2. (a) Differential Lorentzian peak fits for the ‘chevron’ sample in the parallel orientation (Fig. 2g). The component
fitted peaks associated with the negatively magnetised islands acoustic mode (peak 1 – blue) and optical mode (peak 2 –
red). (b) Differential Lorentzian peak fits ‘chevron’ sample in perpendicular orientation (fig. 2h). The component fitted
peaks associated with the negatively magnetised islands acoustic mode (peak 1 – blue) and optical mode (peak 2 – red). (c)
Differential Lorentzian peak fits in fields for the ‘square’ ASI sample (fig. 3c). The component fitted peaks associated with
the negatively magnetised islands (peak 1 – blue), positively magnetised islands (peak 2 – red), and sample edge islands with
a slightly smaller width (peak 3 – grey). The summation of the components is shown by the purple dashed line. Black arrows
in SEM image show magnetisation state and red arrow shows the applied magnetic field direction.
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FIG. S3. Differential Lorentzian peak fits in fields ’staircase’ ASI sample prepared in wide majority state (fig. 3d). The
component fitted peaks associated with the negatively magnetised bars (peak 1 – blue), positively magnetised bars (peak 2
– red), and negatively magnetised thin bars (peak 3 – grey). Differential Lorentzian peak fits for the ’staircase’ ASI sample
prepared in wide majority state (fig. 3d). The component fitted peaks associated with the negatively magnetised bars secondary
bulk mode (peak 1 – orange), negatively magnetised bars bulk mode (peak 2 – grey), negatively magnetised thin bars (peak 3 –
blue), and positively magnetised wide bars (peak 4 – red). Differential Lorentzian peak fits for the ‘brickwork’ ASI sample (fig.
3f). The component fitted peaks associated with the negatively magnetised bars (peak 1 – blue) and positively magnetised
bars (peak 2 – red). The summation of the components is shown by the purple dashed line. Black arrows in SEM image show
magnetisation state and red arrow shows the applied magnetic field direction.
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FIG. S4. Power maps for Fig. 5b in the main manuscript in which the island width is investigated. Numbers correspond to
modes in the heat map. Magnetisation texture is shown underneath colour corresponding to the colour wheel. Islands wider
than 150 nm the BM1 mode becomes distorted due to curved magnetisation texture. There is no clear magnetisation vector
direction. Mode behaviour completely changes when neighbouring islands are proximate. BM3 is more robust with increasing
width. Increased node number seems to find a preferential direction despite curved magnetisation texture.
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FIG. S5. Power maps for Fig. 5c in the main manuscript in which the island thickness is investigated. Numbers correspond to
modes in the heat map. Magnetisation texture is shown underneath colour corresponding to the colour wheel. Below 15 nm
the BM3 mode has higher frequency than BM1 MSSW behaviour and BVMSW behaviour above. Larger thickness exhibits
more magnetisation curling at the ends seemingly allowing modes to form along the out-of-plane axis of the island.
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FIG. S6. Power maps for Fig. 5d in the main manuscript in which lateral scale is investigated. Numbers correspond to modes in
the heat map. Magnetisation texture is shown underneath colour corresponding to the colour wheel. BM1 and BM3 hybridise
around 0.8


