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10 Abstract – Binaural rendering of Ambisonics signals is a common way to reproduce spatial audio content.
11 Processing Ambisonics signals at low spatial orders is desirable in order to reduce complexity, although it
12 may degrade the perceived quality, in part due to the mismatch that occurs when a low-order Ambisonics signal
13 is paired with a spatially dense head-related transfer function (HRTF). In order to alleviate this issue, the HRTF
14 may be preprocessed so its spatial order is reduced. Several preprocessing methods have been proposed, but they
15 have not been thoroughly compared yet. In this study, nine HRTF preprocessing methods were used to render
16 anechoic binaural signals from Ambisonics representations of orders 1 to 44, and these were compared through
17 perceptual hearing models in terms of localisation performance, externalisation and speech reception. This
18 assessment was supported by numerical analyses of HRTF interpolation errors, interaural differences, perceptu-
19 ally-relevant spectral differences, and loudness stability. Models predicted that the binaural renderings’ accuracy
20 increased with spatial order, as expected. A notable effect of the preprocessing method was observed: whereas
21 all methods performed similarly at the highest spatial orders, some were considerably better at lower orders.
22 A newly proposed method, BiMagLS, displayed the best performance overall and is recommended for the
23 rendering of bilateral Ambisonics signals. The results, which were in line with previous literature, indirectly
24 validate the perceptual models’ ability to predict listeners’ responses in a consistent and explicable manner.
25
26 Keywords: Binaural models, Ambisonics, HRTF preprocessing, Spatial audio, Binaural rendering27

28 1 Introduction
29 1.1 Binaural rendering and Ambisonics

30 Binaural rendering allows to present auditory scenes
31 through headphones while preserving spatial cues, so the lis-
32 tener perceives the simulated sound sources at precise loca-
33 tions outside their head [1]. Traditionally, this is achieved
34 by convolving an anechoic audio signal with a head-related
35 impulse response (HRIR) [2]. Typically, HRIRs are mea-
36 sured or simulated for a set of directions on a specific lis-
37 tener in anechoic conditions. Convolving signals with
38 HRIRs is a convenient method to simulate a limited num-
39 ber of sound sources in an anechoic environment, but it can-
40 not be easily used to accurately render reverberation or
41 “scene-based” spatial audio formats, e.g. recorded with
42 spherical microphone arrays. Furthermore, the implementa-
43 tion of rotations, in order to allow the listeners to turn their
44 head and keep the sources fixed relative to the surrounding
45 space, can be relatively inconvenient when using HRIRs.

46For such applications and features, it is common to employ
47Ambisonics instead.
48Ambisonics, first introduced by Gerzon [3], is an audio
49signal processing framework that allows to conveniently
50record, represent, post-process and reproduce spatial audio
51[4]. Although it was initially intended for loudspeaker play-
52back, Ambisonics has recently found a niche in binaural (i.e.
53headphone-based) audio reproduction, mostly due to an
54increased interest in virtual reality (VR) and augmented
55reality (AR). For instance, the framework has recently
56found use in VR-focused acoustic simulation engines by
57Facebook (formerly Oculus) [5] and Google [6].
58In essence, Ambisonics allows to “encode” a three-dimen-
59sional sound field by projecting it on a hypothetical sphere
60surrounding the listener. Under this representation, the sig-
61nal can be conveniently manipulated through a mathemat-
62ical framework known as spherical harmonics (SH) – an
63excellent introduction for its usage in acoustics is given in
64Rafaely’s book ([7], Chap. 2). When a sound field is encoded
65into the Ambisonics domain, it is assigned an inherent spa-
66tial order (N 2 N), also known as truncation order, which
67dictates its spatial resolution. As a general rule, lower orders
68offer a coarser spatial resolution, leading to an increased
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1 width or “blurryness” of rendered sound sources, while
2 higher orders offer finer resolution, leading to narrower
3 and better-localised sources [8]. The spatial order of an
4 Ambisonics signal is often constrained by the application,
5 e.g. commercial microphone arrays typically operate at
6 order 4 or lower, while real-time acoustic simulations benefit
7 from working with low orders, as it reduces computational
8 costs [5].
9 For binaural playback, an Ambisonics signal must be
10 “decoded” to two channels (left and right ears) by pairing
11 it with a head-related transfer function (HRTF), which is
12 how we refer to an HRIR dataset when expressed in the
13 frequency-domain. This has traditionally been done with
14 the virtual loudspeaker method [9], although recent studies
15 have suggested to employ an alternative formulation which
16 encodes the HRTF in the SH domain in order to operate
17 there directly [10]. This SH-based formulation enables addi-
18 tional ways to preprocess the HRTF in order to improve the
19 quality of the resulting binaural signals (e.g. see the “magni-
20 tude least squares” method, or MagLS [11]). Additionally,
21 Ben-Hur et al. [12] have shown that the virtual loudspeaker
22 method can be derived with the SH-based formulation (this
23 is further discussed in Sect. 2), meaning that the latter pro-
24 vides a more general solution to the binaural decoding prob-
25 lem. For this reason, the SH-based formulation is employed
26 in the present study.
27 Since HRTFs are typically measured or simulated off-
28 line, it is safe to assume that they can be provided with high
29 spatial resolution. In fact, high-quality, densely sampled
30 generic HRTFs are already publicly available [13] and there
31 is a good amount of ongoing research on the production of
32 individual HRTFs of similar quality (a review was provided
33 by Guezenoc and Seguier [14]) and on the spatial upsam-
34 pling of sparse HRTFs [15, 16]. Therefore, in practice, it
35 is common to encounter situations where a binaural render-
36 ing must be obtained by pairing a low-order Ambisonics sig-
37 nal to a spatially dense HRTF. This mismatch can cause a
38 loss of relevant information from the HRTF due to order
39 truncation (as demonstrated in the Appendix), which leads
40 to audible artefacts in the binaural signals, such as spectral
41 colouration, loudness instability across directions and local-
42 isation blur [8, 17]. In order to mitigate these so-called trun-
43 cation errors, the HRTF may be preprocessed through
44 various methods, which are reviewed in this study, to
45 reduce its spatial order.
46 It is important to note that, in addition to truncation
47 errors, working with low-order or sparsely sampled signals
48 can also lead to an increase in spatial aliasing and its subse-
49 quent binaural artefacts – this is the case of sound fields
50 recorded with microphone arrays [18]. However, analysis
51 and mitigation of aliasing errors is outside of the scope of
52 this study, which focuses solely on truncation errors. There-
53 fore, the contributions of this work will be most useful for
54 applications in which Ambisonics signals can be assumed
55 to be aliasing-free, such as deterministic plane-wave based
56 simulations [5]. For the rendering of recorded (aliased)
57 sound fields, the findings of this work may also be relevant,
58 but aliasing mitigation methods should be considered – a
59 review of these is given by Lübeck [19].

601.2 Research question and contributions

61Finding the most effective HRTF preprocessing method
62for Ambisonics rendering, i.e. the one that best mitigates
63truncation errors, is an active research topic. Previous stud-
64ies have compared different methods through listening tests
65[20–23] but the complexity and time-consuming nature of
66such experiments heavily limits the amount of conditions
67that can be tested. Ideally, one would compare all state-
68of-the-art HRTF preprocessing methods through a variety
69of metrics (e.g. localisation performance, externalisation)
70and for a wide range of spatial orders. However, most of
71the aforementioned studies only assessed one perceptual
72metric (usually, similarity to a reference signal) or consid-
73ered just a few spatial orders in their evaluation.
74Binaural models, which offer a computational simula-
75tion of binaural auditory processing and, in certain cases,
76allow also to predict listeners’ responses to binaural signals,
77are an invaluable tool that could help overcome such limi-
78tations. Using them, it is possible to rapidly perform com-
79prehensive evaluations that would be too time-consuming
80to implement as actual auditory experiments, as shown
81by Brinkmann and Weinzierl [24]. Additionally, model-
82based evaluations could be extremely useful when access
83to human subjects is limited, such as in times of pandemic.
84It is likely that models will not provide accurate predictions
85near to the zone of perfect reproduction, but it is reasonable
86to expect them to provide broadly correct predictions for
87larger errors. This means that they could be particularly
88useful in the case of comparing between HRTF preprocess-
89ing methods at low spatial orders, and possibly providing
90insights on overall trends.
91The aim of the present study is twofold: first, to propose
92a framework to evaluate Ambisonics-based binaural signals
93through auditory models; and second, to find which state-
94of-the-art HRTF preprocessing method performs best for a
95wide range of spatial orders and perceptual metrics. In par-
96ticular, three different models from the Auditory Modeling
97Toolbox (AMT) [25] were employed in the assessment: the
98localisation model by Reijniers et al. [26], the externalisation
99model by Baumgartner and Majdak [27], and the speech
100reception in noise model by Jelfs et al. [28]. Furthermore,
101this evaluation is complemented by numerical analyses in
102order to relate the models’ predictions to objective metrics.
103All in all, the contributions of the present study can be
104summarised as such:

105
1061. a review of the state of the art in HRTF preprocessing
107methods for binaural Ambisonics rendering;
1082. a comparison of relevant HRTF preprocessing meth-
109ods’ ability to accurately render anechoic sound fields,
110through numerical analyses and perceptual models
111(localisation performance, externalisation, speech
112perception);
1133. a novel method, BiMagLS, which combines two state-
114of-the-art methods to produce more accurate binaural
115signals and;
1164. an indirect validation of the perceptual models’ ability
117to predict user responses to binaural signals.
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12 This paper is structured as follows: Section 2 presents
3 the different HRTF preprocessing methods under evalua-
4 tion and introduces the novel BiMagLS; Section 3 describes
5 the evaluation procedure, including numerical analyses and
6 perceptual models; Section 4 presents the results; Section 5
7 discusses them; and Section 6 summarises the outcomes and
8 concludes the paper. The Appendix provides some theoret-
9 ical background on the Ambisonics framework and the issue
10 of order truncation in binaural rendering.

11 2 HRTF preprocessing methods for
12 Ambisonics rendering

13 This section presents the HRTF preprocessing methods
14 that were compared in this study. Each method aims to
15 obtain the SH coefficients of the HRTF (SH-HRTF) up
16 to a limited order N which matches the order of the
17 Ambisonics signal to be binaurally rendered, while poten-
18 tially mitigating truncation errors. A discussion on the
19 process of obtaining the SH-HRTF and the nature of trun-
20 cation errors is provided in the Appendix. Implementation
21 details are briefly described for each method and the corre-
22 sponding MATLAB code is available at the BinauralSH
23 repository in Zenodo (https://doi.org/10.5281/zenodo.
24 5012460 [29]).
25 It is worth noting that the scope of this study is limited
26 to HRTF preprocessing methods for binaural Ambisonics
27 rendering. Therefore, it does not cover parametric
28 Ambisonics rendering methods, which exploit prior knowl-
29 edge of the sound field [30], or methods for the mitigation
30 of spatial aliasing artefacts (e.g. high-frequency ringing
31 effects) [19].

32 2.1 Truncation (Trunc)

33 The baseline method to reduce the order of an SH-
34 HRTF to N consists in simply removing all SH coefficients
35 corresponding to order N + 1 onwards. In practice, this is
36 often approximated by applying the discrete spherical Four-
37 ier transform (SFT) of order N to the HRTF, as defined in
38 Equation (A.11) in the Appendix. This method, here
39 referred to as truncation (Trunc), does not attempt to mit-
40 igate the various truncation errors at all. Therefore, it is
41 expected to produce large artefacts in the binaural signals,
42 particularly for frequencies above the so-called aliasing fre-
43 quency, which is inversely proportional to the truncation
44 order (see Eq. (A.10) in the Appendix). In other words,
45 the Trunc method is expected to produce highly inaccurate
46 binaural signals at low truncation orders.

47 2.2 Equalisation (EQ)

48 One of the most distinct effects of order truncation is a
49 spectral roll-off that occurs mostly above the aliasing fre-
50 quency, which leads to an undesirable direction-indepen-
51 dent low-frequency boost in the binaural signals [31]. An
52 easy way to mitigate this effect is to apply a global equali-
53 sation (EQ) filter to the SH-HRTF, so that its diffuse field
54 component (i.e. its average magnitude across directions)

55matches the one of a reference – usually a higher-order ver-
56sion [31]. The EQ is direction-independent, which ensures
57that the perceptual cues inherent to the HRTF, such as
58interaural level differences (ILDs) and elevation-dependent
59spectral cues, will not be affected by it.
60Different EQ methods have been proposed. Ben-Hur
61et al. [31] discuss the two most popular approaches: the first
62one calculates the diffuse field component of the HRTF and
63inverts it, resulting in HRTF-related-filters (HRF), while
64the second one employs “spherical head filters” (SHF)
65derived from an analytical spherical head model. In that
66study, it is shown that HRF achieves a lower spectral error
67than SHF does, but at the cost of being more sensitive to
68noise within the HRTF (e.g. inverting a notch of the diffuse
69field component could lead to excessive amplification and
70subsequent ringing artefacts), although both methods pro-
71duced similar results in a listening test, by significantly
72improving the timbral composition of order-truncated bin-
73aural signals.
74Implementation: In this study, the EQ method was
75implemented by first obtaining the truncated SH-HRTF
76as in the Trunc method (Eq. (A.11)) and then applying
77HRF obtained from a 44th order SH-HRTF, following
78([31], Eq. (14)). Additionally, frequency-dependent regular-
79isation [32] was employed when calculating the EQ filters to
80avoid excessive amplification, as implemented by Engel
81et al. [33, 34]. Preliminary tests showed that SHF and
82HRF performed similarly under these conditions, so only
83the latter was included in the evaluation for the sake of
84brevity.

852.3 Tapering (Tap)

86One consequence of truncating the order of a signal in
87the SH domain is a “spatial leakage” effect that affects its
88directional pattern. This can be intuitively explained by
89the fact that SH coefficients are the result of a Fourier
90transform and, therefore, behave similarly to the well
91known time-frequency Fourier transform: the same way
92that a rectangular window applied to a time-domain signal
93produces undesired frequency-domain leakage in the form of
94side lobes along the frequency axis, “hard” order truncation
95in the SH domain produces side lobes in the space domain.
96In the case of an SH-HRTF, this effect can lead to
97unwanted binaural crosstalk and subsequent alterations of
98the ILDs, which are an essential cue for sound localisation,
99as shown by Hold et al. [35]. Additionally, it can cause
100sound sources to rapidly change loudness across directions,
101which is also undesirable [17].
102To mitigate this spatial leakage effect, Hold et al. pro-
103posed the “tapering” method, which consists in “windowing”
104the SH coefficients in the same way that a time-domain sig-
105nal is windowed to prevent spectral leakage. This is done by
106applying gradually decreasing weights to the coefficients
107corresponding to the higher orders. The tapering method
108has been shown to mitigate spatial leakage artefacts in
109order-truncated SH-HRTFs [35].
110The tapering method is reminiscent of Max-rE weight-
111ing, a technique used to maximise sound field directivity
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1 in Ambisonics loudspeaker decoding. This method, pro-
2 posed by Daniel et al. [36], applies scalar weights to the dif-
3 ferent Ambisonics channels in a way that the sound field’s
4 energy vector (rE) from Gerzon’s sound localisation model
5 [37] is maximised. In essence, the weights are highest for
6 order 0 and decrease monotonically for higher spatial
7 orders, much like the tapering window by Hold et al.
8 Although mostly used for loudspeaker decoding, Max-rE
9 weighting has also been employed in a binaural context
10 by McKenzie et al. [38], where a dual-band approach is
11 employed, applying the weighting only above the aliasing
12 frequency.
13 Implementation: In this study, the tapering method
14 (Tap) was implemented by obtaining the truncated
15 SH-HRTF as in the Trunc method (Eq. (A.11)) and then
16 applying Hann weights following the method by Hold
17 et al. [35], except that a shorter Hann window was
18 employed so that only the 3 highest orders [n � (N � 3)]
19 were tapered in order to avoid excessive attenuation, as sug-
20 gested by Lübeck et al. [20]. Furthermore, a dual-band
21 approach was employed, so weights were only applied
22 above the aliasing frequency (Eq. (A.10)). Finally, HRF
23 equalisation was applied to the tapered SH-HRTF as in
24 the EQ method. Informal tests showed that dual-band
25 tapering performed generally better than single-band
26 (which agrees with the findings by McKenzie et al. [21]),
27 whereas Max-rE and Hann weights performed similarly.

28 2.4 Time-alignment (TA)

29 Previous studies have shown that time-aligning all
30 HRIRs within a dataset, essentially removing the interaural
31 time differences (ITD), substantially reduces the effective
32 spatial order of the resulting SH-HRTF [39]. This is illus-
33 trated in Figure 1: while a time-aligned HRTF presents a
34 “compressed” SH spectrum that can be truncated at
35 N = 5 and still preserve 90% of its energy at 10 kHz
36 (Fig. 1b), the non-aligned version needs up to N = 17 to
37 preserve the same amount at that frequency (Fig. 1a). This
38 is because phase accounts for most of the spatial complexity

39of an HRTF; therefore, if we remove the HRIRs’ onset
40delays (which vary slightly across directions due to the ears
41not being at the origin of the coordinate system), we can
42considerably reduce the effective order of the SH-HRTF
43[16].
44When the time-alignment method (TA) is used for
45HRIR interpolation, ITDs can be easily reinserted in the
46signal without losing information. However, this cannot
47be done when binaurally rendering Ambisonics signals,
48which is why TA requires so-called bilateral Ambisonics sig-
49nals, for which two receivers at the listener’s ears’ positions
50are used instead of a single one at the centre of the head
51[23]. This dual-receiver setup is straightforward to imple-
52ment in an acoustic simulation, but it is worth noting that
53it will require separate simulations for different head rota-
54tions due to the left- and right-ear signals not sharing the
55same coordinate system, which contrasts with typical
56Ambisonics rendering in which head rotations can be easily
57derived ([4], Sect. 5.2.2).
58Based on an evaluation with auditory models,
59Brinkmann and Weinzierl [24] suggested that a time-
60aligned SH-HRTF truncated to N = 3 could produce binau-
61ral signals that were not significantly different (in terms of
62localisation performance, colouration and interaural cross-
63correlation) from a higher-order reference, whereas a non-
64aligned one required N = 19. This is in agreement with a
65recent study by Ben-Hur et al. [23], who showed that a
66fourth-order binaural Ambisonics rendering generated with
67a time-aligned HRTF was rated by listeners as identical to a
6841st-order reference in a perceptual test.
69Implementation: In this study, TA was implemented
70with the “phase correction by ear alignment” method, as
71proposed by Ben-Hur et al. [16], time-aligning the HRTF
72before obtaining the truncated SH-HRTF with Equation
73(A.11). This approach has been shown to be more robust
74against measurement noise than methods based on onset
75detection [24] and obtained promising results in recent
76perceptual studies [22, 23]. However, it is expected that
77methods based on onset detection would perform similarly
78[40].

(a) (b) (c)

Figure 1. SH spectra of the FABIAN HRTF [13]: (a) before preprocessing, (b) after time alignment through phase correction by ear
alignment [16], and (c) after setting its phase to zero. The b90 and b99 parameters are shown, indicating the lowest spatial order that
contains 90% and 99%, respectively, of the HRTF’s energy for a particular frequency bin [16]. The SH spectrum is defined as the
energy of the SH-HRTF’s coefficients at every order n, according to Equation (A.8) in the Appendix.
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1 2.5 Magnitude least squares (MagLS, MagLS + CC)

2 Following the idea of TA, Zaunschirm et al. [41] pro-
3 posed a perceptually-motivated alternative method where
4 HRIR alignment is performed only above a given frequency
5 cutoff (fc), while ITDs are left intact below it. This fre-
6 quency-dependent time-alignment (FDTA) method is
7 based on the duplex theory [42], which establishes that
8 ITDs (and therefore, phase) are perceptually most relevant
9 at low frequencies, while ILDs (i.e. magnitude) are domi-
10 nant at high frequencies. In parallel, the same authors pre-
11 sented another method called “magnitude least squares”
12 (MagLS), which achieved superior performance than
13 FDTA by entirely disregarding phase errors above fc [11].
14 Figure 1c shows how a magnitude-only version of an SH-
15 HRTF displays an even lower effective spatial order than
16 the time-aligned version (Fig. 1b), which provides an intu-
17 ition of why MagLS performs better than FDTA at low
18 orders. In that same study, it was shown that listeners could
19 not perceive phase errors beyond 2 kHz for continuous sig-
20 nals (speech) or 4 kHz if considering envelope ITD (e.g. for
21 pulsed noise).
22 There exists a variant of MagLS (MagLS + CC) that
23 employs the covariance matrix framework proposed by
24 Vilkamo et al. [43], applying a global EQ and correcting
25 the interaural coherence of the binaural signal, which is
26 expected to affect important perceptual cues such as source
27 width [41]. Zotter and Frank ([4], Sect. 4.11.3) have recom-
28 mended to employ this variant for spatial orders equal or
29 lower than 3, but this has not been thoroughly tested yet.
30 Note that, in contrast to TA, MagLS reduces the effec-
31 tive order of the SH-HRTF while preserving ITDs. Conse-
32 quently, it does not require bilateral Ambisonics and is
33 compatible with the dynamic simulation of listener’s head
34 rotations.
35 Implementation: In this study, MagLS was imple-
36 mented through a simple iterative procedure proposed by
37 Zotter and Frank ([4], Sect. 4.11.2), setting the cutoff to
38 the aliasing frequency (fc = fa) – the rationale being that,
39 since large phase errors are expected to occur above the
40 aliasing frequency, it is preferable to minimise magnitude
41 errors as much as possible in that range. Furthermore, a
42 smooth transition was applied one half-octave below and
43 above the cutoff to avoid sharp changes in the frequency
44 response and subsequent audible artefacts. The
45 MagLS + CC variant was implemented following ([4],
46 Sect. 4.11.3).

47 2.6 Spatial subsampling/virtual loudspeakers (SpSub,
48 SpSubMod)

49 The spatial subsampling method (SpSub) mitigates
50 truncation errors by sampling an HRTF at a reduced num-
51 ber of directions prior to obtaining its SH coefficients [10].
52 This intentionally introduces spatial aliasing errors in the
53 SH-HRTF, effectively shifting high-frequency content
54 towards low spatial orders. Although aliasing is often unde-
55 sirable, it has been shown that, in this particular case, it
56 compensates for truncation errors to some extent [10, 17].

57The SpSub method produces identical output to the
58popular virtual loudspeakers method, first introduced by
59McKeag and McGrath [9] and later employed by Noisternig
60et al. [44] and the developers of Google’s Resonance Audio
61[6], among others. The equivalence between SpSub and
62virtual loudspeakers is subject to choosing an appropriate
63sampling scheme (i.e. the number of virtual loudspeakers
64and their locations), as shown by Ben-Hur et al. [12]. Com-
65mon sampling schemes include platonic solids (only avail-
66able for N � 3) [45], Gaussian quadratures [46], Lebedev
67quadratures [47] and T-designs [48].
68McKenzie et al. [21] proposed a variant of SpSub
69(SpSubMod) which combines it with FDTA, dual-band
70Max-rE weighting (i.e. tapering) and diffuse field EQ (i.e.
71HRF), which was shown to perform well for orders 1 to 3.
72Implementation: In this study, SpSub was imple-
73mented by obtaining a high-order (Nh = 44) SH-HRTF
74via discrete SFT, then sampling this SH-HRTF to an Nth
75order Gaussian quadrature via discrete ISFT (Eq. (A.12))
76and finally applying the SFT again to the result, as in Equa-
77tion (A.11). Gaussian quadratures were chosen as they per-
78form well for a wide range of truncation orders, according to
79Bernschütz [18] and were generated with the SOFiA tool-
80box [49]. Additionally, the SpSubMod variant was imple-
81mented by applying FDTA (as in [4], Sect. 4.11.1]) prior to
82SpSub, then applying dual-band Hann tapering and, finally,
83HRF equalisation [21].

842.7 BiMagLS

85A novel method is introduced in this study called “bilat-
86eral MagLS”, or simply BiMagLS. This method is presented
87as an improved version of TA and consists of the following
88steps:
89
901. first, the HRTF is time-aligned as in the TA method;
912. for frequencies below a given threshold, the SH-HRTF
92of order N is obtained by means of least-squares fitting
93of a high-order HRTF;
943. for frequencies above the threshold, the SH-HRTF of
95order N is obtained by means least-squares fitting only
96the magnitude of the same high-order HRTF, while
97phase is estimated with the iterative procedure sug-
98gested by Zotter and Frank ([4], Sect. 4.11.2).
99

100In other words, BiMagLS is equivalent to applying
101MagLS preprocessing to a time-aligned HRTF. Much like
102TA, this method is only compatible with bilateral Ambison-
103ics due to the HRTF being time-aligned across the whole
104frequency spectrum. By combining the accurate phase
105reconstruction of TA and the accurate magnitude recon-
106struction of MagLS, this method is expected to outperform
107TA when rendering bilateral Ambisonics signals.
108Implementation: BiMagLS is implemented by first
109time-aligning the HRTF using phase correction by ear
110alignment [16] and then generating the order-limited SH-
111HRTF via MagLS, as described earlier. The frequency
112threshold was set to 3 kHz, independently from the trunca-
113tion order. This cutoff was chosen empirically, as it
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1 provided best results in informal tests. A smooth transition
2 is applied one half-octave below and above the cutoff. For
3 further implementation details, please refer to the confer-
4 ence paper by the present authors [50].

5 2.8 Overview

6 The following nine HRTF preprocessing methods were
7 implemented: Trunc, EQ, Tap, TA, MagLS,
8 MagLS + CC, SpSub, SpSubMod, and BiMagLS, as sum-
9 marised in Table 1. The method BiMagLS, which combines
10 the qualities of TA and MagLS and is presented as a direct
11 improvement of the former, has been introduced in this
12 work. Of the nine methods, two of them (TA and
13 BiMagLS) assume a time-aligned HRTF and cannot be
14 used directly to binaurally render a standard Ambisonics
15 signal. Even though they are not directly comparable to
16 the other methods, they have been included for the sake
17 of completeness, as they are still valuable for HRTF inter-
18 polation and for rendering bilateral Ambisonics signals,
19 i.e. measured at the ears’ positions.
20 A previous perceptual study by Lübeck et al. [20] has
21 already compared Trunc, EQ, Tap, SpSub and MagLS
22 for the binaural rendering of microphone array recordings,
23 using a dummy-head recording as the reference. Their data
24 showed that all methods achieved an increase in quality
25 compared to a low-quality anchor (low-passed diotic sig-
26 nal), but no significant differences were observed among
27 the methods at high orders. One limitation of said study
28 was that only three spatial orders were evaluated (3, 5
29 and 7) and only one perceptual metric (similarity to the ref-
30 erence) was evaluated. In the present study, we aim to com-
31 plement their results by assessing some additional methods,
32 a wider range of spatial orders and several perceptual met-
33 rics. This is achieved thanks to a model-based evaluation
34 and complementary numerical analyses, which are detailed
35 in the next section.

36 3 Evaluation methods

37 The previous section introduced the nine HRTF prepro-
38 cessing methods to be assessed. For the evaluation, a pub-
39 licly available HRTF (FABIAN dummy head with an
40 upright head-torso orientation [13]) was employed. The
41 HRTF was measured for 11 950 directions and HRIRs

42had a length of 2048 samples (zero-padded from 256), sam-
43pled at a rate of 44.1 kHz. Informal tests also evaluated a
44numerically simulated HRTF of the FABIAN dummy head
45and the Neumann KU100 HRTF measured by Bernschütz
46et al. [51], but the results were similar to the current ones
47and ultimately not reported here for the sake of brevity.
48SH-HRTFs of orders 1 to 44 were generated with every
49preprocessing method as indicated in Section 2. Then, from
50each order-limited SH-HRTF, HRIRs were interpolated to
51the original 11 950 directions via ISFT (Eq. (A.12)). In
52order to evaluate the methods that operate with fully
53time-aligned HRTFs (TA and BiMagLS), the phase correc-
54tion was reversed after interpolation by undoing the ear
55alignment process. However, it should be noted that said
56phase correction reversal is generally only possible when
57performing HRTF interpolation and not when rendering
58standard Ambisonics signals. Therefore, the results for
59TA and BiMagLS should be interpreted only in the con-
60text of HRTF interpolation and rendering of bilateral
61Ambisonics signals.
62Some subsets of directions were given special attention:
63those in the horizontal plane (180 directions), those in the
64median plane (also 180) and those closest to a 110-point
65Lebedev grid. The latter was chosen for being evenly sam-
66pled around the sphere and easily reproducible, and because
67110 points were found to be high enough to provide relevant
68insights, but not too many to substantially slow down the
69execution of the perceptual models.
70Finally, the differences between the interpolated and
71the original HRIRs were assessed in an initial analysis
72(magnitude and phase errors, interaural cues, direction-
73dependency) and through auditory models, as detailed in
74the following subsections.
75It is worth noting that interpolating an HRIR for a
76given direction is equivalent to rendering a single anechoic
77far-field source, i.e. a plane wave. Therefore, the preprocess-
78ing methods are here evaluated for the scenario of binau-
79rally rendering such a sound source. The methods’ ability
80to deal with reverberant or diffuse sound fields is not explic-
81itly assessed, the implications of which are discussed in
82Section 5.

833.1 Initial analysis

84The first step was to obtain magnitude and phase
85interpolation errors for the 110 positions closest to the

Table 1. Evaluated HRTF preprocessing methods.

Method Implementation notes

Trunc Obtain Nth order SH-HRTF via discrete SFT (Eq. (A.11)).
EQ Apply Trunc, then equalise with HRTF-related filters (HRF) [31] with frequency-dependent regularisation [32].
Tap Apply Trunc, then tapering [35] [Hann window, only for n >= (N � 3) and f > fa] and finally apply EQ.
TA Time-align HRTF via phase correction by ear alignment [16], then apply Trunc.
MagLS Obtain Nth order SH-HRTF via magnitude least squares as in ([4], Sect. 4.11.2) with smoothing around the cutoff.
MagLS + CC Same as MagLS and then apply covariance constraint as in ([4], Sect. 4.11.3).
SpSub Obtain Nth order SH-HRTF via spatial subsampling with Nth order Gauss grids [10].
SpSubMod Time-align HRTF above fa as in [41], then apply SpSub and finally apply Tap [21].
BiMagLS First apply TA to time-align the HRTF and then obtain Nth order SH-HRTF via MagLS with cutoff at 3 kHz.
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1 approximate Lebedev grid. Magnitude error was calculated
2 as the absolute difference between the log-magnitude of the
3 original HRIRs and the interpolated ones, averaged across
4 directions. Phase error was calculated as the absolute differ-
5 ence between the interaural phase delay of the original
6 HRIRs and the interpolated ones, averaged across direc-
7 tions. Interaural phase delay was obtained by subtracting
8 phase delay (unwrapped phase, calculated with the unwrap
9 function from MATLAB R2020b, divided by frequency) of
10 the right channel from the left one in an HRIR pair. We
11 expected that the analysis of interpolation errors would
12 offer a first insight on the accuracy of a given HRTF prepro-
13 cessing method. For instance, large magnitude errors are
14 expected to distort monoaural cues and, by extension,
15 externalisation [27] and vertical localisation performance
16 [52], as well as ILDs. On the other hand, large phase errors
17 are expected to affect ITDs and low-frequency lateral local-
18 isation, being most perceptually relevant below 2 kHz (per-
19 haps 4 kHz, for some stimuli), according to Schӧrkhuber
20 et al. [11].
21 The second step was to estimate the interaural cues,
22 namely ITDs and ILDs, for the 180 horizontal-plane direc-
23 tions on both the original and interpolated HRTFs. This
24 would complement the interpolation error data and allowed
25 for a more perceptually-motivated analysis. ITD was esti-
26 mated with the MaxIACCe method, after applying a low-
27 pass filter (3 kHz) to the HRIRs, as described by Katz
28 and Noisternig [53]. ILD was estimated according to
29 McKenzie et al. [54], by calculating it separately for 30
30 equivalent rectangular bandwidths (ERB) on a high-passed
31 (1.5 kHz) HRIR and then averaging those. Interaural coher-
32 ence was also initially considered, but preliminary tests
33 showed that it was generally very close to the maximum
34 value (1) in most cases, so it did not provide relevant
35 insights for the present study. This was expected, given that
36 the current evaluation is of anechoic sources, whereas inter-
37 aural coherence has been found to be mostly related to
38 externalisation of reverberant binaural signals [55]. Future
39 studies including reverberant conditions should include
40 the evaluation of interaural coherence.
41 The third step was to analyse how the magnitude inter-
42 polation errors varied across different directions. This was
43 expected to provide insights on the spatial leakage effects
44 described in Section 2.3. Instead of looking at the direc-
45 tion-dependent errors for each frequency bin separately,
46 we opted for “collapsing” the frequency axis by using the
47 model by Armstrong et al. [56]. This model translates mag-
48 nitude deviations into estimated loudness differences, and
49 performs a weighted average over the full frequency range
50 by means of equivalent rectangular bandwidths (ERBs)
51 [57]. As a result, we estimate the magnitude of the HRTF
52 for a given direction as a single scalar measured in sones.
53 The loudness difference between a given interpolated
54 HRTF and a reference is referred to as the perceptual
55 spectral difference (PSD), which quantifies the distance
56 between two HRTFs’ magnitude spectra in a perceptually-
57 motivated way, as shown by McKenzie et al. ([54], Sect.
58 4.1).

593.2 Auditory models

60Finally, the interpolated HRIRs were evaluated through
61binaural models. First, localisation performance was
62estimated using the ideal-observer model by Reijniers
63et al. [26], as implemented by Barumerli et al. [58] in the
64AMT. The model predicted localisation performance 100
65times for each of the 110 Lebedev grid directions, in order
66to account for the stochastic processes implemented by
67the model, which aim to replicate the listener’s uncertainty
68when performing a localisation task. Then, the overall lat-
69eral and polar accuracy and precision were calculated. This
70model estimates sound localisation performance on the
71whole sphere, unlike previous models like the ones by
72May et al. [59] (lateral localisation only) or Baumgartner
73et al. [52] (sagittal localisation only), which allows for more
74insightful predictions. A key feature is its Bayesian mod-
75elling approach, which allows to predict listener’s uncer-
76tainty when assessing the location of a sound source. This
77was crucial for the purpose of this study, considering that
78one of the effects of spatial order truncation is localisation
79blur, or sound sources appearing wider than they should
80[8]. It was expected that a wide sound source and a narrow
81one would, on average, be both localised at the correct posi-
82tion (same accuracy), but the narrow source would yield
83lower localisation variance than the wide one (different pre-
84cision). Therefore, the localisation precision predicted by
85the model was expected to be valuable in this evaluation.
86For an example of analysis of localisation accuracy and pre-
87cision, the reader is referred to Majdak et al. [60].
88Second, externalisation was predicted for the 180
89median-plane directions, using the model by Baumgartner
90and Majdak [27], as implemented in the AMT, and then
91averaged across said directions to obtain a single value. This
92model predicts externalisation as a weighted sum of two
93parameters: monoaural spectral similarity and interaural
94broadband time-intensity coherence. It is worth noting that
95the model considers a static (non-head-tracked) and uni-
96modal (auditory information only) binaural rendering.
97Externalisation can be influenced by several factors that
98have not yet been accounted for in existing binaural models,
99such as early reflections and reverberation, visual informa-
100tion, listener expectations (see the “divergence effect” [61])
101and dynamic cues (especially when caused by self-move-
102ments) [62]. However, these additional factors are not nec-
103essarily influenced by the independent variables used in this
104study (spatial order, HRTF preprocessing method) and,
105therefore, a static externalisation estimation was considered
106a valuable metric for our purposes.
107Finally, speech reception in noise was evaluated
108with the model by Jelfs et al. [28], as implemented in the
109AMT. The model predicted spatial release from masking
110(SRM), expressed as the benefit in dB provided by the bet-
111ter-ear and binaural unmasking effects, for one target
112source and one masker (multiple maskers could have been
113used as well, but this was not considered beneficial for the
114purpose of the current study). It was run 180 times per
115HRTF, changing the masker position between each of the
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1 horizontal plane directions, while the target was always
2 placed in front of the listener. No reverberation was
3 included and the masker was set to the same level as the
4 target source. Even though the model is intended to assess
5 reverberant signals, it could provide useful insights on per-
6 ceived source separation in a practical application of ane-
7 choic binaural rendering (e.g. a videoconference with
8 spatial audio).

9 4 Results
10 4.1 Initial analysis

11 Figure 2 shows how magnitude and phase interpolation
12 errors varied with spatial order within the Trunc condition,
13 which was chosen as a baseline for not implementing any
14 mitigation of truncation-related artefacts (see Sect. 2). It
15 can be seen how errors rapidly increase after the aliasing fre-
16 quency is surpassed, which depends on the order, e.g.
17 0.6 kHz for N = 1, 3 kHz for N = 5, etc. Clearly, lower spa-
18 tial orders lead to lower aliasing frequencies and larger over-
19 all errors, as expected. For the highest tested order (44),
20 with an aliasing frequency well above the audible range,
21 the average magnitude error is generally below 1 dB and
22 the phase delay error is mostly under 20 ls, suggesting that
23 this SH-HRTF will not produce audible artefacts.
24 The same interpolated HRTFs are compared in terms of
25 ITD and ILD on the horizontal plane in Figure 3. A one-
26 way analysis of variance (ANOVA) detected a significant
27 effect of spatial order on the ITD error [F(5, 1074) =
28 389.5992, p < 0.001]. A Tukey post-hoc revealed significant
29 differences among the data groups as indicated with dashed
30 lines in the figure, considering a significance level of 0.05.
31 Regarding ILD errors, an ANOVA also detected a signifi-
32 cant effect of spatial order [F(5, 1074) = 309.8585,
33 p < 0.001], with the Tukey post-hoc test revealing signifi-
34 cant differences as indicated in the figure.
35 The fact that the interaural differences for N = 1 dif-
36 fered significantly from the rest could be anticipated from
37 the large magnitude and phase errors reported earlier. On
38 the other extreme, the 44th-order interpolated HRTF
39 obtained very similar results to the reference, which is in
40 agreement with its low interpolation errors. The data also
41 shows that ITD converged towards the reference at an ear-
42 lier order (between 5 and 10) than ILD (between 30 and
43 44). This can be explained by the fact that the ITD estima-
44 tion method mainly considers frequencies below 3 kHz,
45 whereas the ILD estimation method is mostly influenced
46 by frequencies above 1 kHz (see Sect. 3) and, therefore, is
47 affected more by high-frequency truncation errors.
48 The nine HRTF preprocessing methods are compared in
49 Figure 4 for a spatial order of N = 3. It can be seen how
50 magnitude and phase errors increase considerably above
51 the aliasing frequency (marked with a vertical dashed line),
52 as expected. The largest magnitude error was obtained for
53 Trunc and the smallest ones, for MagLS and BiMagLS,
54 which is in agreement with the instrumental evaluation in
55 [20]. The EQ method displayed smaller magnitude errors
56 than Trunc, which showcases the benefits of the diffuse field

57equalisation filter. In terms of phase, all methods displayed
58similarly small errors below the aliasing frequency. Above
59that threshold, TA and BiMagLS both obtained the small-
60est errors overall, which was expected since these methods
61are able to accurately reconstruct ITDs, assuming a correct
62implementation of bilateral Ambisonics. Among the meth-
63ods that do not fully time-align the HRTF, relatively large
64phase errors (one order of magnitude higher than the esti-
65mated JND) were observed above the aliasing frequency
66for all methods, with SpSub obtaining slightly smaller
67errors than the rest.
68Data of ITD and ILD errors for the different preprocess-
69ing methods and a spatial order of N = 3 are reported in
70Figure 5. ANOVAs identified a significant effect of the
71method on ITD error [F(8, 1611) = 113.0652, p < 0.001]
72and ILD error [F(8, 1611) = 100.0632, p < 0.001]. Post-
73hoc Tukey tests detected significant differences (p < 0.05)
74among the methods as reported at the bottom of Figure 5.
75The data showed how TA and BiMagLS are, as
76expected, the methods with most accurate ITDs by a large
77margin (for N = 3 and, again, assuming a correct bilateral
78Ambisonics implementation), while other methods per-
79formed poorly in comparison, as a consequence of large
80phase errors, with SpSub performing slightly better than
81the rest. In terms of ILD, the trend seems to agree with
82the magnitude errors discussed earlier, with the largest
83deviations being produced by Trunc, EQ and SpSub, which
84displayed lower ILDs at lateral directions. These low lateral
85ILDs are attributed to the binaural crosstalk caused by the
86spatial leakage effect discussed in Section 2.3. The methods

Figure 2. Absolute HRTF magnitude errors (left ear) and
interaural phase delay errors, averaged across 110 directions in
an approximate Lebedev grid. HRTFs were interpolated from
truncated SH-HRTFs (Trunc method) for five different spatial
orders (1, 10, 20, 30, 44). The dotted lines indicate an
approximation of the just noticeable differences: 1 dB for
magnitude and 20 ls for phase delay.
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1 with the lowest ILD error are generally the same ones that
2 displayed the smallest magnitude errors: BiMagLS, MagLS,
3 MagLS + CC, SpSubMod and TA. Detailed data on inter-
4 aural errors is shown in Tables 2 and 3.
5 The interpolated (N = 3) left-ear HRTFs’ magnitude
6 per direction is illustrated in Figure 6 by means of their
7 estimated loudness. These plots can be useful to identify
8 spatial leakage effects, e.g. by looking at the ripples in the
9 Trunc, EQ and, to a lesser extent, SpSub plots. For
10 instance, the EQ plot displays a clearly higher loudness
11 than the reference plot at the contralateral positions
12 (around �90� azimuth, 0� elevation), which is a conse-
13 quence of the binaural crosstalk effect described in
14 Section 2.3. These artefacts are likely related to the high
15 ILD errors observed earlier and may also lead to undesirable
16 loudness instability in the binaural signals, i.e. sound
17 sources substantially varying their loudness depending on
18 their position [17]. In contrast, the Tap plot does not
19 display such artefacts when compared to Trunc or EQ, sug-
20 gesting that the preprocessing method has succeeded in
21 mitigating spatial leakage, as intended. The rest of the
22 methods (MagLS, MagLS + CC, TA, SpSubMod,
23 BiMagLS) do not display evident spatial leakage effects.

24The bottom plot of Figure 6 displays the PSD between
25each interpolated HRTF and the reference one, sampled at
26the approximate 110-point Lebedev grid. An ANOVA
27revealed a significant effect of the method on the PSD
28[F(8, 981) = 184.2456, p < 0.001] and a Tukey post-hoc test
29identified significant differences among the methods
30(p < 0.05) as indicated in the figure.
31We observe that the methods that achieved the lowest
32(best) PSD when compared to the reference were MagLS
33and BiMagLS (average of 0.27 sones), closely followed by
34MagLS + CC, TA and SpSubMod, all below 0.5 sones on
35average. The methods SpSub, EQ and Tap show a higher
36average PSD in comparison, up to 0.87 sones. Finally, the
37highest average PSD was obtained for Trunc, with a med-
38ian error of 1.16 sones. This trend is the same one that was
39observed when analysing the magnitude errors, which was
40expected, given that PSD is essentially a frequency-aver-
41aged representation of magnitude error.
42The PSD of each method, averaged over the 110 points,
43is shown as a function of spatial order at the top left plot of
44Figure 7 and in Table 4. Here, the 110 points were consid-
45ered as a population rather than a sample and, therefore,
46inferential analysis was not conducted. The overall trend

Figure 3. Top: Interaural time differences (ITD) and interaural level differences (ILD), plotted as a function of azimuth on the
horizontal plane for the same HRTFs evaluated in Figure 2. Bottom: violin plots showing the absolute ITD and ILD errors for each
HRTF on the horizontal plane, where the horizontal dotted lines represent the approximate JNDs in anechoic conditions, according to
Klockgether and van de Par [63], and the vertical dashed lines indicate that the groups on the left are significantly different (p < 0.05)
than the groups on the right.
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1 seems to be that PSD decreases monotonically with spatial
2 order, as expected. According to this metric, the best per-
3 former was BiMagLS, followed by MagLS, MagLS + CC,
4 TA and SpSubMod, while the worst one was Trunc. Differ-
5 ences among methods were found to be relatively large for
6 lower orders and become smaller for higher orders, falling
7 below 0.03 sones for any pair of methods above N = 30.
8 For N � 6, MagLS and BiMagLS obtained the best results,
9 especially if compared with the methods SpSub, EQ and
10 Tap. For N > 6, BiMagLS still obtained the best results,
11 while TA performed sligthly better than MagLS. It is worth
12 noting that SpSubMod performed overall better than
13 SpSub and also that MagLS + CC did not outperform
14 MagLS, according to this metric, even for the lowest spatial
15 orders.
16 Overall, TA and BiMagLS showed the most promising
17 results according to the initial analysis, considering their
18 accurate ITD reconstruction and small magnitude errors,
19 particularly in the case of the latter. However, as mentioned
20 earlier, these results are subject to the assumption that
21 bilateral Ambisonics signals are accurately generated.
22 Among the rest of methods, all of which are compatible
23 with standard Ambisonics signals, MagLS displayed the
24 smallest magnitude and ILD errors for N = 3, as well as
25 the lowest PSD with the reference for most truncation
26 orders. However, other methods such as SpSub obtained
27 smaller ITD errors than MagLS at N = 3. Further evalua-
28 tions are needed to explore which method performs best at

29various spatial orders. This is discussed in the next
30subsection.

314.2 Auditory models

32Figure 7 shows the auditory models’ output as a func-
33tion of spatial order for the nine preprocessing methods.
34For all data, the general trend seems to be that all methods
35converge towards the reference as spatial order increases, as
36suggested by the initial analysis.
37Lateral precision, defined as the circular standard
38deviation of localisation estimates in the lateral dimension
39[60], is shown at the top middle plot of Figure 7 and in
40Table 5. Compared to the other metrics, it seems to con-
41verge quite early, with all methods displaying an error
42below 2� for N = 20. This is likely due to the strong influ-
43ence of ITDs in lateral localisation and the fact that ITDs
44converge at a relative early order (see Fig. 3) due to not
45being much affected by high-frequency truncation errors.
46BiMagLS and TA showed the best performance overall,
47probably because of their small phase errors, assuming
48accurate bilateral Ambisonics reproduction, as dicussed in
49the previous section. Other methods performed poorly for
50N < 5, likely due to inaccurate ITDs, e.g. as reported in
51the initial analysis. For N � 5, when ITDs become more
52accurate, all methods perform similarly well except Trunc,
53EQ and SpSub; this is attributed to their higher ILD errors,
54reported in Figure 5.
55Polar precision, defined as the circular standard devi-
56ation of localisation estimates in the polar dimension [60], is
57shown at the top right plot of Figure 7 and in Table 6. In
58this case, errors were relatively large for all methods at
59low orders and converged between orders 20 and 25.
60BiMagLS and TA displayed the best performance in gen-
61eral, followed by SpSubMod, MagLS and MagLS + CC,
62while the rest showed larger errors in comparison.
63Note that lateral and polar accuracy (i.e. mean localisa-
64tion error) were also assessed but no important differences
65among methods or spatial orders were found, so they were
66not reported for the sake of brevity.
67Externalisation (bottom left in Fig. 7; Tab. 7), com-
68puted as a scalar between 0 and 1, seemed to follow a very
69similar trend to PSD, with the methods MagLS, BiMagLS
70and MagLS + CC obtaining the best performance overall,
71with values above 0.9 for orders as low as 3. Like with
72PSD, the methods Trunc, EQ, Tap and SpSub displayed
73comparatively worse performance than the rest. This simi-
74larity in trends between externalisation and PSD is attrib-
75uted to the fact that the externalisation model assigns a
76considerable weight to monoaural spectral similarity, which
77is highly related to the PSD metric [27].
78Finally, spatial release from masking (SRM, bot-
79tom right in Fig. 7; Tab. 8) also seemed to display a strong
80dependence on spatial order, but all methods quickly con-
81verged towards the reference as the order increased. The
82methods BiMagLS and TA showed good performance at
83low orders, being generally within 1 dB from the reference,
84followed closely by MagLS and SpSubMod. On the other
85hand, Trunc, EQ and SpSub displayed comparatively worse

Figure 4. (a) Absolute HRTF magQ6 nitude (left ear) and
(b) interaural phase delay errors, averaged across 110 directions
in an approximate Lebedev grid. HRTFs were preprocessed with
the nine methods at N = 3 and interpolated. The horizontal
dotted lines indicate an approximation of the just noticeable
differences: 1 dB for magnitude and 20 ls for phase delay. The
vertical dashed line indicates the aliasing frequency.
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1 performance up to N = 15 where all methods converge
2 within 0.1 dB from the reference.

3 5 Discussion
4 5.1 Comparing HRTF preprocessing methods

5 The binaural models’ output mostly agreed with the ini-
6 tial analysis. For instance, magnitude interpolation errors
7 were shown to correlate with the disruption of monaural
8 spectral cues, loudness stability and ILDs, which translated
9 to lower localisation precision, externalisation and speech
10 intelligibility in the presence of maskers. As a consequence,
11 methods that achieved smaller magnitude errors, such as
12 MagLS, BiMagLS or TA, displayed better results according
13 to those metrics. The same can be said about phase errors
14 correlating to lateral precision, given that TA and BiMagLS
15 outperformed other methods in this aspect. Similarly,
16 increasing spatial order led to better performance, regard-
17 less of the preprocessing method.
18 Among methods that do not assume a time-aligned
19 HRTF and, thus, are compatible with standard Ambisonics
20 signals, MagLS displayed the best performance in terms of

21PSD and externalisation. MagLS + CC did not display
22clearly superior results to MagLS overall, indicating that
23the additional feature of the covariance constraint may
24not provide an obvious benefit. However, future evaluations
25with reverberant sound fields may lead to different results,
26as MagLS + CC is expected to restore interaural coherence
27more accurately than other methods, which is an important
28feature for accurately rendering reverberant binaural sig-
29nals [55]. For lateral and polar precision, the best results
30were often disputed between MagLS, MagLS + CC and
31SpSubMod, depending on the spatial order, with no method
32being clearly superior overall. For SRM, most methods per-
33formed well since relatively low orders, with the best perfor-
34mance again being shared between MagLS and SpSubMod.
35Overall, the data suggests that the choice of preprocess-
36ing method might have a rather small impact on the per-
37ceived quality for spatial orders beyond 20 (perhaps
38smaller) but it can definitely be impactful for the lowest
39orders. Among the tested methods, MagLS performed well
40across the board and can be recommended as a good option
41to preprocess HRTFs for binaural rendering of Ambisonics
42signals of any spatial order. For orders below 5, MagLS dis-
43played higher ITD errors than other methods such as

Figure 5. Top: Interaural time differences (ITD) and interaural level differences (ILD), plotted as a function of azimuth on the
horizontal plane for HRTFs preprocessed with the nine methods at N = 3 and interpolated. Bottom: violin plots showing the absolute
ITD and ILD errors for each HRTF on the horizontal plane, where the dotted lines represent the approximate JNDs in anechoic
conditions, according to Klockgether and van de Par [63], and the vertical dashed lines indicate that the groups on the left are
significantly different (p < 0.05) than the groups on the right.
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Table 2. Mean absolute ITD error between each method and the reference, per order (in microseconds).

1 2 3 4 5 6 7 8 9 10 15 20 25 30 35 40 44

Trunc 296 231.4 169.3 100.9 40.9 12.6 9.3 14.5 5 5.2 1.6 0.8 0.1 0.5 0.3 0.3 0.1
EQ 319 254.9 189.5 111.6 43.3 12.8 9.7 14.5 5.2 4.9 1.6 0.8 0.3 0.5 0.3 0.3 0.1
Tap 332.5 259.5 223.6 149.4 59.1 13.6 9.6 14.6 5.2 5 1.6 0.8 0.3 0.5 0.3 0.3 0.1
TA 58.1 34.5 30 19.9 12.6 7.3 5.8 6.4 4.9 3 1.1 0.5 0.4 0.1 0.3 0.3 0.1
MagLS 404.5 410.9 290.6 143.5 47.7 12.7 9.2 14.4 5.3 4.9 1.6 0.8 0.3 0.5 0.3 0.3 0.1
MagLS + CC 340 388.9 295.4 149.7 49.3 13.6 8.8 14.5 5.2 5 1.6 0.8 0.1 0.5 0.3 0.3 0.1
SpSub 241.2 192.4 156.6 93.9 42.3 13.4 13.6 12.1 6.9 4.8 1.6 1.1 0.4 0.6 0.3 0.3 0.3
SpSubMod 412.2 363.3 297.8 117.8 33 11.5 13.4 12.2 6.9 4.5 1.6 1.1 0.4 0.5 0.3 0.3 0.3
BiMagLS 56.7 31.6 29.7 20.2 11.8 7.3 5.4 6.4 4.9 2.8 1.3 0.5 0.4 0.1 0.3 0.3 0.1

Table 3. Mean absolute ILD error between each method and the reference, per order (in dB).

1 2 3 4 5 6 7 8 9 10 15 20 25 30 35 40 44

Trunc 4.8 3.3 2.9 2.5 2.3 2.1 1.9 1.7 1.5 1.3 0.8 0.6 0.4 0.2 0.1 0.1 0.1
EQ 4.8 3.3 2.9 2.5 2.3 2.1 1.9 1.7 1.5 1.3 0.8 0.6 0.4 0.2 0.1 0.1 0.1
Tap 4.1 2.6 1.7 1.6 2.8 2.6 2.3 2 1.9 1.7 1.4 0.6 0.3 0.1 0.1 0.1 0.1
TA 1.8 1.4 1.1 0.9 0.5 0.6 0.6 0.6 0.6 0.5 0.5 0.4 0.2 0.1 0.1 0.1 0
MagLS 1.7 1.1 0.7 0.7 0.5 0.5 0.4 0.5 0.5 0.4 0.3 0.3 0.3 0.2 0.1 0.1 0.1
MagLS + CC 2.9 1.6 1.1 0.6 0.6 0.6 0.5 0.5 0.5 0.5 0.3 0.3 0.3 0.2 0.1 0.1 0.1
SpSub 4.6 3.9 3.2 2.8 2.8 2.3 2 1.8 1.7 1.3 1 0.8 0.5 0.2 0.1 0.1 0.1
SpSubMod 2.3 1.7 1.2 1 0.9 0.7 0.6 0.5 0.4 0.3 0.3 0.2 0.2 0.2 0.1 0.1 0.1
BiMagLS 1.2 1 0.5 0.5 0.4 0.4 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0

Figure 6. Top: Estimated loudness, which was chosen as a perceptually-motivated representation of the magnitude, of the left-ear
HRTF. The top-left plot shows the Reference (original HRTF) and the other plots show HRTFs preprocessed with the nine methods
at N = 3 and interpolated over all available directions (11 950). Bottom: violin plots showing the PSD between each method and the
reference for the approximate 110-point Lebedev grid (lower is better), where the vertical dashed lines indicate that the groups on the
left are significantly different (p < 0.05) than the groups on the right.
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Figure 7. Binaural models’ output for HRTFs that were preprocessed with different methods and interpolated for spatial orders 1 to
44. Top left: left-ear perceptual spectral difference (PSD [56]) with the reference, averaged across the approximate 110-point Lebedev
grid (lower is better). Top middle and top right: lateral and polar localisation precision, as estimated by the model of Reijniers et al.
[26] for the same 110 directions (lower is better). Bottom left: externalisation, as estimated by the model of Baumgartner and Majdak
[27] for 180 median plane directions (higher is better). Bottom right: spatial release from masking (SRM) in dB, as estimated by the
model of Jelfs et al. [28], averaged for 180 masker positions in the horizontal plane. Reference data (black dotted line) was obtained
from the original HRTF.

Table 4. Average PSD between each method and the reference, per order (in sones).

1 2 3 4 5 6 7 8 9 10 15 20 25 30 35 40 44

Trunc 1.45 1.3 1.16 1.03 0.91 0.8 0.72 0.66 0.61 0.56 0.37 0.22 0.12 0.07 0.05 0.04 0.04
EQ 0.97 0.92 0.87 0.82 0.74 0.67 0.61 0.57 0.53 0.49 0.34 0.2 0.12 0.07 0.05 0.04 0.04
Tap 0.91 0.9 0.86 0.81 0.79 0.72 0.65 0.6 0.56 0.53 0.4 0.24 0.13 0.07 0.05 0.04 0.04
TA 0.65 0.48 0.38 0.3 0.26 0.22 0.19 0.17 0.15 0.14 0.1 0.08 0.06 0.05 0.05 0.04 0.04
MagLS 0.5 0.36 0.27 0.24 0.21 0.21 0.19 0.18 0.16 0.15 0.11 0.1 0.08 0.06 0.05 0.04 0.04
MagLS + CC 0.65 0.45 0.31 0.25 0.22 0.21 0.2 0.18 0.16 0.15 0.11 0.1 0.08 0.06 0.05 0.04 0.04
SpSub 1 0.8 0.79 0.69 0.68 0.55 0.51 0.44 0.39 0.36 0.28 0.19 0.12 0.07 0.05 0.05 0.05
SpSubMod 0.78 0.54 0.43 0.35 0.31 0.26 0.24 0.22 0.19 0.19 0.13 0.09 0.08 0.07 0.05 0.05 0.05
BiMagLS 0.52 0.35 0.27 0.22 0.19 0.16 0.15 0.13 0.12 0.11 0.08 0.06 0.05 0.05 0.04 0.04 0.04

Table 5. Lateral precision per method and order (in degrees). Reference: 3�.

1 2 3 4 5 6 7 8 9 10 15 20 25 30 35 40 44

Trunc 30.2 23.7 17.9 11.9 8.4 7.1 6.8 6.5 6.1 5.9 4.4 3.5 3.2 3.2 3.1 3.1 3.1
EQ 30.1 23.7 17.8 11.9 8.4 7.1 6.9 6.5 6.1 5.8 4.4 3.6 3.2 3.1 3.1 3 3.1
Tap 29.1 22.6 15.5 10.3 5.9 5.6 5.3 5 5.2 5.1 4.4 3.5 3.2 3.2 3.1 3 3.1
TA 8.7 7.2 6 5.3 5 4.8 4.5 4.3 3.9 4.1 3.5 3.1 3.1 3.1 3.1 3 3
MagLS 32.4 28.8 16.8 9 4.7 4.1 4.3 4.3 4.7 4.8 4.1 3.5 3.2 3.2 3.1 3 3.1
MagLS+CC 28.4 30.1 17.3 9.1 4.7 4.2 4.3 4.2 4.6 4.8 4.1 3.5 3.2 3.1 3 3.1 3.1
SpSub 29.4 21.6 19 11.8 9.4 7.3 7.3 6.5 6.5 5.8 4.3 3.7 3.3 3.2 3.1 3 3.1
SpSubMod 33 31.5 20.8 9.1 5.1 4.4 4.5 4.4 4.4 4.2 3.9 3.6 3.3 3.2 3.1 3.1 3.1
BiMagLS 7.5 6.4 5.5 4.5 4.2 4 3.9 3.7 3.5 3.5 3.4 3.2 3.1 3 3.1 3 3
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1 SpSub, but these do not seem to have negatively impacted
2 lateral localisation precision, according to the models.
3 Regardless, this recommendation should be validated by
4 listening tests, e.g. comparing MagLS and SpSub in a lat-
5 eral sound localisation task.
6 On the other hand, two of the methods (TA and
7 BiMagLS) assumed a different rendering scenario in which
8 theAmbisonics signal ismeasured bilaterally at the ears’ posi-
9 tions, which is why they are discussed separately here. For
10 these methods, the validity of the results is subject to the
11 bilateral signal being properly obtained, so that phase is
12 reconstructed accurately. Under this assumption, these two
13 methods outperformmost of the alternatives across most spa-
14 tial orders, with BiMagLS being the best performing method
15 overall for the testedmetrics. This would confirm the hypoth-
16 esis that BiMagLS is a direct upgrade over TA, on which it is
17 based, due to its more accurate magnitude reconstruction
18 (leading to better results for all metrics and spatial orders,
19 as shown in Fig. 7) without compromising ITDs. However,
20 a perceptual comparison of TA and BiMagLS should be

21performed to formally confirm that the predicted differences
22between the two methods are perceptually relevant.

235.2 Validity of the model-based assessment
24and limitations

25The models’ predictions were generally in line with
26results from previous perceptual experiments, namely:
27
281. EQ and SpSub were more similar to a reference than
29Trunc in terms of timbre (i.e. PSD) but not so much
30in terms of localisation performance for orders 3 and
316, as reported by Sheaffer and Rafaely [64];
322. SpSubMod was more similar to a reference than
33SpSub for orders 1 to 3, as reported by McKenzie
34et al. [21];
353. SpSub showed more loudness stability (lower PSD,
36also see Fig. 6) than Trunc for orders 2, 4 and 10, as
37reported by Ben-Hur et al. [17];
384. MagLS was more similar to a reference than SpSub for
39orders 1 to 5, as reported by Lee et al. [65];

Table 6. Polar precision per method and order (in degrees). Reference: 16.39�.

1 2 3 4 5 6 7 8 9 10 15 20 25 30 35 40 44

Trunc 78.6 78.7 76.2 73.8 72.9 69.2 64.9 58.6 51 48.4 27.7 18.8 19 18.2 17.3 16.7 17
EQ 78.8 78.7 75.9 73.4 72.6 69.3 64.9 58.1 50.6 48.4 27 20 19.1 18.9 16.9 17.3 17.2
Tap 78.8 78.5 75.7 68.2 65.2 61.8 59.4 54.6 48.8 46.9 28.8 19.3 19.1 18.9 17.8 16.9 17.3
TA 63.6 51.4 42 33.5 27.4 25.8 21.8 21.4 20.1 19.8 17.4 18.5 18 17.4 17.8 17.2 17.8
MagLS 64.1 58.4 43.9 28.6 23.4 22.8 25.1 25.5 24.8 26.4 22.5 19.2 18.8 18.7 17.8 17.5 16.9
MagLS + CC 70.6 59.9 43.1 28.9 23.9 24.5 25 24.4 25.1 26 22.1 19.2 19.2 18.5 17.4 17.2 17.9
SpSub 79.8 62 63.2 62.3 63.4 59.1 54.8 51.7 47.6 43.5 26.9 20.1 18.4 18.1 17.7 17.7 17
SpSubMod 66.1 64 52.5 43.6 30.8 26.6 22.9 23.2 22.7 24.3 22.6 19.3 19 18.1 17.5 18.1 17
BiMagLS 51.7 36.2 30.4 24.4 21.8 21 19.9 20.1 19.1 18.4 18.1 18 18.2 18.1 17.3 16.7 17.4

Table 7. Externalisation per method and order. Reference: 1.

1 2 3 4 5 6 7 8 9 10 15 20 25 30 35 40 44

Trunc 0.46 0.5 0.45 0.54 0.55 0.58 0.62 0.59 0.64 0.68 0.81 0.89 0.95 0.98 0.99 1 1
EQ 0.46 0.5 0.45 0.54 0.55 0.58 0.62 0.59 0.64 0.68 0.81 0.89 0.95 0.98 0.99 1 1
Tap 0.5 0.46 0.56 0.51 0.53 0.54 0.63 0.66 0.64 0.72 0.79 0.91 0.95 0.98 0.99 1 1
TA 0.73 0.77 0.83 0.88 0.91 0.94 0.95 0.96 0.97 0.96 0.98 0.98 0.99 0.99 0.99 1 1
MagLS 0.83 0.85 0.92 0.93 0.95 0.96 0.96 0.97 0.97 0.97 0.97 0.96 0.98 0.99 0.99 1 1
MagLS + CC 0.82 0.85 0.91 0.94 0.95 0.96 0.95 0.97 0.97 0.97 0.97 0.96 0.98 0.99 0.99 1 1
SpSub 0.4 0.58 0.53 0.62 0.62 0.63 0.66 0.7 0.74 0.79 0.85 0.9 0.95 0.98 0.99 0.99 0.99
SpSubMod 0.65 0.73 0.83 0.85 0.88 0.92 0.95 0.95 0.95 0.93 0.96 0.98 0.98 0.98 0.99 0.99 0.99
BiMagLS 0.83 0.86 0.91 0.93 0.95 0.96 0.97 0.98 0.98 0.98 0.98 0.98 0.99 0.99 0.99 1 1

Table 8. Spatial release from masking per method and order (in dB). Reference: 8.6 dB.

1 2 3 4 5 6 7 8 9 10 15 20 25 30 35 40 44

Trunc 3.7 4.6 5.2 5.7 6.3 7.2 7.6 7.8 7.9 8 8.5 8.5 8.6 8.6 8.6 8.6 8.6
EQ 3.7 4.6 5.2 5.7 6.3 7.1 7.6 7.8 7.9 8 8.5 8.5 8.6 8.6 8.6 8.6 8.6
Tap 5.1 4.8 7 6.8 8 8.4 8.4 8.3 8.3 8.3 8.5 8.5 8.6 8.6 8.6 8.6 8.6
TA 9 9 8.7 8.5 8.7 8.8 8.8 8.6 8.7 8.7 8.6 8.6 8.6 8.5 8.6 8.6 8.6
MagLS 7.3 8.1 7.7 7.6 7.9 8.1 8.2 8.2 8.1 8.2 8.5 8.5 8.6 8.6 8.6 8.6 8.6
MagLS + CC 6.2 7.2 7.3 7.6 7.9 8 8.2 8.2 8.1 8.2 8.5 8.5 8.6 8.6 8.6 8.6 8.6
SpSub 4.8 7.2 6.6 6.8 7 7.5 7.7 7.9 8 8 8.5 8.5 8.6 8.6 8.6 8.6 8.6
SpSubMod 6.8 8.3 8.3 8.2 8.4 8.3 8.5 8.4 8.3 8.3 8.5 8.5 8.6 8.6 8.6 8.6 8.6
BiMagLS 9.2 8.9 8.7 8.3 8.4 8.7 8.7 8.5 8.6 8.6 8.6 8.6 8.6 8.5 8.6 8.6 8.6
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1 5. TA achieved better lateral localisation performance
2 than MagLS for orders below 5 while being similar
3 across other metrics, which could result in an overall
4 more accurate rendering, as reported by Ben-Hur
5 et al. [23] (note that Ben-Hur et al. reported relatively
6 low MagLS ratings, which may have been caused by
7 artefacts around the cutoff frequency, whereas these
8 were avoided in the present study by smoothing the
9 frequency response);

10 6. TA at order 2 was more similar to a reference than
11 Tap at order 6, as reported by Ben-Hur et al. [22] and;
12 7. MagLS, SpSub, Tap, EQ were all more similar to the
13 reference than Trunc for orders 3, 5 and 7, as reported
14 by Lübeck et al. [20].15

16 These similarities support the argument that binaural
17 models could be a valuable tool for evaluations as the pre-
18 sent one, and might be a valid alternative to real listening
19 experiments. However, it is important to also point out
20 the limitations of this model-based assessment. First of
21 all, the models may not always be perfectly calibrated.
22 For instance, the localisation model may have over- or
23 underestimated the listener’s uncertainty, resulting in a a
24 biased estimation of localisation precision [58]. However,
25 even if models show some bias compared to the real world,
26 they could still be useful for relative comparisons such as
27 the one performed here, particularly to detect overall trends
28 within a large set of test conditions, being much faster to
29 run than a listening experiment.
30 Perhaps a more important limitation of this evaluation
31 was the lack of dynamic listening conditions (allowing
32 movements of sources or listener), which are possible in real
33 listening experiments, but are not supported by current bin-
34 aural models, to the extent of the authors’ knowledge.
35 Dynamic conditions could potentially affect the perception
36 of externalisation [62] and of the “smoothness” of the sound
37 field [66]. We can get some insights by looking at Figure 6,
38 which suggests that MagLS will provide a smoother render-
39 ing than Trunc, for instance. However, proper evaluation of
40 dynamic conditions are left for future work, when appropri-
41 ate auditory models become available.
42 Finally, another limitation of this study was the lack of
43 evaluation of reverberant sound fields. Initially, it was con-
44 sidered to run the experiment under different reverberation
45 conditions, e.g. anechoic, small room, large room. However,
46 the inclusion of this variable was finally left for a follow-up
47 study for two reasons. First, to prevent the study to become
48 too complex as it already included many test conditions
49 (9 methods, 44 spatial orders, 3 perceptual models). And
50 second, because it is assumed that the anechoic condition
51 is the most critical scenario for binaural Ambisonics render-
52 ing, given that previous studies have shown that diffuse
53 reverberation is less affected by truncation artefacts than
54 the direct sound [66, 67], and therefore may act as a masker
55 (this was confirmed by informal listening tests).

56 5.3 Future work

57 Future studies, similar to the present one, could employ
58 a higher number of HRTFs in order to assess how the

59models’ prediction is affected by the choice of HRTF. Also,
60follow-up experiments should be conducted including rever-
61berant conditions, in which it would be interesting to study
62additional binaural metrics such as interaural coherence,
63which has been linked to externalisation in reverberant sce-
64narios [55]. It is speculated that, in such a scenario,
65MagLS + CC could outperform other methods like MagLS
66due to its more accurate reconstruction of interaural
67coherence.
68More importantly, the natural next step would be to
69validate the models’ outputs through an actual listening
70experiment, assessing the same perceptual metrics that
71were modelled in this work. Since auditory models do not
72typically account for cognitive processes (which can influ-
73ence localisation and other metrics), a perceptual evalua-
74tion should provide more meaningful data. For such
75future evaluation it might not be necessary to include all
76test conditions such as the 44 spatial orders. Instead, it
77would be more efficient to employ an adaptive procedure
78(perhaps informed by artificial intelligence) with the cur-
79rent results as a starting point, e.g. to find the minimum
80spatial order at which some perceptual effect becomes
81apparent. This could open up an interesting avenue in audi-
82tory perception research, where not only experimental data
83is used to inform models, but also the other way around.
84Finally, a formal perceptual evaluation of the novel
85BiMagLS method is left for a future study, as this falls out-
86side the scope of the present paper.

876 Conclusions

88The present study assessed the performance of a selec-
89tion of state-of-the-art HRTF preprocessing methods for
90the binaural rendering of order-limited Ambisonics signals.
91This was done with the help of auditory models, which
92allowed to conduct an evaluation that would have been
93highly time-consuming to implement through actual listen-
94ing tests.
95Results suggested that, from the reviewed methods,
96MagLS displayed the best results across the evaluated met-
97rics and most of the tested spatial orders, and is therefore
98the recommended method for the binaural rendering of
99order-limited Ambisonics signals. However, this recommen-
100dation is subject to change, as further evaluations consider-
101ing sound fields with reverberation or spatial aliasing errors
102should be carried out.
103Additionally, the novel BiMagLS method was proposed
104as an improved version of the time-alignment method (TA),
105which was supported by the outcomes of the evaluation.
106Therefore, the BiMagLS method is recommended for the
107rendering of bilateral Ambisonics signals and, in general,
108for low-order spherical harmonics HRTF interpolation.
109The models’ predictions were shown to be consistent
110with previous perceptual data. This makes a strong point
111in favour of model-based evaluations in auditory perception
112research, considering that they require a fraction of the time
113and effort of actual listening experiments, while providing
114reproducible results.
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1 Data Availability Statement

2 Implementations of the modelsQ2 [26–28] and the simula-
3 tions (exp_engel2021) used in this article are publicly avail-
4 able as part of the Auditory Modeling Toolbox (AMT,
5 https://www.amtoolbox.org) [25] in the release of the
6 version 1.1.0 available as a full package for download [68].
7 Also, the methods discussed in this paper are available
8 online through the BinauralSH repository in Zenodo:
9 https://doi.org/10.5281/zenodo.5012460 (https://github.
10 com/isaacengel/BinauralSH) [29].
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88Appendix
89Ambisonics framework and order truncation

90The goal of this appendix is to provide some mathemat-
91ical foundations about the Ambisonics framework. This will
92give context on the issue of spatial order truncation which
93the HRTF preprocessing methods try to mitigate. Most of
94the notation is borrowed from Rafaely and Avni [69], Zotter
95and Frank [4] and Bernschütz [18].

96A.1 Spherical Fourier transform

97The Ambisonics framework allows for expressing spatial
98audio signals (e.g. a three-dimensional sound field or an
99HRTF) as spherical functions described by SH coefficients,
100which enables various useful post-processing and playback
101options. The process of obtaining the SH coefficients from
102a spatial audio signal is known as the spherical Fourier
103transform (SFT). Similarly to how the Fourier transform
104is used to express a time-domain signal as a series of fre-
105quency coefficients, the SFT can express a signal sampled
106at discrete directions over a sphere as a series of SH coeffi-
107cients ([7], Chap. 1.4). Given a function x(h, /) sampled at
108a set of points, where h is the elevation measured down-
109wards from the north pole and / is the azimuth measured
110counterclockwise from the front, and the radius is fixed,
111its SH coefficients are calculated with the SFT, as defined
112by Rafaely and Avni ([69], Eq. (1)):
113

xnm ¼ SFT fxðh;/Þg �
Z 2p

0

Z p

0
xðh;/ÞY m

n ðh;/Þ sin hdhd/;
ðA:1Þ 115115

116where Ym
n ðh;/Þ are the normalised, real-valued spherical

117harmonics of order n and degree m, as defined by Zotter
118and Frank ([4], Eq. (A.35)):
119

Y m
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5 and where Pm
n ðxÞ is the associated Legendre function, cal-

6 culated as described by Williams ([70], Eq. (6.29)). Apply-
7 ing the SFT to a signal is sometimes called “Ambisonics
8 encoding”. Analogously, the inverse spherical Fourier
9 transform (ISFT) or “Ambisonics decoding” is defined as:

10

xðh;/Þ ¼ ISFT fxnmg �
X1
n¼0

Xn

m¼�n

xnmY m
n ðh;/Þ: ðA:4Þ

1212
13
14 Note that SH conventions vary depending on the scientific
15 field and the author’s style. In this work, we chose the real-
16 valued formulation of Zotter and Frank’s [4], which is com-
17 monly used in Ambisonics and is more convenient than
18 complex-valued ones because it does not involve the com-
19 plex conjugation of the Y m

n term in Equation (A.1), and is
20 therefore simpler to implement while providing the same
21 results. The reader is referred to the work by Poletti [71]
22 and Andersson [72] for further discussion on SH conven-
23 tions and their use in Ambisonics.

24 A.2 Binaural rendering of a sound field

25 We define a sound field as a sum of an infinite number of
26 plane waves (PW) and we describe it with a PW density
27 function, a(f, h, /), which varies over frequency and direc-
28 tion. For its binaural rendering, the sound pressure at the
29 left ear can be calculated in the frequency domain by mul-
30 tiplying each PW with the corresponding left-ear HRTF
31 hl(f, h, /) across all directions, as described by Rafaely
32 and Avni ([69], Eq. (7)):
33

plðf Þ ¼
Z 2p

0

Z p

0
aðf ; h;/Þhlðf ; h;/Þ sin hdhd/: ðA:5Þ

3535
36
37 By substituting a(f, h, /) and hl(f, h, /) with their SH
38 representation (Eq. (A.4)) and applying the SH orthogonal-
39 ity property described by Rafaely ([7], Eq. (1.23)), we
40 obtain:

41

plðf Þ ¼
X1
n¼0

Xn

m¼�n

anmðf Þhlnmðf Þ; ðA:6Þ
4343

44 where anm(f) and hl
nmðf Þ are the SH coefficients of a(f, h, /)

45 and hl(f, h, /), respectively, as defined by Rafaely and
46 Avni ([69], Eqs. (8)–(10)). We may also refer to anm(f) as
47 the Ambisonics signal and to hl

nmðf Þ as the SH-HRTF.
48 Note that this same process can be performed for the
49 right-ear HRTF hr(f) to obtain the pressure at the right
50 ear, pr(f), to produce the complete binaural signal.
51 Hereafter, the left and right superscripts are omitted for
52 brevity, and it is assumed that both ears are processed
53 separately.

54A.3 Order truncation and aliasing frequency

55In practice, the infinite summation in Equation (A.6)
56must be truncated at some finite order N, which yields an
57approximation of the true binaural signal:
58

p̂ðf Þ ¼
XN
n¼0

Xn

m¼�n

aNnmðf ÞhNnmðf Þ; ðA:7Þ
6060

61where the superscripts indicate that the SH coefficients
62have been truncated at order N. This order truncation
63causes a loss of information that can lead to audible arte-
64facts in the binaural signal p̂ðf Þ, such as over-emphasised
65low frequencies or poor localisation of sound sources [8].
66The cause of these artefacts can be intuitively explained
67by looking at the HRTF’s SH spectrum, defined as the
68energy of its SH coefficients for each order (n) [16]:
69

Enðf Þ ¼
Xn

m¼�n

jhnmðf Þj2: ðA:8Þ
7171
72
73Looking at the SH spectrum in Figure 1a, we observe that
74an HRTF’s high-frequency content is mainly “stored” at
75high orders, meaning that order truncation will cause a loss
76of mostly high-frequency content, which explains the
77spectral colouration described by Avni et al. [8]. The dotted
78lines, which roughly indicate the upper boundary of the SH
79spectrum, increase almost linearly with frequency. In fact,
80previous work has shown that the minimum truncation
81order (Na) required to contain an HRTF’s SH spectrum
82up to a given frequency fa can be approximated by: 83

Na ’ 2pfar
c

; ðA:9Þ 8585

86where c is the speed of sound and r is the radius of the
87smallest sphere surrounding the listener’s head [16]. Con-
88versely, it can also be said that, for a given truncation
89order, there exists an approximate “spatial aliasing fre-
90quency” (fa) up until which an HRTF’s SH spectrum
91can be represented without incurring into major artefacts,
92as described by Bernschütz ([18], Sect. 3.8):
93

fa ’ Nac
2pr

: ðA:10Þ 9595
96
97Therefore, assuming a speed of sound of c ’ 343 m/s and a
98nominal head radius of r ’ 0.0875 m [16], a truncation
99order of at least 32, if not higher, would be needed to repre-
100sent an HRTF in the SH domain to a reasonable degree of
101accuracy within the audible spectrum (up to 20 kHz), which
102agrees with Figure 1a.
103However, the truncation order is sometimes imposed in
104practice as a constraint of the binaural rendering applica-
105tion, usually because the Ambisonics signal is given with
106a limited order, as discussed in Section 1. Since the order
107of a binaural rendering is dictated by the lowest order
108between anm(f) and hnm(f) [12], the Ambisonics signal will
109impose its lower order even if the SH-HRTF has a higher
110one – the opposite could also happen, but it is less common.
111Therefore, the SH-HRTF’s order must be reduced.
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1 A.4 Reducing the SH-HRTF’s order

2 The most straightforward way to reduce an SH-HRTF’s
3 spatial order to N, so it matches the Ambisonics signal, is to
4 simply truncate it by removing all SH coefficients from
5 N + 1 onwards. In practice, this is typically approximated
6 by solving the discrete version of the SFT in a least-square
7 sense, as derived by Ben-Hur et al. [16]. This can be
8 expressed in matrix notation as:
9

hN
nm ¼ hYNy

; ðA:11Þ1111

12 where hN
nm is a matrix representation of the truncated SH-

13 HRTF [hN
nmðf Þ] with as many rows as frequency coeffi-

14 cients and as many columns as SH coefficients; h is a
15 matrix representation of the HRTF [h(f, h, /)] with as
16 many columns as measured directions; YN is a matrix
17 containing the spherical harmonics up to order N sampled
18 at the HRTF’s directions; and y denotes the pseudoin-
19 verse. Note that there is also a discrete version of the

20inverse spherical Fourier transform (ISFT), which is typ-
21ically employed to interpolate an HRTF (ĥ) for a desired
22set of directions [16]:
23

ĥ ¼ hN
nmY

N: ðA:12Þ 2525
26
27Truncating and interpolating an HRTF without pre-
28processing (essentially, the Trunc method from Sect. 2)
29leads to the audible artefacts discussed earlier. Several
30approaches have been proposed to reduce the order of an
31SH-HRTF in such a way that such artefacts are alleviated
32and binaural renderings are more accurate – these are the
33other methods reviewed in Section 2.
34Note that the “coarse” sampling of the sound field or the
35HRTF can also lead to spatial aliasing errors, especially
36when dealing with low-order microphone array recordings
37[18]. However, this work assumes that both anm(f) and
38hnm(f) are alias-free (e.g. as in a plane-wave-based audio
39engine that has access to a high-order HRTF [5]) and
40focuses on truncation-related errors.

41 Cite this article as: Engel I. Goodman D.F.M. & Picinali L. 2021. Assessing HRTF preprocessing methods for Ambisonics

42 rendering through perceptual models. Acta Acustica, xx, xx.
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