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 34 

Thermal integrity profiling (TIP) is a common non-destructive technique to evaluate the quality 35 

of construction of piles by analysing the temperature fields due to heat of hydration from 36 

freshly cast concrete piles. For this process to be accurate, a reliable concrete heat of hydration 37 

model is required. This paper proposes a practical and simple to calibrate four parameter model 38 

for the prediction of concrete heat of hydration. This model has been shown to be able to 39 

reproduce the evolution of heat of hydration measured in laboratory tests, as well as field 40 

measurements of temperature within curing concrete piles, as part of a thermal integrity 41 

profiling (TIP) operation performed at a site in London. With the simplicity of the model and 42 

the small number of model parameters involved, this model can be easily and quickly 43 

calibrated, enabling quick predictions of expected temperatures for subsequent casts using the 44 

same concrete mix. 45 
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 89 

1 INTRODUCTION 90 

 91 

The heat of hydration of concrete refers to the heat that is released from the exothermic reaction 92 

between cement and water when concrete is mixed. Being a very versatile material, concrete is 93 

commonly used in the construction of geotechnical structures, such as piles, retaining walls, 94 

tunnel linings, etc. As a result of the heat of hydration, together with the insulating effect from 95 

the surrounding soil due to its relatively low thermal conductivity, high temperatures can build 96 
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up within freshly cast concrete. This is evident, for instance, in thermal integrity profiling (TIP) 97 

operations. TIP is a non-destructive technique for evaluating the post-construction integrity of 98 

piles, which consists of interpreting the measured temperatures over the depth of a pile during 99 

its casting and subsequent hydration, in order to identify potential anomalies in the structure. 100 

When coupled with a heat of hydration model, a back-analysis of the measured temperature 101 

variation can provide an estimate of the variation with depth of the actual pile diameter. As an 102 

example, a temperature of 630𝐶 (i.e. about 50°𝐶 above ambient temperature) was measured at 103 

the reinforcing cage of a 1.2	𝑚 diameter pile (Johnson, 2016), with the temperatures at the 104 

centre of the pile expected to be even higher. Due to the high temperatures and thermal 105 

gradients developing within the concrete, thermal stresses and strains are induced, which can 106 

lead to the development of thermal cracks. For instance, concrete thermal cracking was 107 

observed on the inner face of a 100	𝑚 diameter, 2.8	𝑚 thick and 119	𝑚 deep cylindrical, cast-108 

in-place diaphragm wall in Japan (Liou, 1999), with the thermal stress resulting from the 109 

hydration of concrete being deemed as important as the soil and water pressures acting on the 110 

outside of the wall. Moreover, with geotechnical concrete structures becoming increasingly 111 

massive in modern infrastructure, higher temperatures and thermal gradients, and thus any 112 

associated undesirable effects, are becoming more likely. It is therefore increasingly important 113 

to be able to characterise accurately the temperature fields resulting from heat of hydration. 114 

 115 

There are sophisticated heat of hydration models for concrete available in the literature (e.g. 116 

Kishi & Maekawa, 1995; Kishi & Maekawa, 1997; Swaddiwudhipong et al., 2002) which have 117 

been shown to be able to model the evolution of heat of hydration accurately by accounting for 118 

the cement reaction kinetics. However, these models involve a large number of parameters, 119 

which can only be determined by knowing the detailed cement composition and properties (e.g. 120 

content of each cement phase, cement fineness, water to cement ratio (𝑤/𝑐), content and 121 
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properties of any admixtures added, etc.), many of which are not readily available in practical 122 

geotechnical applications. As an alternative, a popular and simpler general heat of hydration 123 

model was presented by Schindler and Folliard (2005), which involves far fewer model 124 

parameters, and makes use of the ‘equivalent age’ concept (which is also known as ‘equivalent 125 

maturity’) to account for the effects of temperature on the rate of hydration. Based on similar 126 

principles, an alternative approach is proposed in this paper, whereby the temperature-127 

dependence of the heat of hydration is formulated using fundamental laws of chemistry, thus 128 

avoiding the use of the ‘equivalent age’ concept and enabling a further simplification of the 129 

model. This means that knowledge of only the main characteristics of the concrete mix is 130 

required for quick predictions of temperature fields associated with the heat of hydration. 131 

Moreover, the simplicity of the model and of the corresponding calibration procedure means it 132 

can be readily applied in the context of thermal integrity testing of geotechnical structures and, 133 

when coupled with thermo-mechanical modelling, in the prediction of thermally-induced 134 

cracking of concrete. 135 

 136 

 137 

2 FORMULATION OF THE HEAT OF HYDRATION MODEL 138 

 139 

Fundamentally, a heat of hydration model consists of a set of relationships that can be used to 140 

predict a heat flux per unit volume [𝐽 ∙ 𝑠23 ∙ 𝑚2!] (also denoted as ‘power’ in this paper). 141 

Clearly, the phenomena taking place during hydration are very complex and depend on a wide 142 

range of factors, which are considered explicitly by more sophisticated models, such as those 143 

proposed by Kishi and Maekawa (1995), Kishi and Maekawa (1997) and Swaddiwudhipong et 144 

al. (2002). However, it is unlikely that each of these factors will all have identical impact on 145 

the heat given out by the hydrating concrete, meaning that the formulation of a practical model 146 
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to simulate this phenomenon needs to focus on including those which are known to be the most 147 

influential. In effect, according to Odler (1998), the amount and rate of hydration heat liberation 148 

are mainly affected by the following factors: 149 

• Cement composition: the total amount of heat given out at the end of hydration and the 150 

rate of hydration at early ages are dependent on the proportions of constituents within 151 

the cement. For example, cements with higher contents of tricalcium silicate (𝐶!𝑆) and 152 

tricalcium aluminate (𝐶!𝐴) generate more heat and at higher rates (Portland Cement 153 

Association, 1997). 154 

• Cement fineness: a higher cement fineness means a larger surface area for reaction with 155 

water, and therefore higher rate of hydration at early ages (Portland Cement 156 

Association, 1997; Bentz et al., 1999; Schindler & Folliard, 2005; Sedaghat et al., 157 

2015). However, the total amount of heat given out at the end of hydration is not 158 

affected (Portland Cement Association, 1997; Bentz et al., 1999). 159 

• Curing temperature: the rate of hydration at early ages increases with increasing curing 160 

temperature, but the total amount of heat given out at the end of hydration appears to 161 

be unaffected (Carlson & Forbrich, 1938). Copeland et al. (1960) suggested that the 162 

dependence of rate of hydration on curing temperature is related to the Arrhenius 163 

equation, which is an equation in physical chemistry that describes the dependence of 164 

reaction rates on temperature. 165 

• Water-to-cement ratio (𝑤/𝑐): incomplete hydration occurs if there is an insufficient 166 

amount of water to sustain the hydration reaction, this reduces the amount of hydration 167 

heat released. Bentz et al. (2009) conducted heat of hydration experiments and showed 168 

that the influence of 𝑤/𝑐 on heat of hydration becomes negligible for values of 𝑤/𝑐 169 

above 0.425. 170 
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• Presence of any admixtures: for example, the use of fly ash reduces both the total 171 

amount of heat given out at the end of hydration, as well as the rate of hydration 172 

(Portland Cement Association, 1997). 173 

 174 

The starting point of the model is to use a S-shaped curve (Equation (1)) to describe the 175 

‘reference’ accumulated heat of hydration per unit mass of cement with time (van Breugel, 176 

1991), which is then corrected using simple relationships in order to mimic the various factors 177 

listed above. 178 

 179 

 𝑄$&'(𝑡) = 𝑄)"*𝑒
24516

!

 (1) 

 180 

In Equation (1), 𝑄$&'(𝑡) [𝐽 ∙ 𝑘𝑔(&)&+123 ] is the reference accumulated heat of hydration released 181 

up to an age of 𝑡 [𝑠], and 𝑄)"* [𝐽 ∙ 𝑘𝑔(&)&+123 ], 𝜏 [𝑠] and 𝛽	[−] are model parameters to be 182 

calibrated. Note that the designation ‘reference’ is used for 𝑄$&' because the effects of 183 

temperature on the rate of hydration are not considered, and therefore it represents the 184 

accumulated heat of hydration up to an age 𝑡 when the curing process takes place under 185 

isothermal conditions (i.e. at a constant reference temperature 𝑇$&'	[𝐾], which is the 186 

temperature at which 𝑄)"*, 𝜏 and 𝛽 are calibrated). 187 

 188 

By differentiating Equation (1) with respect to time and multiplying it by the mass of cement 189 

per unit volume of concrete, a reference power per unit volume of concrete can be obtained: 190 

 191 

 𝑃$&'(𝑡) = 𝜒𝜌(0+($&1&
𝑑𝑄$&'
𝑑𝑡 =

𝑄)"*
𝑡 U

𝜏
𝑡V

7
𝛽𝑒24

5
16
!

𝜒𝜌(0+($&1& 	 (2) 

 192 
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where 𝜒 is the mass of cement per unit mass of concrete [𝑘𝑔(&)&+1 ∙ 𝑘𝑔(0+($&1&23 ] and 𝜌(0+($&1& 193 

is the density of concrete [𝑘𝑔(0+($&1& ∙ 𝑚2!]. Note that Equation (2) gives the reference power, 194 

which is the heat flux generated by the hydrating concrete per unit volume under isothermal 195 

conditions [𝐽 ∙ 𝑠23 ∙ 𝑚2!]. 196 

 197 

In order to account for the effects of temperature on the rate of hydration, the rate law, which 198 

governs the rate of a chemical reaction is considered: 199 

 200 

 𝑅𝑎𝑡𝑒 = 𝑘X[𝑅𝑒𝑎𝑐𝑡𝑎𝑛𝑡8]+"
8

 (3) 

 201 

where [𝑅𝑒𝑎𝑐𝑡𝑎𝑛𝑡8] is the concentration of reactant 𝑖 and 𝑛8 is the corresponding order of 202 

reaction. The reaction constant 𝑘 [−] can be calculated using the Arrhenius equation, which is 203 

given by: 204 

 205 

 𝑘 = 𝐴𝑒2
9#
:; (4) 

 206 

where 𝐴 is a constant [−], 𝐸" is the activation energy [𝐽 ∙ 𝑚𝑜𝑙23], which controls the sensitivity 207 

of reaction rate to temperature, 𝑅 is the universal gas constant (8.314	𝐽 ∙ 𝑚𝑜𝑙23 ∙ 𝐾23) and 𝑇 208 

is temperature [𝐾]. 209 

 210 

Equations (3) and (4) indicate that the rate of a chemical reaction is dependent on the abundance 211 

of reactants and temperature. These two factors are indirectly related since curing at higher 212 

temperatures leads to faster rates of reaction and hence a sharper reduction in the abundance of 213 

reactants (i.e. a smaller amount of unhydrated cement), which, according to Equation (3), 214 
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means a slower reaction. In order to introduce a measure of the abundance of unhydrated 215 

cement, the relationship given by Equation (5) is assumed. 216 

 217 

 X[𝑅𝑒𝑎𝑐𝑡𝑎𝑛𝑡8]+"
8

≈ ]
𝑄)"* − 𝑄"(((𝑡)

𝑄)"*
^
+∗(1)

 (5) 

 ∴ 𝑅𝑎𝑡𝑒 = 𝐴𝑒2
9#
:; ]

𝑄)"* − 𝑄"(((𝑡)
𝑄)"*

^
+∗(1)

 (6) 

 218 

In Equations (5) and (6), 𝑛∗(𝑡) is a function to be determined [−] and 𝑄"(((𝑡) is the 219 

accumulated heat of hydration per unit mass of cement [𝐽 ∙ 𝑘𝑔(&)&+123 ] (i.e. including any effects 220 

of temperature on the rate of hydration) and is given by: 221 

 222 

 𝑄"(((𝑡) =
1

𝜒𝜌(0+($&1&
` 𝑃(𝑇, 𝑡)	𝑑𝑡
1

>
 (7) 

 223 

By assuming that the rate of cement hydration is directly proportional to the power of heat of 224 

hydration, the following relationship can be established: 225 

 226 

 𝑃(𝑇, 𝑡) = 𝐴′𝑒2
9#
:; ]

𝑄)"* − 𝑄"(((𝑡)
𝑄)"*

^
+∗(1)

 (8) 

 227 

where 𝐴′ is a constant [𝐽 ∙ 𝑠23 ∙ 𝑚2!]. For the case of reference power (i.e. the concrete cures 228 

at a constant reference temperature, 𝑇$&'	[𝐾]), Equation (8) can be re-written as: 229 

 230 

 𝑃$&'(𝑡) = 𝐴′𝑒
2 9#
:;%&' c

𝑄)"* − 𝑄$&'(𝑡)
𝑄)"*

d
+∗(1)

 (9) 
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 231 

By combining Equations (8) and (9), Equation (10) is obtained, which gives the power of heat 232 

of hydration per unit volume of concrete, accounting for the effects of temperature on the rate 233 

of hydration. 234 

 235 

 𝑃(𝑇, 𝑡) = 𝑃$&'(𝑡)	𝑒
29#: ?

3
;2

3
;%&'

@
c
𝑄)"* − 𝑄"(((𝑡)
𝑄)"* − 𝑄$&'(𝑡)

d
+∗(1)

 (10) 

 236 

In Equation (10), 𝑃$&'(𝑡), 𝑄"(((𝑡) and 𝑄$&'(𝑡) are given by Equations (2), (7) and (1), 237 

respectively. Note that the activation energy 𝐸" characterises the whole concrete mixture and 238 

hence is an apparent activation energy, as the hydration process involves different anhydrous 239 

components of the cement with independent chemical reactions (D’Aloia & Chanvillard, 240 

2002). Although D’Aloia and Chanvillard (2002) have shown that the apparent activation 241 

energy varies with the degree of hydration, this quantity is assumed to be constant in this model 242 

for simplicity. Based on the measurements reported by Thomas (2012), a value of 45000	𝐽 ∙243 

𝑚𝑜𝑙23 is adopted for 𝐸". Since it is assumed to be constant, Equation (9) can be further 244 

simplified into: 245 

 246 

 𝑃$&'(𝑡) = 𝐵 c
𝑄)"* − 𝑄$&'(𝑡)

𝑄)"*
d
+∗(1)

 (11) 

 247 

where 𝐵 is a constant [𝐽 ∙ 𝑠23 ∙ 𝑚2!]. Applying natural logarithms on both sides of the equation 248 

yields: 249 

 250 



11 
 

 ln 𝑃$&'(𝑡) = ln𝐵 + 𝑛∗(𝑡) ln c1 −
𝑄$&'(𝑡)
𝑄)"*

d (12) 

 251 

Clearly, based on the relationship above, 𝑛∗(𝑡) is determined by the slope of ln U1 − A%&'(1)

A(#)
V 252 

vs. ln 𝑃$&'(𝑡) and is therefore given by Equation (13). 253 

 254 

 𝑛∗(𝑡) =
𝑑 ln 𝑃$&'(𝑡)

𝑑 ln ]1 −
𝑄$&'(𝑡)
𝑄)"*

^
=

𝑑 ln𝑃$&'(𝑡)
𝑑𝑡

𝑑 ln ]1 −
𝑄$&'(𝑡)
𝑄)"*

^
𝑑𝑡

  

 ⟹ 𝑛∗(𝑡) = c𝑒4
5
16
!

− 1dj(1 + 𝛽23) ]
𝑡
𝜏^

7
− 1k (13) 

 255 

It is important to note that Equation (13) will become ill-conditioned when 𝑡 is very small; 256 

therefore, it is necessary to impose a cut-off value 𝑡+ when determining 𝑛∗(𝑡): 257 

 258 

 𝑛∗(𝑡 ≤ 𝑡+) = 𝑛∗(𝑡 = 𝑡+) (14) 

 259 

Based on parametric studies, it has been observed that the value of 𝑡+ does not have a significant 260 

influence on the results, provided it is sufficiently small. In this paper, a value of 𝑡+ = 2	𝑑𝑎𝑦𝑠 261 

has been used throughout. 262 

 263 

The proposed heat of hydration model can be implemented by using Equations (1), (2), (7), 264 

(10) and (13), subjected to the condition given by Equation (14). While the effects of 265 

temperature on the rate of hydration have been accounted for in the above equations, the effects 266 

of other factors, such as cement composition, cement fineness, 𝑤/𝑐 of the mixture and the 267 
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presence of any admixtures, are implicitly dealt with through the calibration of the three model 268 

parameters:  𝑄)"*, 𝜏 and 𝛽. 269 

 270 

 271 

3 VALIDATION WITH ISOTHERMAL LABORATORY TESTS 272 

 273 

The capabilities of the proposed heat of hydration model are first demonstrated by simulating 274 

experimental test results. There are three different types of heat of hydration laboratory tests, 275 

depending on the thermal boundary conditions imposed during testing: adiabatic (where no 276 

energy loss to the surroundings is allowed from the hydrating concrete), semi-adiabatic (where 277 

some energy loss to the surroundings is allowed), and isothermal (where the hydrating concrete 278 

is kept at a constant temperature). For the validation of the proposed model, isothermal tests 279 

are preferred for two reasons: first, they eliminate the complexity of simulating the heat transfer 280 

or a nonlinear thermal boundary condition and second, they allow measurement of the heat of 281 

hydration given out by the same concrete mix when cured at different temperatures. According 282 

to the formulation of the model introduced in the previous section, in this scenario, the model 283 

parameters (𝑄)"*, 𝜏, 𝛽 and 𝐸") should be unique for a given concrete mix, thus allowing the 284 

validation of the model component which introduces temperature-dependency (i.e. Equation 285 

(10)). 286 

 287 

Two distinct approaches have been typically followed when determining the heat of hydration 288 

of cement under isothermal conditions: isothermal conduction calorimetry and heat of solution. 289 

According to Sedaghat et al. (2013), the former is characterised by higher precision and has 290 

the advantage of measuring heat of hydration immediately after the cement is mixed with water, 291 

which is very important as heat generation from the hydration reaction is rapid and significant 292 
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in the short-term. Therefore, the validation of the proposed model is performed using results 293 

from isothermal conduction calorimetry tests. 294 

 295 

Wadsö (2003) presented the results of tests performed on a cement ‘Anläggningscement’ 296 

(which is classified as CEM I 42.5 BV/SR/LA) at four temperatures: 20, 30, 40 and 50BC. 297 

Based on the time vs. accumulated heat of hydration curves of the four tests, which are 298 

calculated from the time vs. heat of hydration power curves presented in Wadsö (2003), and 299 

assuming 𝐸" = 45000	𝐽 ∙ 𝑚𝑜𝑙23 (as mentioned in the previous section), the model parameters 300 

𝑄)"*, 𝜏 and 𝛽 are calibrated such that the modelled evolutions of heat of hydration resemble 301 

the measured ones. As discussed previously, for a given cement, a unique set of model 302 

parameters should be obtained. In the present case, the least squares method was used leading 303 

to 𝑄)"* = 333000	𝐽 ∙ 𝑘𝑔(&)&+123 , 𝜏 = 68162	𝑠 and 𝛽 = 0.743 (based on 𝑇$&' = 230𝐶), with 304 

the resulting modelled accumulated heat of hydration curves being compared to those obtained 305 

experimentally in Figure 1. The close resemblance between the simulated and measured curves 306 

demonstrates that the model is capable of reproducing the evolution of heat of hydration with 307 

great accuracy, the component of the model establishing the influence of temperature on the 308 

heat of hydration (Equation (10)) is performing effectively, and that the assumption of 𝐸" =309 

45000	𝐽 ∙ 𝑚𝑜𝑙23 is satisfactory. 310 

 311 
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 312 

Figure 1 Modelled accumulated heat of hydration curves compared with measured ones from 313 

isothermal conduction calorimetry tests by Wadsö (2003) 314 

 315 

Zayed et al. (2013) conducted isothermal conduction calorimetry tests on five ASTM Type II 316 

(MH) cements at a temperature of 230𝐶, designated as Cements A, B, C, D and E. It is 317 

important to note that Cement A was tested at three fineness levels (Cement A1, A2 and A3, 318 

respectively), while Cements B and C were tested at two fineness levels (denoted by Cement 319 

B1, B2, C1 and C2, respectively). This meant that a total of nine ASTM Type II (MH) cement 320 

samples were tested (A1, A2, A3, B1, B2, C1, C2, D and E). Note that ASTM Type II cements 321 

are moderately sulphate resistant and are widely used in geotechnical applications due to the 322 

presence of sulphate in soils. For brevity, only samples from Cements A, B and C are used in 323 

this paper. As discussed in Section 2, the total amount of heat given out at the end of hydration, 324 

which is controlled by the model parameter 𝑄)"* in the proposed model, is not affected by 325 

cement fineness (Portland Cement Association, 1997; Bentz et al., 1999), therefore when the 326 

model parameters are calibrated, the same 𝑄)"* should be adopted for samples from the same 327 

cement. The model parameters are again calibrated using the least squares method and are 328 

reported in Table 1. Note that both 𝑇$&' = 230𝐶 and 𝐸" = 45000	𝐽 ∙ 𝑚𝑜𝑙23 are adopted. 329 

Figures 2 to 4 compare the modelled accumulated heat of hydration curves with those measured 330 
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(Zayed et al., 2013) for Cements A, B and C respectively. Once again, the excellent agreement 331 

between the simulated and measured data suggests that the model is capable of reproducing the 332 

evolution of heat of hydration with good accuracy using a relatively small number of model 333 

parameters. 334 

 335 

Cement 𝑄)"*	[𝐽 ∙ 𝑘𝑔(&)&+123 ] 𝜏	[𝑠] 𝛽 

A1 

411000 

76725 0.529 

A2 52349 0.573 

A3 36397 0.795 

B1 
422000 

57768 0.732 

B2 40984 0.856 

C1 
386000 

53190 0.781 

C2 40504 0.864 

Table 1 Calibrated model parameters for cement samples A1, A2, A3, B1, B2, C1 and C2 336 

from Zayed et al. (2013) 337 

 338 

 339 

Figure 2 Modelled accumulated heat of hydration curves compared with measured ones 340 

(Zayed et al., 2013) for Cement A 341 
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 342 

 343 

Figure 3 Modelled accumulated heat of hydration curves compared with measured ones 344 

(Zayed et al., 2013) for Cement B 345 

 346 

 347 

Figure 4 Modelled accumulated heat of hydration curves compared with measured ones 348 

(Zayed et al., 2013) for Cement C 349 

 350 

 351 

4 VALIDATION WITH FIELD MEASUREMENTS 352 

 353 
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To further demonstrate the applicability and accuracy of the model, the complex boundary 354 

value problem of a curing concrete pile was simulated. The field data were collected as part of 355 

a thermal integrity profiling (TIP) operation performed at a site in London by Cementation 356 

Skanska, during which 14 concrete piles were monitored using distributed fibre optic sensing. 357 

As the optical fibres ran along the entire length of the piles, continuous measurements of 358 

temperature with depth within the piles were obtained. These were attached to the 359 

reinforcement cage of the piles, located at a nominal distance of 75	𝑚𝑚 from the pile edge, 360 

and ran down and up each pile three times to measure temperature at six different locations 361 

within the cross-section (i.e. spaced at approximately 60°). Due to small imprecisions in fibre 362 

positions arising from the casting of the pile and the spatial variation of thermal properties of 363 

the surrounding ground, a range of temperatures, albeit small, are measured within and along 364 

the depth of each pile. As a result, for brevity and clarity, only the median of the temperature 365 

measurements that are obtained for the portion of the pile installed within London Clay is 366 

considered for each time step, which eventually gives an evolution of median temperature rise 367 

with time. 368 

 369 

Among the 14 piles measured, a ‘Test Pile’, which has a diameter, 𝐷, of 1.2	𝑚, was cast before 370 

the others. In order to validate the proposed heat of hydration model, the temperature 371 

measurements from the Test Pile were used to calibrate the model parameters; the parameters 372 

are subsequently used to model the temperature rise within two other instrumented piles: ‘Pile 373 

7a’ (𝐷 = 1.8	𝑚) and ‘Pile 12’ (𝐷 = 2.4	𝑚). Since the proposed heat of hydration model is 374 

nonlinear in temperature, it is not possible to assume that the heat of hydration power is 375 

constant throughout the pile, as a non-uniform temperature field is expected to develop within 376 

the cross-section. In order to adopt the proposed model to simulate the temperature rise within 377 

a boundary value problem (in this case, a curing pile), a numerical technique is required. 378 
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Naturally, the accuracy of the model is independent of the adopted numerical approach, which 379 

can be based on finite differences, finite elements or, in the present case, the superposition of 380 

multiple infinite line heat sources (Carslaw & Jaeger, 1959). The adopted technique, which has 381 

as main advantages the fact that it is simple to implement, is outlined in Appendix A. It is 382 

important to note that this numerical technique assumes that the problem is two-dimensional 383 

(i.e. the pile is infinitely long), which is a reasonable assumption considering that end effects 384 

would not be significant for piles with large length-to-diameter ratios. Moreover, the transfer 385 

of heat is assumed to be purely conductive (convective heat transfer due to ground water flow 386 

is neglected), as expected for low permeability soils where ground water flow is insignificant 387 

(Kavanaugh & Rafferty, 2014). Lastly, the adopted methodology implies that the concrete pile 388 

and the surrounding soil have the same thermal properties (i.e. thermal conductivity and 389 

specific heat capacity). The impact of this assumption has been verified against finite difference 390 

analyses (Sajadi, 2020) and shown to have negligible impact on the predictions when 391 

considering typical thermal properties of concrete and soil. 392 

 393 

4.1 Calibration of model parameters using field measurements of the Test Pile 394 

 395 

The developed numerical technique (Appendix A) allows the temperature rise at the radius 396 

where the field measurements were taken (i.e. 75	𝑚𝑚 from the pile edge) to be simulated using 397 

the proposed heat of hydration model. In order to calibrate the model parameters 𝑄)"* , 𝜏 and 398 

𝛽 (𝐸" = 45000	𝐽 ∙ 𝑚𝑜𝑙23 is assumed) such that the simulated temperature rise resembles the 399 

median temperature rise measured for the Test Pile, a Genetic Algorithm (Azeiteiro et al., 2009; 400 

Taborda, 2011) is adopted, which is outlined in Appendix B. During the calibration process it 401 

is assumed that the both the London Clay and the concrete have a volumetric heat capacity of 402 

2148000	𝐽 ∙ 𝑚2! ∙ 𝐾23, which is a reasonable approximation for concrete (see Burg and Ost 403 
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(1994)), while not being too dissimilar to the values reported by Headon et al. (2009) for 404 

London Clay. Similarly, a value of 2.4	𝑊 ∙ 𝑚23 ∙ 𝐾23 was chosen for the thermal conductivity 405 

of both materials, based on the range of values reported for London Clay by Loveridge et al. 406 

(2014) and for concrete by Scanlon and McDonald (1994). The calibration process yielded the 407 

following model parameters: 𝑄)"* = 220000	𝐽 ∙ 𝑘𝑔(&)&+123 , 𝜏 = 85843	𝑠 and 𝛽 = 0.842 408 

(based on 𝑇$&' = 230𝐶 and 𝜒𝜌(0+($&1& = 440	𝑘𝑔(&)&+1/𝑚!). Figure 5 shows the comparison 409 

between the simulated temperature rise using the calibrated parameters and the median 410 

temperature rise from the field measurement for the Test Pile. 411 

 412 

 413 

Figure 5 Comparison between the simulated temperature rise using the calibrated parameters 414 

and the median temperature rise from the field measurement for the Test Pile 415 

 416 

4.2 Simulation of temperature rise for Pile 7a and Pile 12 using Test Pile calibration and 417 

comparisons with field measurements 418 

 419 

As Pile 7a and Pile 12 were cast using the same concrete mix as that for the Test Pile, according 420 

to the philosophy of the proposed model, the set of model parameters calibrated from the field 421 

measurements of the Test Pile (𝑄)"* = 220000	𝐽 ∙ 𝑘𝑔(&)&+123 , 𝜏 = 85843	𝑠 and 𝛽 = 0.842) 422 
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should be applicable to the simulation of temperature fields associated to Pile 7a and Pile 12 423 

as well. The same modelling approach as described in Section 4.1 was used to simulate the 424 

temperature rise for Pile 7a and Pile 12, and the results, together with the median temperature 425 

rise from the corresponding field measurements, are shown in Figures 6 and 7, respectively. 426 

 427 

 428 

Figure 6 Comparison between the simulated temperature rise using calibrated parameters 429 

from Test Pile and the median temperature rise from the field measurement for Pile 7a (𝐷	 =430 

	1.8	𝑚) 431 

 432 

 433 
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Figure 7 Comparison between the simulated temperature rise using calibrated parameters 434 

from Test Pile and the median temperature rise from the field measurement for Pile 12 (𝐷	 =435 

	2.4	𝑚) 436 

 437 

Clearly, Figures 5 to 7 indicate that larger piles achieve higher peak temperatures, an aspect 438 

which the model has successfully captured. Moreover, the temperature rise for both Pile 7a and 439 

Pile 12 have been reproduced with a good degree of accuracy, with maximum errors of 12.5% 440 

and 8%, respectively, being obtained. The small errors suggest that the proposed heat of 441 

hydration model, together with the adopted modelling approach, are capable of simulating 442 

temperature rise due to hydrating concrete when calibrated following a systematic and 443 

objective approach. This also means that once the model parameters are calibrated and known 444 

(the accuracy of which increases with the quantity of field measurements made available for 445 

calibration), the developed numerical tool can be adopted to simulate the evolution of 446 

temperature field with time of any subsequent casts using the same concrete mix. 447 

 448 

 449 

CONCLUSIONS 450 

 451 

A simple heat of hydration model for concrete has been proposed in this paper, with only four 452 

parameters requiring calibration – 𝑄)"*, 𝜏, 𝛽 and 𝐸". The model has been validated to be able 453 

to simulate the evolution of heat of hydration accurately, using both isothermal heat of 454 

hydration laboratory test results and field measurements of temperature rise within curing 455 

concrete piles. The temperature dependency component of the model has also been validated 456 

by considering heat of hydration tests on the same cement but at different isothermal 457 

temperatures. In order to adopt the model to simulate the temperature rise from a hydrating 458 
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concrete pile, a numerical tool has been developed, which consists of discretising the pile into 459 

infinite line sources. This numerical technique, together with the use of Genetic Algorithms, 460 

allow model parameters to be back calculated from field measurements of temperature rise 461 

within the hydrating concrete piles in an objective and efficient way. As soon as the model 462 

parameters are calibrated, the numerical tool allows the simulation of the evolution of 463 

temperature field with time of any subsequent casts involving the same concrete mix. The 464 

success of this numerical technique in the simulation of a hydrating pile by discretising it into 465 

infinite line sources suggests that a similar numerical tool can be developed for predicting 466 

temperature fields due to the hydration of concrete for structures of arbitrary shapes, provided 467 

that the 2D assumption holds. However, further research and field measurements are required 468 

to confirm such hypothesis. 469 

 470 
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APPENDIX A – A NUMERICAL TECHNIQUE TO SIMULATE TEMPERATURE RISE 553 

WITHIN A CURING CONCRETE PILE 554 

 555 

In order to simulate the temperature rise within a curing concrete pile using the proposed heat 556 

of hydration model, taking into account of the non-uniform temperature field within the pile, a 557 

numerical technique was developed. In this numerical technique, the cross-section of the pile 558 

is discretised radially and angularly into sections, such that the power of heat of hydration from 559 

each section is represented by an infinite line source (ILS) (see Carslaw and Jaeger (1959)) 560 

positioned at the middle of the corresponding section. This is illustrated in Figure A1 for the 561 

case where a radial discretisation of 𝑛$ = 5 and an angular discretisation of 𝑛% = 6 are used. 562 

 563 

 564 

Figure A1 Illustration of the discretisation of the pile cross-section into ILS adopted by the 565 

numerical tool for the case of 𝑛$ = 5 and 𝑛% = 6 566 

 567 

The change in temperature Δ𝑇 [𝐾] at a monitoring point which has a radial distance 𝑟 [𝑚] away 568 

from an ILS of a constant heat flux 𝑞 [𝑊 ∙ 𝑚23] after time 𝑡 [𝑠] in a medium with thermal 569 
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conductivity 𝜆 [𝑊 ∙ 𝑚23 ∙ 𝐾23] and thermal diffusivity 𝛼 [𝑚C ∙ 𝑠23] (i.e. the ratio between 570 

thermal conductivity and volumetric heat capacity) can be given by the ILS solution, which 571 

was initially proposed by Carslaw and Jaeger (1959): 572 

 573 

 Δ𝑇(𝑟, 𝑡) =
𝑞
4𝜋𝜆`

𝑒2D

𝑢 𝑑𝑢
E

$*
FG1

 (A1) 

 574 

Due to the linearity of the ILS solution, the change in temperature at a point due to multiple 575 

ILS can be determined by adding the contribution from each ILS (i.e. the principle of 576 

superposition applies). However, Equation (A1) only provides a solution due to a constant heat 577 

flux. In effect, for a heat flux that varies with time, which is the case for the heat of hydration 578 

power (Equation (10)), discretisation in time is required and temporal superposition (Yavuzturk 579 

& Spitler, 1999) of the ILS solution has to be employed. 580 

 581 

The nonlinearity of the heat of hydration model means that the temperature at each location of 582 

an ILS needs to be calculated at each time instant in order to be able to determine the 583 

corresponding heat of hydration power at that location. Moreover, to establish the temperature 584 

rise at a given radius (measured from the centre of the pile), which should be an axisymmetric 585 

quantity, the temperatures at an arc of points with a centre coinciding with that of the centre of 586 

the pile and spanning from 𝜃 = 00 to 180° 𝑛%⁄  are determined and averaged. A parametric 587 

study has shown that a radial discretisation of 𝑛$ = 10 and an angular discretisation of 𝑛% =588 

12 is sufficient to yield accurate results. 589 

 590 

 591 
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APPENDIX B – A GENETIC ALGORITHM TECHNIQUE TO CALIBRATE MODEL 592 

PARAMETERS FOR A BOUNDARY VALUE PROBLEM 593 

 594 

In order to calibrate the model parameters 𝑄)"* , 𝜏 and 𝛽 such that the simulated temperature 595 

rise from the nonlinear boundary value problem of a hydrating concrete pile matches that 596 

measured in the field, a Genetic Algorithm technique (Azeiteiro et al., 2009; Taborda, 2011), 597 

which is an optimisation technique inspired in natural selection, is adopted. 598 

 599 

In this procedure, an ‘individual’ is made up of one set of randomly generated (within a 600 

reasonable predefined range) model parameters (𝑄)"* , 𝜏 and 𝛽). A predefined number of 601 

individuals (48 is adopted in this case) then constitute a ‘population’. A simulation is conducted 602 

(using the numerical technique outlined in Appendix A in this case) for each of the individuals, 603 

with the results compared with those measured in the field to obtain a measure of error (sum 604 

of squares of the differences in temperature rise is adopted in this case). After the simulations, 605 

each individual within the population is associated with an error, which marks the end of a 606 

generation, with individuals with smaller errors representing a better calibration for simulating 607 

the chosen problem. 608 

 609 

Before entering the next generation, a new population has to be determined. The new 610 

population is made up of the best individuals from the old population (the best 25% of the old 611 

population are used in this case), completely new randomly generated individuals (which 612 

constitutes 25% of the new population in this case), and combining (‘crossing’) the best and 613 

newly generated individuals (‘parent’) to produce new individuals (‘offspring’) (which 614 

constitutes 50% of the new population in this case). During the crossing process, the parents 615 

are randomly assigned into groups of two to produce the offspring. In the current case, a 616 
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constant probability crossing scheme (Taborda, 2011) is adopted, in which the decision of 617 

which parent can transfer each parameter to the offspring is independent and has a probability 618 

of 50%. Moreover, during the crossing process, a ‘mutation’ scheme is adopted to improve the 619 

global quality of the new population, in which each parameter passed to the offspring suffers a 620 

random adjustment which is determined by the following equation (Taborda, 2011): 621 

 622 

 Δ = Δ)"* ∙ tanc
𝜋
2 ∙ c

1
2 + 4 ∙ ]𝑋$"+, −
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d −
𝜋
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 623 

where Δ is the mutation factor, Δ)"* is the maximum mutation factor (10% is adopted in this 624 

case) and 𝑋$"+, is a random number between 0 and 1. Having formed a new population, the 625 

algorithm performs a new simulation of the boundary value problem for each individual, 626 

repeating all the operations outlined above. The Genetic Algorithm can be terminated when 627 

certain predefined stopping criteria are met (in this case, the sum of errors of the best 25% of 628 

the population does not reduce by more than 1% in 50 iterations), and the best individual gives 629 

the optimal set of parameters. 630 


