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Abstract

In this thesis a fan spray nozzle design is presented that is capable of producing single micrometer thick sheets

of liquid, which are stable and flat. These sheets are characterised by various interferometric techniques, and

some elementary fluid dynamics calculations are employed to understand the formation of the sheet. A new

experimental vacuum chamber was designed and built, and the liquid sheet jet apparatus was installed into it

and run successfully in the vacuum. Soft X-ray absorption measurements were attempted, but due to problems

with a lack of X-ray flux and contamination of the experimental apparatus no results have yet been obtained.

The sheet was also used as a source for high harmonic generation, generating harmonics up to 50 eV. The

mechanism of high harmonic generation in the liquid is investigated, with the conclusion being reached that

it is a similar mechanism to the semi-classical three step model. The effects of scattering are considered, and

found to be less severe than anticipated due to correlation effects in the condensed phase.



Chapter 1

Introduction

1.1 The Holy Grail?

Recently, the official magazine of the Royal Society of Chemistry published a series about the ‘Holy Grails’

of Chemistry 25 years on [1]. These ‘Holy Grails’ are the subject of a series of papers published in 1995 by

the Accounts of Chemical Research, each one on an area of Chemistry which was felt to be an important,

exciting and active area of research. One of these papers was entitled ‘Direct Observation of the Transition

State’, by John Polanyi and Ahmed Zewail [2]. The aim of this area of research is the direct observation and

characterisation of the transition state - the in between configurations that are occupied during the course of

a chemical reaction [3]. These transition states, which are comprised of unstable arrangements of atoms and

electrons that quickly settle to more stable forms, often last for less than a picosecond. In order to observe

the evolution of these states in time it is necessary to use a probe with a time resolution less than that of the

lifetimes of the states themselves.

There are several reasons why it is desirable to probe the dynamics of these transition states, such as

designing new ways to speed reactions up, finding ways to alter the outcome of reactions and even just simple

curiosity at how chemistry works. Transition state theory was proposed in 1935, by Eyring [4] and seperately

by Evans and Polanyi [5], and since then it has been foundational to our understanding of Chemistry. The

theory (as shown in Figure 1.1) is that in order to progress from state A to state B, the molecules involved

must progress along the reaction coordinate, which involves them passing through a local maximum of energy,

known as the activation barrier, before they can relax down to the new energy minimum in state B.

As the molecules pass from state A to state B, they will deform into less energetically favourable configura-

tions in order to accomodate each other, hence the increase in energy as the molecules move along the reaction

coordinate. The transition state (which is denoted with the symbol ‡) is the highest energy configuration along

this path, and according to transition state theory resembles the state closer to it in energy more than the state

13
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further away. However, in order to obtain as much information about the reaction as possible it is desirable to

observe all the dynamics of the system, rather than just the highest energy point.

Significant progress has been made on this front since the publication of the ‘Holy Grail’ paper. Using state

of the art synchrotron sources complex electronic dynamics on a sub-picosecond time scale have been observed

[6, 7], and using the technique of high harmonic generation (HHG) the whole journey through the transition

state of photoactivated reactions have been observed [8, 9]. Attosecond X-ray pulses are now routinely available

on a lab scale through HHG sources [10], and are able to be produced with significantly higher flux at large

facilities via X-ray free electron lasers (XFELs) using novel operating modes [11]. Measurements with sufficient

time resolution are clearly technically feasible, so we are now moving from proof-of-principle experiments to

experiments with the goal of understanding the dynamics of important chemical systems.

Figure 1.1: A simple diagram of the basic premise of transition state theory. As the system proceeds along the reaction coordinate

(which in this case is the lengthening of the C-I bond and the shortening of the C-O bond) the overall energy of the system (E)

increases to a maximum value, and then decreases smoothly to the new state. The transition state as defined by Eyring is the

configuration of the system at the peak. As it is closer to state A than to state B the actual transition state in this case probably

has a significantly shorter C-I bond than it does a C-O bond, but the whole journey over the potential energy surface (represented

here by the grey line) is a smooth change in the length (and therefore strength) of the two bonds.

It is important when undertaking these measurements that we produce results that are useful for others

down the line. For example, if we take the reaction shown in Figure 1.1, if the R groups are hydrogen atoms,

then the activation energy (the energy required to cross the activation barrier, Ea) is small, as it is not too hard

for the nucleophile (OH−) to attack the carbon. However, the more hydrogen atoms are replaced by methyl
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groups (CH3) the harder it gets for the nucleophile to attack, and the higher the activation energy is for this

pathway. In fact, in the case when all 3 R groups are methyl groups this reaction’s barrier is so high in energy

as to make it effectively impossible, and the reaction proceeds via an alternative reaction pathway. If we can

observe the two reaction pathways clearly and accurately with our ultrafast measurement, then we can inform

synthetic chemists or solar cell engineers about this, and they can proceed armed with new knowledge. Fairly

complicated and important chemical processes have been elucidated by ultrafast measurement techniques [12],

and the knowledge of transition states gained by these measurements along with the progress in theory and

computational work have greatly improved the process of drug discovery [13].

Unfortunately however, the ultrafast measurements rarely take place in conditions that are similar to those

of natural usage. Normally they take place in the gas phase, in a vacuum chamber, and are started with an

intense burst of coherent radiation. Some of these constraints are necessary due to the techniques involved, but

this thesis intends to show progress towards improving one of these — namely doing ultrafast X-ray absorption

experiments in solution phase.

1.2 Overview of this thesis

This Chapter presents the background to the research contained in this thesis, and our motivation for performing

these experiments. Chapter 2 discusses the fluid mechanics of generating a thin liquid sheet jet in more detail, as

well as comparing the different methods of creating them. Chapter 3 lays out the relevant optical theory needed

for the experiments in this thesis, and also discuss HHG and X-ray spectroscopy. Chapter 4 contains details of

the experimental setups used for the experiments laid out in Chapters 5 and 6, as well as how they changed

over time. Chapter 5 contains details of progress towards a static X-ray absorption measurement performed on

solution phase targets and Chapter 6 contains details of the HHG from a liquid experiment that we performed

over the course of my PhD. Finally Chapter 7 concludes, and offers suggestions for further work to pursue in

this area.

1.3 Femtochemistry

The field of research we are aiming to contribute to is called Femtochemistry, as it is the study of chemistry

on timescales on the order of 1–1000×10−15 s (femtoseconds). This temporal resolution has become possible

by the advent of ultrashort laser pulses which can now be routinely produced with a duration on the order of

10–15 fs or below [14]. Over the course of the past 25 years much progress has been made towards tracking

and even controlling reactions in real time. It is now possible to capture transient states with short pulse

X-ray scattering [15], and to observe the relative population and energies of species as reactions progress using

various transition state spectroscopy techniques [16, 17]. It could even prove possible to resolve the pathways
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of individual molecules over the course of a reaction, rather than viewing them as an ensemble [18]. Novel

sample delivery techniques have also been invented, such as the ‘molecular archery’ technique which allows the

experimenters to control the collision angle of the reaction, enabling more experimental control over the parts

of the potential energy surface that are explored [19].

To perform our time-resolved experiments we use a nonlinear technique called high-order harmonic genera-

tion, which is capable of generating very broad bandwith single pulses of light in the XUV/soft X-ray spectral

range, with a duration on the order of hundreds of attoseconds (10−18 s) [20]. These pulses can be created in

the lab using a femtosecond laser system and a gas needle in a relatively simple arrangement, which allows us to

perform femtosecond resolution experiments without needing the use of a big facility. We employ these pulses

as a probe, to observe via X-ray absorption the state of the system at various points in time as it is evolving in

response to a stumulus, in an experimental scheme called a pump-probe experiment (see Figure 1.2).

Figure 1.2: Illustration of an pump-probe experiment. The two pulses are separated by a time delay ∆τ . The first pulse reaches

the target and starts the reaction of interest, in this case by ionising the acetonitrile. After ∆τ seconds the second pulse reaches

the target and performs a measurement, in this case by ionising again and causing a Coulomb explosion creating ion fragments

which can be measured. By varying ∆τ we can vary the amount of time the system has to evolve, and so we can build up a picture

of the electronic and nuclear motion during this time.

A pump-probe experiment consists of two short pulses separated by a variable delay. It works on a somewhat

similar principle to quenching experiments in reaction kinetics, where a reaction is stopped after a certain amount

of time and the concentrations of reactants and products are measured. The first (pump) pulse induces the

dynamics in the system that is to be studied, in effect acting as the start button on a stopwatch. The second

(probe) pulse then arrives after a delay and produces an effect that can be measured, such as a change in

absorption, current or voltage. As the system evolves under the dynamics induced by the pump during the

delay, this probe pulse can take a measurement at any stage of the dynamics. By varying the delay, the progress

of the dynamics of the system can be seen and conclusions drawn about the pathways of the reaction.

Figure 1.3 shows the results of a recent pump-probe measurement in our lab. The pump pulse delay is varied

from −30 fs (where the probe arrives before the pump — this is done as a sanity check to see if there are any

systematic variations between no pump and pump arriving after probe) to 100 fs before the probe. The resulting
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spectra are divided by the unpumped spectrum (shown at the top of the figure), and the lineout is then plotted

in the corresponding row in the figure. As can be seen, the measurement is sufficiently time sensitive to be able

to capture a transient that exists for around 20 fs.

Figure 1.3: Two examples of X-ray absorption measuements in poly-3hexylthiophene (P3HT) performed in our lab. The first one

is a static absorption spectrum from Johnson et al. [14]. The numbers indicate peaks that were identified, which will be explained

further in Chapter 3. The second is a pump-probe measurement taken from the thesis of Douglas Garratt [21]. The figure is created

by plotting the difference between the spectrum with the pump pulse present (at a particular delay) and not present. Red means

an increase in signal, and blue means a decrease. The main conclusions from this figure is that there is a large increase in signal at

positive delays around 286 eV, with a corresponding loss of signal next to it, and a small transient peak that appears between 15

and 30 fs at around 284 eV. Analysis is still ongoing as to the probable origin of these features.

1.4 X-ray absorption spectroscopy

A material’s X-ray absorption spectrum (such as those shown in Figure 1.3) typically consists of a general

decline in absorption with respect to energy, punctuated by steep rises at certain energies. These steep rises

are known as edges, and they occur when the energy is at a resonance to promote an electron to the continuum

(ionisation). Edges occur at characteristic energies for any given atom, and so by observing at which energies

these edges occur one can tell which atoms exist within the sample. An advantage of using X-rays, as opposed

to conventional optical absorption spectroscopy, is that the resonances are from core level states — orbitals

with a high binding energy, which have their electron density concentrated near the nucleus and are therefore

not involved in bonding — as opposed to higher lying valence states that are more diffuse orbitals, where the

electron density is spread out and therefore is involved in bonding. X-ray absorption spectroscopy thus allows

an atom specific probe of the dynamics in the reaction of interest [22] (providing there is only one environment

in the molecule — if there are two different environments for a given element then the structure will be more

complicated).
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On top of these edges there will be additional features due to transitions from the core states to unoccupied

valence states. These features (known as X-ray Absorption Fine Structure — XAFS) split into two regions

of interest. The far edge region (Extended X-ray Absorption Fine Structure — EXAFS) from about 30 eV

above the absorption edge is structured due to the scattering of high kinetic energy photoelectron waves off of

neighbouring atoms, and therefore contains information about the short range environment of the atom [23, 24].

The near edge region (X-ray Absorption Near Edge Structure — XANES) is more complicated, but also contains

structural information, as well as information about unoccupied valence states of the molecule [23, 25].

By observing the shifts in energy and amplitude of individual structure peaks as a function of delay (in effect

tracking the appearance and disappearance of resonances) it is possible to observe the presence or absence of

certain molecular orbitals, which indicate the presence or absence of chemical bonds [8, 22]. It is possible in

this way to observe bonds breaking or forming in real time.

In addition to the location specificity of XANES, there are many other reasons why soft X-ray spectroscopy

is good for this kind of experiment. Firstly it is more possible to get the bandwidth in the X-ray region to

support pulses of less than 1 fs than it is in longer wavelength regions of the spectrum because the relationship

between energy, wavelength and frequency is:

E = ~ω =
hc

λ
, (1.1)

Where E is energy, ω is the frequency, h is the planck constant, ~ is the planck constant divided by 2π, c

is the speed of light in a vacuum and λ is the wavelength. The relationship between the spread of energies (or

frequencies) and the temporal width is:

∆E∆t ≥ ~

2
, (1.2)

i.e. the greater the bandwidth (spread of energies) you have then the shorter the pulse can be in time (t).

The differential of Equation 1.1 with respect to λ is:

dE
dλ

= −hc

λ2
. (1.3)

Therefore as wavelength decreases the same change in energy is associated with a much smaller change in

wavelength. So the same absolute range of wavelengths (i.e. 20 nm) would lead to a much greater energy

bandwidth if the range is 1 to 21 nm, rather than 780 to 800 nm, which means that a shorter temporal pulse is

allowed by the uncertainty principle (Equation 1.2).

Secondly, shorter wavelength pulses have a lower intrinsic pulse length limit due to the higher carrier fre-

quency (the frequency of the central wavelength of the pulse). At 800 nm a single optical cycle pulse (the

shortest pulse that can be made at that carrier frequency) has a duration of 2.7 fs. As the wavelength decreases
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the carrier frequency increases, leading to shorter optical cycles and the potential of shorter pulses [26].

Thirdly, isolated attosecond pulses are available in the lab via the process of high harmonic generation (HHG)

[20]. This has been developed into a reliable way of producing attosecond-duration XUV/Soft X-ray pulses on a

tabletop [20], allowing time-resolved experiments to be conducted without needing expensive facilities [8, 9, 27].

1.5 High harmonic generation

Figure 1.4: An example harmonic spectrum, based on [21]. The perturbative region is where the harmonics are still generated

due to standard nonlinear processes (see Chapter 3). In the plateau region the field becomes too strong for this to hold, and the

harmonics are generated by ionisation, acceleration and recollision as described in Chapter 3. The cutoff region occurs as the

maximum possible harmonic energy is reached. No harmonics can be produced with an energy greater than this by the laser field,

as it cannot impart any more energy to the recolliding electron, so the spectrum abruptly cuts off.

HHG was discovered in the early 1990s [28] by researchers attempting to use strong laser fields to create

progressively higher and higher harmonics. Shortly after this discovery a theoretical semiclassical description

of the mechanism was published independently by Corkum [29] and by Kulander, Schafer and Krause [30], and

then developed by Lewenstien et al. [31]. The applicability of the method to producing short pulses was seen

immediately by Corkum [32], who noted the short wavelength and the wide bandwidth could combine into a

pulse as short as 10 attoseconds if the correct phase relations were achieved. The current record pulse length

that has been measured is 43 as [33], and although most HHG pulses will not be as short as this they will still

be on the order of hundreds of attoseconds — short enough to observe most chemical phenomena.

During the process of HHG, electrons are ripped from their parent ions by an intense laser field, accelerated

in this laser field and then recombined with their parent ion, releasing their accumulated energy as a photon.
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The spectrum produced by this process has a distinctive shape — the first few harmonics are much more intense,

and decrease in intensity as the harmonic order increases. Subsequently a plateau region is reached, where the

harmonics are all the same intensity, which stretches over a large energy range and then abruptly cuts off after

a maximum energy (see Figure 1.4).

This technique has been developed extensively since its discovery. As stated above, it is a common probe

source for lab based time-resolved experiments, even being expanded into facility level systems such as the

new Extreme Light Infrastructure project [34], where their ELI-ALPS facility in Szeged is set up to generate

attosecond pulses, as well as the ARTEMIS beamline in the Central Light Facility in the UK. In addition to

gaseous systems, HHG has also been extensively studied in solid systems [35], which have their own interesting

properties. The process of HHG itself has also been used as a probe due to its theoretically fairly simple nature,

in many different techniques such as HHG spectroscopy [36] and RABITT (reconstruction of attosecond beating

by interference of two-photon transitions) [37, 38].

HHG is a powerful technique, and it can produce pulses that are shorter than any other source in the world

[10, 39]. However there are two major drawbacks — the efficiency of the process and the maximum photon

energy that can be reached. HHG is a strong field effect, which means that in order to produce photons via this

technique a very intense electric field is needed (on the order of 1013 Wcm−1). However the flux produced by

these high fields is about 108 times lower than that of the driving field. This can be countered by increasing the

intensity of the driving field. However, there is a limit to this as well, as increasing the intensity of the driving

field also increases the ionisation fraction of the target, and if this fraction gets too high then this will interfere

with the process, decreasing the efficiency dramatically.

1.6 Soft X-ray absorption in condensed matter

The other problem with using HHG as a source of X-rays for experiments is absorption. HHG creates pulses

in the XUV/Soft X-ray region — the highest energy photons we can make by HHG are around 600 eV [40].

Unfortunately, especially in the lower end of this energy range, these photons are absorbed by the majority of

materials (see Figure 1.5). The reason for this is that these are the energies at which electronic transitions within

atoms start to be accessible, mainly ionisation of the valence electrons [41]. This means that experiments have to

be carried out in a vacuum chamber, as the air itself will tend to absorb the photons needed for measurements.

This complicates experimental design, as everything we use needs to be able to survive operating in a vacuum.

This also applies to the design of targets for these experiments. Not only do the targets have to be able to be

housed in a vacuum chamber, which imposes constraints by itself, but there is also a narrow range of thickness

that the target can have (see Figure 1.5). Inspecting the transmission curves for two common solvents in the

energy range that we would hope to be accessing with our HHG source, we can see that the target thickness
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needs to be closer to 1µm than 10µm if we want to be confident of observing a change in the level of absorption,

as the thicker the target is the fewer photons are transmitted, effectively saturating our absorption signal with

background.

However there is a balancing act that needs to be performed here, as the thinner the target, the fewer

opportunities there are for the relevant atoms to absorb a photon. Thus the target must be thick enough to

ensure enough signal, but not too thick that the background overwhelms it. Previous solid phase experiments

in our lab have shown that the signal to noise ratio is maximised for targets that are somewhere in the middle

of the range of thicknesses we could manufacture [21], although the exact location of the peak on the signal to

noise ratio curve depends on the specific system that is being studied.

Figure 1.5: The transmission of soft X-rays through solvents of different thicknesses. Data from [42]. A 1 µm thick sheet of either

solvent has a reasonable transmission rate, but as the thickness of both of them reach 5 or 10 µm the transmission drops to unuseable

levels. This is the reason why we needed to create such a thin, flat sheet to use as a target.

1.7 Liquids: The third phase of matter

In the study of the physics of molecular systems on an ultrafast time scale, most efforts have been focused on

the gas phase [8, 9] or the solid phase [21, 38]. This is due in part to the relative simplicity of these systems, and

in part to experimental considerations. As we transition from gas phase (isolated molecules with no interactions

between them) through crystalline and amorphous solids to liquids the size of the theoretical calculations

necessary to capture the dynamics fully increases rapidly. The solid phase can have recurring units, which lead

to the emergence of both intrinsic symmetry and band structure. These both simplify calculations by allowing

one to perform a smaller calculation once, and then apply the results more widely. Even amorphous solids
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can still have partial band structures, which can help somewhat to reduce the extent of required calculations.

In the liquid phase none of these things are present, and often effects from molecules beyond the first set of

nearest neighbours are important to the progress of the reaction [43] leading to a much greater cost of accurate

calculation.

However chemical reactions and biological processes occur almost exclusively in the liquid phase. The

complexity that makes liquid and solution phase reactions hard to model computationally is what leads to the

rich variety of chemical and biological processes that occur in the world. Thus it is vital to fill this gap in

ultrafast research so we can get an accurate picture of key processes that are relevant to other disciplines.

On the experimental side, time-resolved studies in the liquid phase using femtosecond laser pulses are well

established [3, 44], as these can be performed at atmospheric pressure. However, there are other time-resolved

techniques that have been limited in their application due to the difficulty of maintaining a liquid target in

vacuum. Recently some time-resolved photoelectron spectroscopy results have been reported [45, 46], a method

that gives direct access to the electronic structure of the reactants during a reaction by ionising them and then

detecting the resulting electrons in a time of flight spectrometer [47]. This can then be used to track the shifts

in the energies of the electrons directly over the course of a reaction using a pump-probe scheme.

Working in the X-ray range is advantageous, as at these energies we obtain direct access to the ‘core’ orbitals

of the atoms — those not involved in bonding, which enables the making of element-specific measurements.

Our measurement of choice is absorption spectroscopy rather than photoelectron spectroscopy because as the

signal is the absorption of photons rather than the emission of electrons in principle more information can be

obtained — not only the energy of the bound electron, but also the energies of higher lying unfilled bound and

quasi-bound states. The trade off is that the XAS spectra can as a result become very difficult to interpret,

sometimes requiring extensive modelling to confirm results (see Chapter 3 for a fuller discussion). In addition

absorption spectroscopy is tolerant of higher pressure in the vacuum chamber than photoelectron spectroscopy

and is not affected by space charge effects in the jet [47], which are both advantageous for the study of liquids.

Around the turn of the millennium, X-ray sources that were bright enough to perform scattering and

absorption measurements in dense media with an ultrashort time resolution (here defined as sub nanosecond)

were becoming available — due to advances in synchrotron technology [48] and some table top sources [49].

These sources offered a time resolution of the order of hundreds of picoseconds, and also did not require the

use of targets in vacuum (as they produced hard X-rays — 1 keV or more). Absorption experiments have been

carried out at synchrotrons in the last decade [6, 7], but the time resolution of synchrotrons is still limited to

hundreds of femtoseconds.

In order to acheive the very high time resolutions needed to track both the electronic and the nuclear

dynamics, we ideally want X-ray pulses which are sub-femtosecond in length (for context the atomic unit of

time is equivalent to 24.2 as, and the shortest dynamics we might want to measure would occur on a scale of



1.8. A TARGET SUITABLE FOR LIQUID PHASE ULTRAFAST SPECTROSCOPY 23

tens of atomic units of time). Whilst facilities are starting to approach this, for instance the XLEAP program

at the LCLS [11], the simplest way to achieve probe pulses of this length is through HHG [20]. The only

drawback to this source is its inherent inefficiency, leading to flux that is many orders of magnitude less than

that achievable at synchrotrons or XFELs. So the question becomes can we develop a target system that will

allow us to perform these experiments in a liquid?

1.7.1 Experimental challenges

Liquids are difficult to handle experimentally in high vacuum. The extreme conditions affect liquids more than

solids or gases, as at high vacuum we are usually below the triple point on the phase diagram — i.e. liquid does

not exist in equilibrium under those conditions, so the target is inherently unstable (see Chapter 5, especially

Figure 5.6). Evaporation also has the effect of unleashing large amounts of gas into the vacuum chamber, which

raises the ultimate pressure achievable, whilst freezing may inflict disastrous results on delicate experimental

apparatus.

Beyond issues with vacuum, we also have the problem that often the targets of interest are only sparingly

soluble in the solvents available. This can then create an issue with the signal to noise ratio, as any solvent

signal present will manifest as a huge background noise signal that can mask anything of interest in the solute

signal.

This being said, there are also a number of advantages to using a liquid phase target in ultrafast measure-

ments. The liquid is self-healing, especially if a jet is used (although a static liquid target is still self healing to

an extent — the liquid can move around inside it, so as long as no permanent chemical change is effected there

is still no need to raster the sample). This means that we can use more power in our laser pulses, without the

worry of destroying the sample. In addition there is no possibility of irregularities in the structure or areas that

are impure, as the liquid is randomly (and therefore presumably uniformly) arranged.

In order to overcome the challenges above, specialist equipment needs to be constructed to house a rapidly

evaporating liquid sheet in vacuum. It is necessary to keep the pressure sufficiently low whilst at the same time

protecting the integrity of the liquid target.

1.8 A target suitable for liquid phase ultrafast spectroscopy

The target needs to allow the soft X-ray spectroscopy measurements to be taken without too much absorption,

whilst also remaining stable in the vacuum for the duration required for the measurement. There are two types

of liquid target that are commonly used in this situation — a nanofluidic cell, where the target liquid is trapped

between layers of transparent material and so protected from the vacuum, and a jet, where the liquid flows into

and back out of the vacuum quickly enough that the evaporation doesn’t compromise the vacuum too much.
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Nanofluidic cells have many advantages to them, chiefly the fact that they can be made very thin very easily

— all it takes is to fabricate the cell correctly (see Figure 1.6). For example, this approach was used for a

time-resolved soft X-ray experiment by Kim et al. [50] in 2016 — noting the excessive solvent absorption in

their free flowing jet in this energy range, they used a nanofluidic cell that forced the liquid target to be between

10µm and 200 nm thick [51] successfully.

Figure 1.6: A schematic of a nanofluidic cell, based on drawings in [51]. The cell itself is created by sealing two very thin windows

(typically of silicon nitride) together with a gap of 100 nm to 2 µm between them. Liquid is then flowed into the cell at one end, is

forced through the gap between the windows and out the other side, creating a smooth, very thin flowing sheet of liquid.

However, there are drawbacks to this system. Firstly, the construction of such nanofluidic cells is far from

trivial. Secondly, no matter how transparent the windows are, they are still windows and so will have some

effect on the pulses used in the measurement. In particular, using an HHG source we are working with an X-ray

flux many orders of magnitude less bright than the flux of a synchrotron, so the absorption of the window is

best avoided.

The other target option is a free flowing jet, which is the most common way of creating a liquid vacuum target.

This solution is windowless, but it has the obvious downside of therefore being vulnerable to evaporation into

the chamber. In addition most liquid jets tend to be thicker than the 200 nm–10µm quoted for the nanofluidic

flow cell.

The most common liquid jet type to be placed in vacuum is a cylindrical jet. This is mostly based on a

design reported in 1988 by Manfred Faubel et al. [57], where the liquid propagates through a hole, and is then

caught in a liquid nitrogen trap. This design has been improved by a sophisticated nozzle and catcher design
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Figure 1.7: Different types of liquid jet delivery geometries. a) is a sketch of a cylindrical nozzle from Charvat et al. [52], showing a

convergent nozzle made of quartz, which ensures long term stability, and also the catcher into which the jet is flowed. This catcher

is heated to avoid the liquid freezing onto it. b) is a picture of a gas dynamic virtual nozzle from DePonte et al. [53]. Like a) the

liquid comes through a convergent nozzle (indicated by the arrow on the photograph), but surrounding the nozzle is a gas channel,

which creates a gas sheath, narrowing the jet and preventing it from freezing. c) are colliding jets producing a sheet from Ekimova

et al. [54], d) is the tip of the gas dynamic virtual nozzle from Koralek et al. [55]. The central, blue dyed channel is the liquid

channel, and the two side channels are the gas channels. The gas then provides the momentum to push the liquid into a sheet, but

it is also possible to flow liquid through these outer channels to create a more conventional colliding jets type sheet. e) is a diagram

of the fan spray nozzle geometry from Dombrowski et al. [56].

[52], the ability to recirculate the sample [47] and using gas to focus the stream to a smaller diameter and

protect it from the vacuum [53, 58], which avoids the need for small diameter nozzles that can block easily (see

Figure 1.7).

However, even the thinnest of these jets comes in at around 5–10µm, which is at the very highest edge of the

thickness that can be tolerated in our experiments (see Figure 1.5). Therefore, we turned to another common

liquid jet type, which is the flat jet. The flat liquid jet has been widely used in dye lasers, which need a flat

gain medium in their optical cavity to ensure optimum performance [59]. It has also been widely studied in the

field of fluid dynamics, as the sheets produced by this technique have interesting breakup properties [60, 61].

The operating principle of a flat liquid jet is one of momentum transfer. In the most simple example, two

jets of liquid collide head-on (as in e.g. Clanet and Villermaux 2002 [62]). This creates a circular sheet of liquid

which thins as it spreads out as 1
r , as the vertical momentum of the two jets is cancelled out and transformed

into horizontal momentum (see Figure 1.8).
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The two jets can be set at an angle to each other that is not 180◦. This gives both jets a momentum

component that adds up instead of being cancelled out. This causes the resulting sheet to be a segment of the

circle that would oterwise have been produced if they were head-on. If the velocity is high enough, the resulting

sheet is unstable, and spreads out in a fan-shape [63]. However if the velocity is lower the surface tension can

compete with the momentum forcing the liquid to spread out, and the sheet will be drawn together into a leaf

shape [64, 65]. Depending on the characteristics of the colliding flows this sheet can be very thin and flat —

our sheet is around 1–2µm thick with an optical flatness of λ
20 at 640 nm, which should be more than enough

for our experiments.

Figure 1.8: Drawings of the effect of different angles (2θ) on the resulting sheet of liquid produced. From Taylor [60]. In (a) the

two jets are at 180◦ to each other, so the sheet spreads out as a circle around the axis of collision. As 2θ decreases through (b)

and (c) the circle distorts as the transverse momentum components of the jets add together in one direction, ending up with a leaf

shape. Although this is shown for colliding jets, the same process of momentum transfer holds for all different nozzle geometries.

1.8.1 Colliding jets

By far the most studied method of producing a thin flat sheet jet is with two colliding cylindrical jets. Two

cylindrical jets collide at an angle to each other, supplying both the liquid for the sheet and the momentum to

spread the sheet out. This setup is the simplest one to make, so has been the subject of numerous experimental

studies [64, 65], theoretical studies [66–68] and was the subject of the classic series of papers on the subject

by Taylor [69–71]. It was also the first geometry to be reported as having made sub 1µm thick jets [54]. In

this geometry the sheet is free to expand as it wants, leading to a much more rounded shape. It is simple to

construct but tricky to align, which is why we explored other avenues of producing a thin liquid sheet.
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1.8.2 Gas dynamic virtual nozzle

A gas dynamic virtual nozzle (GDVN) is a type of nozzle orginally designed for keeping cylindrical jets straight

and avoiding them breaking up into spray [58]. It works by blowing gas through channels in the nozzle either

side of the cylindrical jet, which then produces a vortex around the stream, keeping it from breaking up [58].

In 2018, Koralek et al. produced a type of nozzle that applies this idea to creating a thin liquid sheet [55]. The

gas comes out of channels set at 45◦ to a liquid stream, and impart their momentum onto the stream, blowing

it into the classic leaf shape. This enables the flow to be semi-independent of the properties of the sheet, as the

momentum in provided by the gas. In addition, due to the presence of gas around the sheet the local pressure

for the liquid should be higher, which should help the integrity of the sheet in the vacuum. It is also possible to

flow liquid through the gas channels to make a geometry similar to colliding jets, above. This makes this type

of nozzle more flexible.

1.8.3 Fan spray and similar nozzles

The third type of nozzle geometry considered here is a fan spray nozzle. This type of nozzle generates momentum

transfer in a plane by having a slope at the desired angle along the direction of the flow of liquid, to cause the

change in momentum [56]. The leaf that comes out of the nozzle is much thinner and longer than the colliding

jets leaf, because the liquid is not free to spread out.

This is the type of nozzle used by dye lasers, due to ease of fabrication and use. Being a nozzle it is easy to

use, as there is nothing to adjust and no alignment needed. Dye laser nozzles were typically made by crushing

pipes into the desired shape [72], or using razor blades to create the nozzle [59]. We chose to use this type

of nozzle due to these properties, however in order to create a sufficiently thin jet we needed to have greater

control over the dimensions of the nozzle, so we fabricated them using a high resolution 3D printer, which gave

us great control over the exact geometry of the nozzle, as well as enabling them to be easily reproduced [73].

1.9 HHG from a liquid

The other possibility that arises from a liquid sheet target in vacuum, especially in a lab dedicated to using

HHG to produce X-ray pulses, is to use the liquid itself as a source of HHG. Novel HHG sources have risen

in popularity over the past decade, with various solids offering different properties in the HHG that they can

produce [35]. A liquid target offers at least the possibility of a self-healing condensed phase HHG source, as

well as possibly having unique properties in its harmonic spectrum.

There has been a fair amount of scepticism over the possibility of creating harmonics from liquids in the past.

The well established mechanism of HHG in gases involves the ionised electron travelling long distances in the

vacuum, propelled by the strong oscillating electric field. In the condensed phase it therefore seems reasonable
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to doubt that HHG can occur, as the density of atoms is so much higher than in the gas phase so it was thought

unlikely that the electron could travel far without scattering, and therefore only perturbative harmonics could

be generated from liquids [74, 75]. Following this logic, Flettner et al. and Kurz et al. performed pump-probe

HHG experiments on water vapour, by sending a pulse to explode a water droplet, before generating harmonics

from the dense gas that resulted [76, 77]. In addition, incoherent plasma radiation has been created from liquid

targets by Kim et al. and Heissler et al. [78, 79], but this is of limited interest to us as it arises from a non-HHG

mechanism.

The discovery of HHG from solid targets [80] suggests that HHG from a condensed phase target is not

completely out of the question. Solid HHG relies on the existence of conduction and valence bands, which are

not present to nearly the same degree in a liquid target due to the lack of long range order. The first experiment

of this kind was performed by DiChiara et al. [75] in 2009, in which they only saw perturbative harmonics. We

have performed a similar experiment, roughly concurrently with Luu et al. [81, 82], and both of us have seen

high harmonics from a liquid, which leads to some interesting questions about the exact mechanism by which

this can arise.

1.10 Conclusion

Having established the desire for and potential applications of a thin liquid sheet jet target, we now turn to

Chapter 2 where the development of this target will be explained. As the majority of the work in this thesis

was performed in conjunction with other members of our research team in the Imperial College extreme light

consortium I have used the word ‘we’ to indicate work done by myself and others, and have used ‘I’ only when

work was unambiguously done myself.

The following people have made significant contributions to the work presented in this thesis: Initial nozzle

design was by Gediminas Galinis. Characterisation of the liquid sheet was performed by Jergus Strucka, Gedim-

inas Galinis and myself. Manufature of the nozzles was performed by Gediminas Galinis,Oliver Alexander and

myself. The liquid jet experimental apparatus was constructed by Sebastian Jarosch, Gediminas Galinis, Oliver

Alexander, Jacob Lee, Clément Ferchaud and myself, with excellent technical assistance by Andy Gregory, Su-

san Parker and Conor O’Donovan. The liquid HHG measurements were taken by Sebastian Jarosch, Gediminas

Galinis, Alexandra Tofful, Timur Avni, Mary Matthews, Esben Larsen, Oliver Alexander and myself. Data

analysis was performed by Sebastian Jarosch, Timur Avni, Mary Matthews, Esben Larsen, Oliver Alexander,

Clément Ferchaud and myself. The X-ray absorption measurements were taken by Oliver Alexander, Jacob Lee,

Douglas Garratt and myself, with data analysis by myself.



Chapter 2

Creating thin sheets of liquid for use in

XUV and soft X-ray experiments

2.1 Introduction

In order to perform liquid phase experiments with XUV and soft X-ray radiation it is necessary that the radiation

can interact with the target with a manageable degree of absorption. Due to the high absorption cross sections

most materials have for light at these energies, this means the target needs to be very thin. Figure 2.1 shows

the normalised transmission of light of various X-ray energies in a slab of water that is just 1µm thick. Here

the unit of choice is eV, as is customary when dealing with X-rays as it makes the numbers more compact than

either using Joules or converting to frequency or wavelength in this range of the electromagnetic spectrum. One

eV is equivalent to 1 V multiplied by e, the charge on the electron (1.602×10−19 C). As can be seen, even within

the ‘water window’ (a region where none of the constituent atoms of water have an absorption resonance) 1µm

of water is not very transparent to soft X-rays. Adding the effect of windows (for instance as in a microfluidic

flow cell [83]) to this absorption will lower the transmission further, not to mention adding extra resonances to

our X-ray absorption spectrum that might overlap with resonances we want to study, further complicating our

measurements. Given that we do want to use XUV and soft X-ray wavelengths in our experiments the best

solution to this problem seems to be a thin free flowing jet of liquid — this is because as jets are directed streams

of liquid they do not need a container to hold them, so windows are not necessary. Jets can also be made very

thin — cylindrical jets of width of 10s of µm are commonly available [47, 52, 79]. Before the work presented in

this thesis Ekimova et al. developed a flat sheet jet based on two colliding cylindrical jets capable of producing a

sheet with thickness of between 1.4 and 3µm [54], and subsequently a modification on this geometry by Koralek

et al. has produced a sheet which claims a thickness of about 0.5µm [55]. At the time of writing this design is

available to purchase from Micronit GmbH, and has been used for some of the measurements presented later

29
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Figure 2.1: Incident photon energy plotted against transmission through 1 µm water, with the blue region indicating the water

window (the region in which water is relatively transparent to soft X-ray photons). The large drop off at 543 eV is due to the

oxygen K-edge. In the water window the transmission is about 0.87 — enough to avoid much solvent interference, but still not

enough to have an arbitrarily thick water target. Data from B. L. Henke et al. [42]

on in this thesis.

Given the low transmission through only 1µm of liquid, a flat sheet jet seems like a more appropriate choice

than a cylindrical jet. Such a flat sheet jet is fundamentally created by momentum transfer into the plane of

the sheet [55] (illustrated in Figure 2.2). The y-component of the momentum of the liquid coming from both

sides is transferred during the central collision into the xz-plane, leading to a spreading out of a thin sheet of

liquid (see section 2.2.1).

2.2 Physics of thin liquid sheets

Thin liquid sheets have been studied for many reasons — both as an investigation into the flow properties of

liquids in general [84] and also with more practical applications in mind such as fuel injection [85], pesticide

spraying [86] and dye lasers [59]. As such, a reasonably comprehensive body of work on this subject has

accumulated, even if not all reports seem to be aware of the other work done (e.g. Watanabe et al. [59]

reproduce the findings and methods of Dombrowski et al. [87] fairly exactly, without any seeming knowledge of

the existence of this former paper).

A useful heuristic for understanding the behaviour of liquids (in any setting, including that of thin liquid

sheets) is to consider a series of dimensionless numbers. Many of these numbers exist, dealing with relations

between all kinds of quantities relevant to fluid dynamics. However, the two that are the most relevant to the

behaviour of liquid sheets are the Reynolds and Weber numbers. It should be borne in mind in what follows
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Figure 2.2: Schematic illustration of the process of momentum transfer in our sheet jet nozzle. Liquid flows down the slopes angled

at 60◦ to the z-axis, and collides in the centre of the nozzle. This collision causes a region of high pressure, which redistributes the

momentum component in the y-axis into the xz-plane, forming the sheet shown here. The exact details of our fan spray nozzle are

a little more complex than this, and are shown later, however this is to first order what happens to produce a sheet. The colliding

jets geometry that is often referred to in this chapter works on the exact same principle, except instead of using a nozzle to guide

the flow it is created by two cylindrical jets oriented at an angle to each other. In the case where the angle of the jets is 180◦ to

each other and gravity is negligible the sheet spreads out in a disc around the contact region. Figure from [73].

that as liquid flow is in general chaotic, these numbers and any conclusions we base on them are a general

indication of regions of parameters that lead to different behaviours of the liquid, but that the exact boundaries

for any given combination of liquid parameters may be hard to pin down.

Consider first the Reynolds number, which relates the inertia of the liquid (the tendency to resist changes

in velocity measured in units of mass multiplied by area) to its viscosity (the tendency to resist deformation,

measured in units of pressure multiplied by time). This number is usually used to estimate when a particular

liquid flow will be laminar (the trajectories of the particles in the fluid are smooth lines that do not overlap)

and when it will be turbulent (the trajectories of the particles in the fluid are chaotic and definitely overlap).

Higher values indicate turbulence, as the viscosity of the fluid is insufficient to damp out the tendency of the

particles to move chaotically, whilst lower values indicate laminar flow, as the viscosity of the fluid becomes

more important, and the inertial forces driving the molecules in directions contrary to the flow are suppressed.

The Reynolds number is defined as

Re =
ρuL

µ
, (2.1)

where ρ is the density of the liquid, u is the velocity of the liquid, L is a characteristic length which is defined

by the parameters of the system under study and µ is the dynamic viscosity of the liquid. Often it is more

convenient to use the kinematic viscosity ν = µ/ρ instead, as this combines the two intrinsic properties of

the liquid in question into one value, better enabling different liquids to be compared. This then renders the
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equation

Re =
uL

ν
. (2.2)

In relation to thin sheets of liquid, the Reynolds number is primarily a measure of the ability of capillary waves

to form on the surface of the sheet (as more viscous liquids tend to damp such waves out — see section 2.2.4),

which can contribute to the breakup or instability of the sheet.

The second dimensionless number to consider is the Weber number, which relates the inertia of the liquid

with its surface tension (the tendency of liquids to minimise their surface, measured in units of force per unit

length). This number is of great importance in the formation of liquid sheets, as the overall form of the liquid

sheet is characterised by the interplay between the inertial forces of the particles spreading out into the sheet,

and the force of surface tension pulling them back again. The Weber number is defined as

We =
ρu2L

σ
, (2.3)

where σ is the surface tension of the liquid. Higher numbers indicate the inertial forces of the liquid dominate over

the force of the surface tension, which thereby fail to pull the sheet into a fluid chain, leading to disintegration

of the sheet (see section 2.2.4).

Two additional numbers exist that describe the effect of gravity on the sheet — the Froude number and the

Bond number. The Froude number relates the intertia of the liquid to an external field. In the case of these

experiments the only external field is gravity, so the Froude number is defined as

Fr =
u2

gL
, (2.4)

where g is the acceleration due to gravity. In practice usually inertial forces dominate over the effects of the

gravitational field, leading to high Froude numbers that indicate the effects of gravity can be neglected (for a

flow rate of 3.4 mL/min the Froude number is around 83,000).

The Bond number

Bo =
L

λc
(2.5)

where

λc =
√

σ

ρg
, (2.6)

denotes the relative effects of surface tension and the acceleration due to gravity. This is also small for the

experiments (for isopropanol, the liquid with the lowest surface tension that we used, the Bond number is

0.0357), and so the effects of gravity can be neglected in this experiment.
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2.2.1 Forming a thin liquid sheet

There are many ways to form thin liquid sheets, and many forms these sheets can take. In the context of a liquid

sheet being a target for optical experiments however, the most useful form is a single liquid sheet extending in

one direction. This form is easily created by colliding two cylindrical liquid jets [54], or by using a fan spray

nozzle [73] (a nozzle consisting of a slit, with two sloping surfaces funneling liquid into the slit to produce the

momentum transfer. This type of nozzle is used to create fan shaped sheets for spraying pesticides and other

things, hence the name). As indicated in the introduction, the underlying principle of both of these methods is

the same, even if the exact details are not. A schematic of the forces involved in creating the sheet is presented

in Figure 2.2. In both methods, streams of liquid with momentum components in the z- and y-axes collide at

a point, creating a region of high pressure. This high pressure region then converts the existing momentum in

the y-axis into momentum in the xz-plane, spreading out the liquid and forming a sheet.

This sheet then spreads out radially until surface tension overcomes the radial velocity of the liquid, and it

is pulled back in to a point, creating a sheet with a rather nice leaf shape (see Figure 2.3). As the fluid flows

out radially in the sheet (before the contraction of the surface tension pulls it back to a point), the volume of

the liquid must remain the same but the area covered increases proportional to the radius from the collision

point (as it can be thought of as the circumference of a circle that is increasing in diameter out from this point).

The thickness of the sheet must therefore be inversely proportional to the radius. Taylor [60] theorised that the

thickness of the sheet formed by two colliding jets could be described in an equation of the form

h =
K(θ, φ)

r
, (2.7)

where h is the thickness, θ is the angle at which the jets collide, φ is the azimuthal angle around the collision

point and K(θ, φ) is an arbitrary function of these two angles which describes the thickness.

In the discussion in this section the geometry being discussed is always colliding jets, unless otherwise

mentioned. There has been much less work on fan spray nozzles, presumably because these are more complicated

to make and do not lend themselves to changing the impact angle easily. Colliding jets are also easier to model

theoretically, as inside a fan spray nozzle there is likely to be a complex interplay of forces which is harder to

simulate. As mentioned above, the underlying principle of the creation of the sheet is the same, and once the

sheets leave the nozzle they should thin out, form rims and disintegrate in the same way.

The exact nature of K(θ, φ) has been much discussed. Following the discussion in Choo and Kang [88], the

first attempt to formulate an expression for the thickness of the sheet formed by two colliding jets (by Ranz

[89]) was to predict the thickness distribution from the conservation of momentum, obtaining the equation

h =
d2

4r
(1 + 2 cos θ cosφ), (2.8)
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Figure 2.3: A face on picture of our thin liquid sheet. Note the initial expansion of the liquid, before surface tension starts to pull it

in. The tip of the leaf is inside the hole of the collector (see section 4.5.1). Our jet is much thinner in the x-direction than the jets

produced by the colliding jets geometry — this is probably because the nozzle only allows a small section of the sheet to actually

form (see section 2.5). Picture taken by Gediminas Galinis

.

where d is the diameter of the jets that are colliding, the characteristic length for this system. Unfortunately,

this equation predicts negative thickness at φ = 180◦ for θ less than 60◦, so clearly needed to be refined.

Miller [90] suggested the equation

h =
d2

4r

(

1 − cos2 θ

1 + cos2 θ

)

(

1

1 − 2 cos θ cosφ
1+cos2 θ

)

(2.9)

as an alternative solution to Ranz’s balance of momentum and mass conservation, which fits the actual shape

of the sheet produced much better.

Hasson and Peck [67] take a completely different approach, assuming that the liquid flux distribution in the

colliding jets in a plane parallel to the sheet was an ellipse, and then assuming that the mass and momentum

in a section of the ellipse is conserved as the jets collide to form the sheet, they obtain the equation (expressed

in the same terms as those above)

h =
d2

4r
sin3 θ

1 − cosφ cos θ
. (2.10)

Comparing their results to Miller’s, they note that while the equations are not identical, for values of θ greater

than 60◦ they predict identical results. Below 60◦ the two sets of predictions diverge.
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Ibrahim and Przekwas [66] note that Hasson and Peck’s analysis is more accurate compared to experimental

results than Miller’s below θ = 60◦, but they take issue with the idea that the ellipse of the jet is preserved in

the collision region. They adopt a semi-empirical approach, using an experimentally determined expression for

the thickness of the sheet formed by one jet impinging on a wall advanced by Naber and Reitz [85] to obtain

an expression for the initial thickness of the sheet at the point of impact of the jets of

hi =

(

d
2β sin θ
eβ − 1

)

eβ(1−φ/π), (2.11)

(where β is a parameter determined from mass and momentum consideration) which can then be used to find

the thickness as (again expressed in the same terms as above)

h =
hid

2r sin θ
. (2.12)

All of these approaches, different as they may be, have a couple of things in common. They assume a uniform

velocity of liquid in the sheet, and they assume that the only factors affecting the thickness of the sheet are

the impingement angle θ and the azimuthal angle φ. However, there is good reason for thinking this is not so.

Choo and Kang [68, 91], and Bremond and Villermaux [65] have both shown that the velocity profile in both

the jets that collide and the sheet is not uniform, and that the thickness profile of the sheet will change as a

result of this non-uniform velocity. It also seems unlikely that the properties of the liquids themselves will not

affect the thickness or the shape of the sheets produced.

The number of factors involved in forming the sheets can quickly overwhelm any model that is aiming for

simplicity, and the situation only gets more complicated when we switch to a fan spray nozzle, and consider the

interactions of the liquid inside the nozzle. Ha, DePonte and Santiago [92] used a full Navier-Stokes simulation

of the velocities inside their nozzle, alongside a thorough parametric study of Reynolds and Weber numbers

to obtain scaling laws for the thickness and dimensions of the thin sheet obtained. However it is unclear how

valid their results are for nozzles with different internal geometries to their own. Dombrowski, Hasson and

Ward [56], and following them Choo and Kang [88] have used monochromatic interferometry to determine

K(θ, φ) experimentally (see section 2.4.1) — some combination of these two approaches may be the only way

to properly characterise and describe the jet, although the necessary predictive modelling is both time and

computing resource intensive.

I will now discuss three aspects of the behaviour of the liquid sheets that are important to understanding

how our jet behaves — the relation between the sheet and the rim, the action of waves on the surface of the

sheet and the mechanisms of the breakup of the sheet into droplets. After this I will describe the nozzle that

we have designed and made, and the sheets that are produced from it, and then I will return to the models

discussed here and try to apply these ideas to provide a quantitative description of the flow of the sheet.
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2.2.2 Distinction between the sheet and the rim

Figure 2.4: Illustrations of the coordinate system used in this section. The leftmost drawing is tracing out the arc of the rim from

its origin inside the nozzle (based on Figure 2 in Clark and Dombrowski [93]). The rightmost drawing is the section from the origin

between the points S and dS on the rim (based on Figure 4 in Bermond and Villermaux [65]). At the point S the area of the rim

is sb(S) and the velocity of the flow in the rim is ub(S). The velocity of the sheet flowing into the rim is u, and the thickness of

the sheet is given by h. h varies with r, and so the thickness at the edge of the sheet is denoted by he (not shown on the figure

— equivalent to the thickness at the point S). The angle between the x-axis and the radius r is given by φ, the angle between the

x-axis and the tangent to the rim at the point S is ω, and the angle between r and the tangent at point S is ψ.

A stable liquid sheet is characterised by a thin flat leaf shaped sheet portion, surrounded by a thicker rim.

This rim transports the liquid that has flowed out of the central sheet towards the tip of the jet, whereupon it

collides, either forming a second sheet or breaking up into droplets depending on how fast the liquid is going in

the rim. Even in an unstable sheet the rim can often play a role in the breakup of the sheet into droplets [94],

whilst in a stable sheet the size and shape of the sheet are determined by where the rims form.

In Figure 2.4 the system of coordinates used in this analysis is outlined with respect to drawings of the sheet

and the rim. In order to calculate the trajectory that the rim takes as liquid flows into it from the sheet, as well

as the size of the rim and the velocity of the flow at any given point along this trajectory, we need to consider

conservation of both momentum and flux. In what follows I have used the discussions in Bush and Hasha [64],

Bremond and Villermaux [65] and Clark and Dombrowski [93] — all of them follow the same basic scheme, but

with different emphases.
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To start with, as the rims are stationary, the flux flowing out of a section of the arc dS must be equal to the

flux flowing into that section from the sheet

ρd(sbub)
dS

= ρuhesinψ, (2.13)

where sb is the cross-sectional area of the rim, ub is the velocity of the fluid along the centerline of the rim, u

is the velocity along the streamline intersecting dS, he is the thickness of the sheet just before the rim and ψ

is the angle between the streamline intersecting dS and the tangent to the rim at that point. The geometrical

definition of ψ is such that

sinψ = r
dφ

dS
, (2.14)

i.e. the length along the tangent at S that is swept out along dS, which for a sufficiently small area is equal to

the the length of the sheet bordering the rim in this section.

We can split the momentum conservation up into two axes — tangential to the rim and normal to it.

Tangential to the rim, the momentum change over dS must be equal to the additional momentum added by the

flux flowing into the rim
ρd(sbu

2
b)

dS
=
ρd(sbub)

dS
ucosψ. (2.15)

Using Equation 2.13 we get
ρd(sbu

2
b)

dS
= ρu2hesinψcosψ. (2.16)

Normally to the rim the forces must balance out, as the rims do not move laterally. Therefore the forces pulling

into the sheet (surface tension) must equal the forces pulling out (centripetal force and the normal component

of the momentum of the flux flowing into the rim). Using Equation 2.13 again we get

2σ = ρsbu
2
b

dω

dS
+ ρu2hesin2ψ, (2.17)

where dω
dS is the change in the angle between the x-axis and the tangent of the rim, which is the curvature of

the section dS.

Bush and Hasha add an additional term to each of the momentum conservation equations, corresponding

to an additional inwards force due to the curvature of the centerline of the rim in the normal momentum

conservation, and due to tangental gradients in rim curvature in the tangental momentum conservation. This

gives equations of

2σ + 2σ(π − 1)R
dω

dS
= ρsbu

2
b

dω

dS
+ ρu2hesin2ψ (2.18)

and
ρd(sbu

2
b)

dS
= ρu2hesinψcosψ − πR2σ

d

dS

(

1
R

)

, (2.19)
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where R is the radius of the rim and σ is the surface tension of the liquid. These terms can be regarded as

correction terms for the main equations for situations where the rim thickness and curvature are sufficiently

large, and where the surface tension exerts a significant enough force to affect the tangental flow.

To transform this into a system of equations that can be solved numerically we note Equation 2.14 can be

rearranged to give
d

dS
=

sinψ
r

d

dφ
, (2.20)

that the relation between φ and r can be expressed in terms of ψ as

dr

dφ
=

r

tanψ
(2.21)

and the insight by Taylor at the start of section 2.2.1

h =
K(θ, φ)

r
. (2.22)

These all can be substituted into Equations 2.13, 2.18 and 2.19, to yield the following set of differential

equations
d(sbub)
dφ

= uK(θ, φ)

d(sbu
2
b)

dφ
= u2cosψK(θ, φ)

sbu
2
b

(

dψ

dφ
+ 1
)

sinψ =
2σr
ρ

− u2sin2ψK(θ, φ)

dr

dφ
=

r

tanψ
.

(2.23)

In order to be as general as possible we can define a characteristic length scale (dj - the diameter of the colliding

jets, or equivalently the diameter of the point behind the nozzle orifice where the streamlines emanate from)

and velocity scale (uj, the velocity of the fluid in the sheet). Dividing through by these, we are left with the

following dimensionless equations

d(s̃bũb)
dφ

= K̃(θ, φ)

d(s̃bũ
2
b)

dφ
= cosψK̃(θ, φ)

s̃bũ
2
b

(

dψ

dφ
+ 1
)

sinψ =
2r
We

− sin2ψK̃(θ, φ)

dr

dφ
=

r

tanψ
,

(2.24)

where the tildes indicate dimensionlessness and We =
ρdju

2
j

σ is the Weber number. These equations can be

numerically integrated to yield the shape and profile of the rims of the sheet. This will be done in section 2.5.



2.2. PHYSICS OF THIN LIQUID SHEETS 39

2.2.3 Capillary waves

Capillary waves are waves that form on the boundary between two different phases, such as that of the surface

of our thin sheet of liquid and the surrounding air. Taylor [60, 70] produced the definitive analysis of waves

on a thin sheet in 1959, as part of his series on the dynamics of thin liquid sheets. As the liquid sheets are

bounded on two sides by air, the dynamics are more complicated than that of a body of liquid with only one

air-liquid boundary. In this case, the waves can be described by the interference of two simple harmonic waves

propagating on the surface in opposite directions. When there are two parallel boundaries that are close enough

to affect each other there are two pairs of waves that have to be accounted for, and the relations between them

lead to two distinct types of capillary waves — what Taylor called symmetric and antisymmetric waves (see

Figure 2.5).

Figure 2.5: A sketch of symmetric (b) and antisymmetric (a) waves by Taylor [70]. The displacements of the top and bottom

surfaces are in phase in (b), but antiphase in (a). Drawing from [70]

The disturbance of the sheet can be regarded as being made up of these two types of waves. Symmetric

waves are those in which the front and back surfaces of the sheet oscillate in phase, and antisymmetric waves

are those in which the front and back surfaces of the sheet oscillate in anti-phase.

Symmetric waves play a part in the Kelvin-Helmholtz instability [95] (see section 2.2.4 below), but antisym-

metric waves are important in governing the shape and extent of the thin liquid sheet and also to play some

part in the breakup of these sheets, so we will confine ourselves to them here.

The expression given for the velocity of the antisymmetric wave is

w2
α =

2σ
ρh

1
2
khcoth(

1
2
kh), (2.25)

where wα is the speed of the wave and k = 2π
λ is the wavenumber of the wave. When kh is small (as in a thin
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liquid sheet) 1
2khcoth( 1

2kh) ≈ 1 and therefore the speed of the wave is given by

w2
α =

2σ
ρh
. (2.26)

Taylor then suggested that as a result the lines of constant phase on an expanding sheet which is thinning as 1
r

will be at rest at an angle Φ to the radii if

sin2Φ =
2σ
ρu2h

=
4πσr
ρuQ

=
r

Rrim
, (2.27)

where

Rrim =
ρuQ

4πσ
=
djWe

16
(2.28)

and Q is the volume flowing into the sheet per second. Rrim is therefore a radius beyond which no waves can

remain at rest and, as we shall see in the next section, therefore defines the maximum extent of the stable sheet

formed.

2.2.4 Breakup and instability

One of the primary reasons that thin sheet jets have been studied over the years is the ease with which they

break up into droplets. As the sheet disintegrates it is able to cover a wide area with relatively evenly dis-

tributed droplets, which is useful for many applications, including pesticide spraying and jet fuel injection. Our

application, which requires a thin sheet target to sit stably in a vacuum chamber, is in some ways diametrically

opposed to this as ideally we do not want any droplets to form whatsoever. However it is still important to

have some idea of how liquid jets break down into droplets, if only so that we can design our jets so that they

don’t.

There are two main regions of instability and breakup in a liquid sheet, characterised primarily by the

Weber number of the sheet [61, 66, 96]. At high Weber numbers the sheet breaks up due to waves caused by the

Kelvin-Helmholtz instability, whilst at lower Weber numbers the breakup is caused by cardioid antisymmetric

waves.

The Kelvin-Helmoltz instability occurs when there is a velocity difference between two fluids. This velocity

difference causes waves with a short wavelengths λ = 2π
k to occur on the surface and when the effects of

surface tension and viscosity are neglected they amplify exponentially proportional to ekt [97], which causes a

catastrophic instability in the surface. Surface tension causes these waves to decay, as it acts as a force opposing

the wave motion, whilst the viscosity of the liquid acts as a damper, causing the growth of the waves to be

limited [97]. This then explains the Weber number dependence of this instability — it is only past a critical

value of the Weber number that the relative velocities of the surrounding air and the liquid become significant
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enough to overcome the surface tension of the liquid and the waves can start to amplify, breaking up the jet.

Villermaux and Clanet have undertaken a thorough study of this instability regime [98]. They observed that

the transition from a smooth liquid sheet to what they described as a ‘flag-like’ flapping occurred at Weber

numbers roughly greater than 40√
α

, where α = ρa

ρ , the ratio of the densities of the air and the liquid. The radius

of the sheet was also observed to contract with increasing Weber number in this regime, decreasing as described

in [61]:
R

dj
≈ α−2/3We−1/3. (2.29)

For our purposes this regime represents an upper limit on the stability of the jet, in particular on the speed

that the liquid can flow through the jet. This is confirmed by the parametric study of Bush and Hasha [64] —

above a certain value of Weber number, no stable sheet can form. Their boundary between these two regions

is curved, indicating a slight dependence on Reynolds number and therefore viscosity, but the overwhelming

physical factor that affects this instability is surface tension. In a vacuum, one would expect this instability not

to occur so readily, so feasibly if this was the limiting factor on our jet then running in vacuum may fix it.

The second breakup regime is more interesting, as in this Weber number range a stable sheet can form.

Its appearance however can vary significantly, from an oscillating stream of liquid [64, 99] to a single sheet

with a rim that instantly dissociates into droplets [60, 65]. Partly this is due to the variation of the Weber

number — Huang [96] identified several regions of different Weber numbers below the critical one at which

Kelvin-Helmholtz instability becomes important, each characterised by slightly different behaviour with regards

to waves forming on the surface. In general though, the breakup of the sheet in this regime is not total, and

consists of droplets being ejected from the rims of the sheet, rather than the sheet itself disintegrating.

Clanet and Villermaux [62] have performed an extensive study on this regime as well (the two papers form

a pair). Above a minimum Weber number needed to form the sheet (below which the pressure is not enough

to overcome the force of the surface tension and spread out into a sheet) and below the critical Weber number

after which the Kelvin-Helmholtz instability sets in, the sheet is smooth and relatively unperturbed by waves.

It increases in radius according to
R

db
=

We
16

, (2.30)

which is the radius predicted by the stationary cardioid waves. The sheet in both papers was created by two

liquid jets at 180◦ to each other, so there was no prospect of stable rims forming a fluid chain as discussed in

section 2.2.2 above. What they observed however is important to this discussion as it concerns what happens

when a stable rim cannot form, and the liquid is ejected in droplets. They observed indentations on the rim

of the sheet, like Huang [96] before them. These indentations are not stable, and a time averaged photo shows

a circular sheet. In both cases these are theorised to result from waves on the sheet. As the maximum radius

corresponds to that of the stationary antisymmetric waves (see section 2.2.3) it would make sense that these
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waves are cardioid in shape and they approximately are, although Clanet and Villermaux found some deviations

from this. To first order then the profile of the sheet formed can be thought of as interfering cardioid waves,

and Ibrahim and Przekwas [66] fit the shape of the sheet formed by two jets colliding at an angle to measured

sheet profiles with a reasonable degree of accuracy.

Droplets form on the rim of the circular sheets used by most of the experimenters quoted above through the

Rayleigh-Plateau instability [62, 96, 100]. In this, small fluctuations in the rims of the sheet get amplified with

a speed that depends on how their wavenumber k = 2π
λ relates to the radius of the rim. The fluctuation will

eventually become sufficiently large that it overcomes the force of the surface tension, detaching a droplet from

the rim of the sheet. The size of the droplet depends on the wavenumber that dominates, and thus on the size

of the rim.

When we turn to leaf shaped sheets, we find a similar behaviour in the region of single sheets with unstable

rims [60, 64, 65, 94]. The results of Bremond and Villermaux [65] are especially interesting, as they form a jet

in both ethanol and water. The former has stable rims, and forms a nice fluid chain at all the Weber numbers

they tested, whilst the latter, water, never forms a sheet with stable rims. This cannot be due to a difference in

Weber number, as water has a higher surface tension than ethanol which would act against the Rayleigh-Plateau

instability. Instead the authors attribute it to an increased Reynolds number (which doubled in the case of

water). This makes sense, as the lower viscosity of water allows the antisymmetric capillary waves to form much

more easily, and consequently with larger amplitudes. This increased disturbance affects the rims of the sheet,

favouring droplet formation over a stable rim.

Another instability that has been observed to affect leaf shaped sheets is the fishbone instability, discovered by

Bush and Hasha [64] and extensively studied by Jung et al. [101]. This instability arises due to a slight asymmetry

in the speeds of the colliding jets in the positive and negative y-directions, and consists of a shrinking of the

sheet, with waves of droplets being thrown out of the bottom in lines. The whole effect is slightly reminiscent

of a fish skeleton, hence the name. This instability is transitory — it occurs for a certain range of Reynolds

and Weber numbers, and only if there is a velocity mismatch in the jets that collide, and then disappears again

once those parameters have been passed through. This indicates to me that some kind of resonance or beating

is occurring to form these structures, which seems less likely to occur in a fan spray nozzle due to the increased

variety of momenta in the liquid entering the nozzle.

In any case, both the Weber and Reynolds number need to fall under a certain critical value in order for

a stable smooth sheet with stable rims to be formed, which is the type of sheet we require. Unfortunately,

the numbers are linked (they both depend on a length, and they both depend to some extent on velocity,

Reynolds linearly and Weber quadratically), and the parameters that are independent are intrinsic properties

of the liquids, and are not easily changed.
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2.3 Nozzle design

The design of the nozzles we use is a fan spray nozzle, similar to the one presented in Watanabe et al. [59]

and Dombrowski, Hasson and Ward [87], among others. Although the material compositions of their nozzles

differ (a commercial porcelain nozzle for the latter and a crushed steel pipe and a pair of razorblades for the

former), the principle behind the formation of the thin liquid sheet is the same. Assuming the jet spreads out in

the x-direction, the cross-section of the nozzle in the xz-plane is effectively a triangle, allowing the streamlines

of the sheet to spread out. In the yz-plane however, there is a slope, directing the streamlines in this plane

towards each other. This aids the momentum transfer from the y-direction to the x-direction, as from an initial

compression point upstream the liquid with momentum oriented along the preferred sheet direction is free to

spread out, whilst liquid with momentum oriented perpendicularly to the preferred sheet direction is redirected

into a collision point, causing the sheet to spread out further.

This philosophy has been followed in the design of our jet (illustrated in Figure 2.6). From a channel of

width 1.59 mm, the liquid is narrowed down into a channel of diameter 70µm, before spreading out again.

At this point the geometry of the xz- and yz-planes differ. The xz-plane continues spreading, and then the

nozzle wall stops, allowing the sheet to spread out without any interference from the nozzle. Meanwhile, in the

yz-plane the walls of the nozzle cut back in at an angle of 60◦ to the z-axis, and then remain there for a further

50µm to ensure the momentum along the y-axis is totally dispersed. In this way the most efficient transfer of

y-momentum to momentum in the xz-plane is achieved (this is shown schematically in Figure 2.6).

2.3.1 Manufacture and wear of a fan spray nozzle

Our nozzles are created by 3D-printing onto a specially designed substrate, using a 3D printer that is designed

for fine detail work (Nanoscribe, by Nanoscribe GmbH). The nozzles are printed using a polymer called IP-S

(also made by Nanoscribe GmbH), which is designed for printing structures of the size of our nozzles. This 3D

printing has allowed for rapid prototyping in order to iterate through many different designs to come up with

an optimal one. The substrate the nozzle is printed on is shaped like an ellipse (to ensure that the jet is facing

in a reproducible direction — the slit is printed perpendicular to the major axis of the ellipse). On top of the

ellipse is an inverse cone, to allow the printed part of the nozzle to attach to the substrate. In the cone is drilled

a hole, through which the liquid flows during the experiment to get to the more finely detailed structure of the

nozzle where the sheet production takes place.

When making these nozzles it is very time consuming to 3D print every part of the nozzle — printing a

nozzle in this way takes around 8 hours, which is prohibitively long if multiple different nozzles need to be

manufactured and tested. Instead the skeleton of the nozzle shape is traced out in the IP-S monomer using a

laser, trapping the monomer in a shell made of polymerised IP-S. This procedure takes only 2 hours, a quarter
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Figure 2.6: The xz- (a) and yz- (b) plane cross sections of our nozzle. c shows a cut through of a 3D model of the nozzle. The red

dot indicates the approximate position of the compression point from which all streamlines in the sheet behave as if they originate

from. The streamlines (shown in blue) are the directions of travel of particles in the jet — if a particle starts at the tail of a

streamline it will follow the curve of it down to the tip. In the xz-plane the streamlines are allowed to spread out freely, whilst in

the yz-plane they are collided by a slope at 60◦ in order to transfer their y-direction momentum component to the xz-plane. The

grey dashed lines show the extent of the sheet. 3D drawing by Clement Ferchaud.

of the time. The nozzles are then washed with propylene glycol methyl ether acetate (PGMEA) and isopropanol

to remove excess monomer from the outside, and baked in an oven for an hour to polymerise the monomer that

is trapped inside the shell. IP-S polymerises in a two photon process at the wavelength of the laser (780 nm),

so there is only sufficient intensity for polymerisation at the focus of the printer’s laser [102]. This gives a very

fine resolution (less than 1µm in the settings we use), which is good for the detailed structure of the nozzle (for

a smooth sheet it is important that the edge of the nozzle be very flat), whilst allowing nozzles to be printed in

a reasonable timeframe.

As these nozzles are intended to be used over an extended period, we were concerned about wear. IP-S is a

proprietary mixture manufactured by Nanoscribe GmbH, and data on the solubility or reactivity of polymerised

IP-S with many common solvents is hard to come by. Therefore we decided to test the susceptability of IP-S

to several common solvents, selected on the basis of which solvents we were likely to want to use in future

experiments. Six solvents were tested — isopropanol, acetone, DMSO, ethanol, water and a saturated solution

of water and NaCl. Seven cuboids of 1850µm × 1000µm × 1000µm were fabricated on ITO glass — glass with a

conducting layer on one side to facilitate detection of the surface for printing. Six of them were then immersed
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in 40–50 mL of the solvents for a week, whilst the seventh one was left in air as a control. They were then

removed, washed briefly with isopropanol to remove any residue solvent and air dried. Photographs were then

taken of them under a 10× microscope to determine if any damage had occurred.

Figure 2.7: The cubes before and after being immersed in solvent for a week. A was left in air and suffered no damage. B, C and

D were immersed in the alcohols and H was immersed in water — none of these showed any signs of wear. E and F were immersed

in DMSO and acetone respectively, and do show signs of wear — E was only photographed on its side, as it fell off the ITO glass

and F shows significant signs of wear.

Most of the solvents appear to have had negligible effect on the cubes. The only two solvents to have exhibited

any sort of damage were DMSO and acetone, which makes some sense as they have a similar molecular structure

so the damage mechanism could be similar. The damage exhibited on the cubes was only minor surface damage,

which in the case of acetone led to some eating away of the edges and in the case of DMSO caused no visible

surface damage but did enable the cube to detach from the ITO substrate.

Subsequently five of the solvents have been jetted through the nozzle — isopropanol, ethanol, water (with

and without NaCl) and DMSO. All of these solvents have undergone significant running, and the results from

the long periods of use confirm the results of the wear test above. When running either alcohol or water the

jet lasts for a very long time — upwards of three months of constant use without showing any signs of wear,

and around 6 months before the degradation gets severe enough that it warrants the replacement of the nozzle.

When running DMSO an individual nozzle lasted for an average of two weeks before becoming completely

unusable. A comparison between a new and a worn nozzle is shown in Figure 2.8. A worn nozzle causes the

sheet to become unstable, as noted by Letouzey et al. [103]. The uneven surface of the nozzle causes more

surface waves, which are accordingly less damped by the viscosity than with a smooth nozzle, and so therefore

destabilise more and more of the sheet, leaving only a small part at the top which is stable enough to be used
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Figure 2.8: The edges of the new nozzle (a) are very clean and sharp, whilst that of the worn nozzle (b) are rougher and more

rounded, having been worn away by erosion from the jet.

for experiments.

2.4 The liquid sheets produced by our fan spray nozzle

Once the sheet has been made, we need to know how thick it is. The measurement of the thickness of a liquid

sheet is not a trivial exercise, firstly because it is so thin (the difference between 1 and 5µm is not a distinction

it is possible to make by eye, but matters a great deal when it comes to absorption of XUV and soft X-ray

photons) and secondly because any mechanical measurement of the sheet will disrupt it. People have tried to

measure the flux of fluid as a function of angle from the point of impact (the nozzle head in our case) [60, 64]

by collecting fluid with a razor blade, but while this is useful for other considerations it is a very impractical

and roundabout way of measuring the thickness of the sheet, and cannot give the full thickness profile.

The method (or family of methods) that have proved the most effective for measuring the thickness profile

of thin liquid sheets is interferometry — measuring with light [55, 59, 87, 88]. The insight behind this method

is that the liquid sheet consists of two surfaces separated by a layer of liquid. When light is incident upon a

surface it can either reflect off it or travel through it. The incident light can therefore reflect off of both the

front and back surfaces of the sheet, and then be detected. The two reflected light waves interfere with each

other as the second has travelled the extra distance from the front of the sheet and back again, and therefore

has accumulated some extra phase. From the interference pattern it is therefore possible to work out the extra
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distance travelled, and so the thickness of the sheet. This is the same physics that causes the well known

rainbow pattern on an oil film on top of water.

Figure 2.9: A schematic drawing of the principle of interferometry. α is the incident angle of the light on the surface, β is the

internal angle caused by refraction of the light and h is the thickness of the sheet. The best results for interferometry are obtained

when α is very nearly 0.

2.4.1 Monochromatic interferometry

Monochromatic interferometry is interferometry performed with monochromatic light. As this light is all of one

wavelength the interference pattern produced is easy to see, with bands of colour interspersed with dark bands

across the sheet (see Figure 2.10). The optical path difference between the reflections from the two different

Figure 2.10: A monochromatic interferogram of our jet. Note that the pattern does not include the rims, which show up as red

lines tracing the outside of the sheet due to the sudden discontinuity in thickness.
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surfaces is

Dopt = 2hncosβ (2.31)

where h is the thickness of the sheet, n is the refractive index of the liquid and β is the angle of refraction of

the light. Using Snell’s law of refraction
sinβ
sinα

=
nα
nβ
, (2.32)

where α is the angle of incidence of light onto the sheet and nα and nβ are the refractive indices in air and the

sheet respectively, and taking nα to be 1, we can write this in terms of α as

Dopt = 2h(n2 − sin2α)1/2. (2.33)

The bright fringes are created when Dopt is such that they are in phase. This condition should recur once in

every optical cycle — implying that the difference in optical path difference between one bright fringe and the

next one is λ — the wavelength of the light. This leads to an equation for the change in thickness of the sheet

of

∆h =
λ

2(n2 − sin2α)1/2
. (2.34)

In order to move from the monochromatic interferogram to a measurement of the thickness of the sheet

multiple methods can be used. The more general method, which was the one employed in our paper [73], is to

retrieve the phase profile of the light and unwrap it. (As phase repeats every optical cycle it is not possible to

say a priori what absolute phase relationship one part of the phase profile has with another. Phase unwrapping

algorithms seek to establish this). This then gives a relative thickness profile, which can be anchored to actual

thickness by other measurements.

The phase profile of our interferograms was retrieved and unwrapped using software written by Jason Cole,

details of which can be found in his thesis [104]. The retrieval algorithm is called a continuous wavelet transform

[105], which is a generalisation of a Fourier transform, in that it projects a function f(x) onto a set of known

functions. However, these functions are not necessarily mutually orthogonal. They are instead a group of

functions ψab(x), which are related to a defined ‘mother’ function ψ(x) by

ψab(x) = ψ

(

x− b

a

)

. (2.35)

With an appropriate choice of ψ(x) it is possible to use this to find the frequency at every position b along the

image in a similar way to a Fourier transform, and from this the phase at each point can be retrieved.

The phase unwrapping is then performed using an algorithm by Goldstein et al. [106]. The basis for this is

that in a smooth phase map, the sum of the phase differences around a given set of pixels should be zero —
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i.e. there should be no discontinuities in the phase. This algorithm calculates this sum for each pixel, and then

connects together pixels with positive and negative sums. It then spirals outwards from a pixel that it knows

to be good on a path that avoids all known bad pixels, and then having established a phase map for most of

the image it can slot the discontinuities in sensibly.

Dombrowski, Hasson and Ward [56], and following them Choo and Kang [88] employ a simpler technique,

using knowledge about the expected thickness profile of the sheet. As thickness varies with 1
r according to

Equation 2.7, the variation in thickness between two points along a radial streamline r1 and r2 will be

h1 − h2 = K(θ, φ)
(

1
r1

− 1
r2

)

. (2.36)

If the thickness at a point on the sheet is known, then the thickness at any other point can in principle be

established by counting fringes from that point. In this case the difference in thickness between the two points

can be written as

h1 − h2 = (N2 −N1)
λ

2(n2 − sin2α)1/2
(2.37)

We can combine the two above equations into

1
r2

= − λ(N2 −N1)
2K(θ, φ)(n2 − sin2α)1/2

+
1
r1
. (2.38)

K(θ, φ) can therefore be worked out experimentally from the slope of the line of (N2 −N1) vs 1
r2

, with only the

thickness at one point needed to anchor it to the experiment, as with the more general method above. Both

groups that use this method treat K as a constant for a given value of θ, which is not a reasonable assumption

— the thickness of the sheet will have some variation with the azimuthal angle φ. However this is not a problem

for the method in general, as all that has to change is the recognition that the slope will be dependent on φ.

Both methods ultimately provide the same insight though — they both provide a means of finding a relative

thickness profile for the whole jet, but they need a fixed point for which the thickness is absolutely known to

anchor them in reality and give the actual thickness of the jet. That method is white light interferometry.

2.4.2 White light interferometry

This method of interferometry is more complicated than monochromatic interferometry, as instead of using only

one wavelength, we use a very broad spectrum, encompassing most of the visible range. The idea is that at

any given point, some wavelengths will constructively interfere, and others will destructively interfere, under

the same principle as monochromatic interferometry discussed above. By observing which wavelengths these

are, the absolute thickness of the sheet at that point can be determined. This was used as a complement to the

monochromatic interferometry described above, as it can provide us with absolute reference points to anchor
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the thickness profile given by monochromatic interferometry.

Peaks in the white light spectrum indicate wavelengths of light for which their optical path difference is

equal to a half integer number of wavelengths

Dopt =
2m+ 1

2
λ. (2.39)

Two adjacent peaks will therefore differ in the number of wavelengths of light their optical path difference

corresponds to by one. This implies that

Dopt,1

λ1
− Dopt,2

λ2
= 1. (2.40)

Using Equation 2.33 and solving for h (which has to be the same in both cases) we get an equation for determining

the thickness of the sheet [59]:

h = [
2(n2

1 − sin2 α)
1
2

λ1
− 2(n2

2 − sin2 α)
1
2

λ2
]−1. (2.41)

Therefore all we have to do to to determine the thickness of the sheet at a point is to determine the peak

wavelengths in the white light interference spectrum and enter them into the equation. A white light interference

spectrum is shown in Figure 2.11. As can be seen, not all the pairs of peak wavelengths corresponded to the

same thickness of sheet. This could be for many reasons — the spectrum is noisy, so determining the exact peak

wavelength is hard, some peaks were better resolved than others and there may have been some other optical

distortion effects not taken into account in this analysis. Therefore in order to obtain the thickness value that

fit the data the best the measured positions of all the peaks were input into an optimisation routine, which

then found the thickness value that predicted peaks as close to these measured peaks as possible. The error

on this measurement was taken to be the difference between the highest possible and lowest possible thickness

from any pair of peaks in the spectrum. The measured white light thicknesses with errors are overlaid on the

thickness curve found by monochromatic interferometry in Figure 2.11.

2.4.3 Sheet observations

As can be seen in Figure 2.11, the thickness profile of our sheet obeys the 1
r dependency, and at its thinnest

point is around 1µm thick. However, it is not just the thickness of the sheet that matters. The profile of the

surface can also matter — if the surface is not flat relative to the wavelength of light incident upon it then this

can lead to spatial distortions in the signals generated. Happily, relative thickness profiles across the jet can be

obtained from the monochromatic interferograms in much the same way as the the profile down the center of

the jet was obtained (see Figure 2.12). What we can see from this is that the jet, particularly the lower regions
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Figure 2.11: Figure 7 from Galinis et al. [73]. Panel a) shows the white light interference spectrum at a point halfway down

the jet. The dotted gray lines are the positions of the peaks found by our peakfinding routine, and the solid red lines are the

peaks predicted by the thickness value found by our optimisation. Although the match is not perfect it is fairly good, and gives a

reasonable confidence in the thickness of this point. Panel b) shows the relative thickness slope overlaid on top of the points found

by white light interferometry — the two slopes agree very well, and confirm a 1
r

dependence for the sheet thickness.

of the jet, is optically flat (defined as variations in surface thickness of < λ
20 ) at the wavelengths that we are

likely to be using over a region of 100µm diameter. The thickness of the rims of the sheet is not included on

this, as the large variation in thickness due to the rims leads to the interference pattern not being visible, and

as such we don’t have a good measurement of the thickness of the rims.

The two interferograms shown in Figure 2.12 were taken at two different gas pressures (for more on how

the liquid is pressurized and sent through the nozzle, see Section 4.5.1). The pressures were 2 and 3 bar, which

corresponded to flow rates of 7.2 and 9.1 mL/min. As the pressure increases, the velocity of the fluid through

the nozzle increases, which correspondingly increases the Weber number of the flow in the sheet. This then

counteracts the surface tension, leading to an increase in the size of the sheet produced (consistent with the

predictions in section 2.2.3).

Another feature to note is the ridges on the surface of the sheet, especially on the larger one. These are anti-

symmetrical waves of the type explored in section 2.2.3. As the jet velocity increases, the Reynolds number also

increases along with the Weber number. This means that the viscosity of the fluid is relatively less important,

and so surface waves like this are not damped out as readily, and instead form this standing wave structure on

the surface of the jet. As can be seen by the thickness profile measurements, this standing wave does not affect

the surface profile enough to disrupt the optical flatness.
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Figure 2.12: Figure 6 from Galinis et al. [73]. Two interferograms taken at pressures of 2 bar (7.2 mL/min, panel a) ) and 3 bar

(9.1 mL/min, panel b) ), shown to scale, showing the increase of the size of the jet with increasing velocity (and so Weber number).

Panel c) shows the horizontal thickness profiles taken at the points indicated by yellow lines — note that even when these cross

one of the surface waves the change in thickness is not significant.

2.4.4 Variation of jet dimensions with liquid and nozzle properties

The fan spray nozzle was developed initially using isopropanol as the liquid, due to early experiments that

showed it was much easier to create a large thin sheet in an alcohol than in water (due to the difference in

surface tension of the two liquids, which will be covered below). Having produced this sheet however, there was

a question about whether other liquids (especially water), could be used with this nozzle to make a stable sheet.

Runge and Rosenberg [72] noticed in 1972 that only certain liquids that they ran through their nozzle (which

was roughly a fan spray nozzle - the construction is a little odd, but the general principle should be the same)

would produce a stable sheet. They linked this to viscosity (dynamic rather than kinematic), observing that

below µ = 1 × 10−2 Pa·s, instead of a stable flat sheet, they obtained one that was destabilised by surface

waves. Unlike the surface waves observed in section 2.4.3 above, these waves were non-stationary and caused a

noticeable deterioration in the surface quality of the sheet.

We have noticed a similar liquid dependence in our jet, most especially in the case of water. It was very

difficult to get a stable sheet of water out of our jet, and sheets when they did form tended to be fairly small.

The viscosity of water is fairly low, around 0.89 × 10−3 Pa·s at 20◦C, but isopropanol and ethanol form stable

sheets with our jet, and their viscosities are 2.3 × 10−3 Pa·s and 1.2 × 10−3 Pa·s at 20◦C respectively - certainly

much closer to that of water than that of ethylene glycol, which Runge and Rosenberg required. The more likely

explanation is that Runge and Rosenberg’s nozzle (which was made out of a piece of pipe with holes cut in it)

had some surface roughness that they were unable to remove, which was what was causing the surface waves.

Our nozzle is smooth (and not formed by machining), which means we do not have as much of a problem with
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this effect.

However, what we do have a problem with is surface tension. Water’s surface tension at 20◦C is 72.8 ×

10−3 Nm−1, whilst that of the two alcohols is 22.1×10−3 Nm−1 for ethanol and 23.0×10−3 Nm−1 for isopropanol

— around a quarter of that of water. Thus the Weber number for the sheet will be roughly four times smaller

for water than for the alcohols, requiring more velocity to be imparted to the liquid to beat out the surface

tension to form a sheet. However, at these high velocities the Reynolds number crosses a threshold, and the

viscosity of the liquid is unable to damp out capillary waves in the sheet, causing the rims to become unstable

as in section 2.2.4. This instability is not noticeable by eye, but showed up as a blurring of the monochromatic

interferometry lines in the water jet. The main issue that we have had with it is that the droplets from the rims

made the jet harder to run in vacuum (see Chapter 5).

The other question that occurred to us was ‘how does the nozzle affect the sheet dimensions’? To this end

we obtained some gas dynamic virtual nozzle (GDVN) chips from Micronit (descibed in [55]). These nozzles

consist of three channels, one normal to the bottom of the nozzle, and two at 45◦ (see Figure 2.13). The normal

mode of operation is to run gas through the two outside channels and liquid through the central one, thus

transferring the momentum from the gas to the liquid, decoupling flow rate from liquid velocity in the sheet

and enabling very thin sheets with low flow rates. However it is also possible to run it by flowing liquid through

the two outside channels, creating a more conventional colliding jets setup, which is what we were doing.

Figure 2.13: Figure 1 from Koralek et al. [55]. The channels are engraved onto a borosillicate glass chip by photolithography. In

panel b) the liquid channel is coloured in blue, whilst the gas channels are left clear.

Water was pumped through the chip at varying flow rates, from two to four mL/min, the results of which

are shown in Figure 2.14. As the flow rate increases the cohesion of the jet decreases, but the thickness also

decreases, whilst the size of the sheet increases. At the lowest flow rates several links in the fluid chain below

the first sheet are clearly visible. Then, as the main sheet elongates and thins out the subsequent links do not

form as well, as the fluid has sufficient energy to cause it to break up into droplets at the end of the first sheet.

Then as the flow rate is increased even further the main sheet elongates and thins, until it crosses a threshold
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and breaks apart into several streams.

Figure 2.14: A coarse scan of flow rates through the GDVN in colliding jets mode. As the flow rate increases the jet grows

in size before splitting apart, and thins out (indicated by the bands of colour at 3 and 4 mL/min — this is jet wide white light

interferometry in which only one wavelength interferes constructively, indicating that the jet at this point is of comparable thickness

to one or two wavelengths of visible light. The images have been brightened a bit as the originals were too dark to see the spray

properly.

The sheet produced is much shorter and wider than that produced by the fan spray nozzle, probably because

there is not as much guidance for the liquid, so it can spread out around the collision point to a greater extent.

The other major difference is that the sheet disintegrates at much lower flow rates — with water in the fan

spray nozzle we were able to increase the flow rate up to 7 mL/min before the sheet started showing signs of

instability, whereas with this type of nozzle instability set in at half of that value. This is probably due to

the geometry of the fan spray nozzle ensuring a much more laminar flow, although other instabilities may be

present due to the geometry.

In order to check this the crossover point was examined more closely, shown in Figure 2.15. As the flow rate

increases, more waves are visible on the surface of the sheet and the sheet starts to twitch at the bottom, as it

is destabilised by the kinetic energy of the waves running across its surface. As the flow rate increases further a

small hole opens up at the tip of the sheet, which widens and widens, until the breakup of the sheet is complete.

Interestingly, at 4 mL/min it looks like the rims are continuing on in a straight line without the rest of the sheet

to hold them together. This supports the idea that this is due to increase in the Reynolds number, rather than

the Weber number, because if the velocity was dominating over surface tension then we would expect to see a

uniform transition into spray caused by the Kelvin-Helmholtz waves, whereas if the rims were breaking up due

to surface waves driving the Rayleigh-Plateau instability then we would expect the rims to effectively carry on

straight as streams of droplets.
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Figure 2.15: A finer scan of flow rates. The jet was starting to twitch at 3.5 mL/min, and we can see the tip start to split apart as

the flow rate is increased to 3.7 mL/min.

This breakup condition of the jet looks a little bit like the fishbone structure that Bush and Hasha observed

[64] (see section 2.2.4). As they note there, it is possible to create this kind of instability by driving the sheet

with an acoustic wave (as per the beautiful photo in Van Dyke’s Album of fluid motion, p. 87 [107]). It is

possible that this was what was occurring as these jets were created using a high pressure liquid chromatography

(HPLC) pump with no vibration damping (see section 4.5.1), although then the question arises as to why it

was only above a certain flow rate that it seemed to be affected. In addition similar behaviour was observed

using a gas driven system and a fan spray nozzle, which makes vibrations in the system an unlikely cause.

Jung et al. [101] observed that the fishbone instability occurs when the flow rates in a colliding jet system are

slightly asymmetric, leading to a deformation of the sheet that causes these large oscillations, destabilising the

jet. It is possible that some small asymmetry in the way that we have mounted the chip has caused a differential

in the flow rate, leading to the breakup shown. The surface waves on the sheet are much more prominent than

on the sheets produced by the fan spray nozzle, which is another indication that there may be another factor

involved in the breakup of these sheets compared to what would happen for an ‘ideal’ colliding jets system.

2.5 Comparison of theory with the observed liquid jets

The reason for considering the fluid mechanics of sheet formation in the detail I have done in this chapter

was because I wanted to understand the effect that the properties of the liquid (particularly the viscosity and

surface tension) would have on the sheet created by our nozzle. As mentioned above, we believed that it was

not possible to create a stable sheet of water that was large and thin enough to be useful as a target. It turned

out that the instabilities caused by the easy breakup of the rims were only significant to the experiment in

a secondary sense (droplets freezing, see Chapter 5 for more details) and so no changes to the nozzle were

necessary, but the question remains — how well does the analysis presented above correspond to the properties
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of the sheets produced?

The data presented in this section was obtained from images taken with either a Sumix MX-7 CCD camera

(the fan spray nozzle images) or a Dinolite microscope camera (the GDVN chip images), and the relevant

distances were measured using ImageJ image processing software. The measured lengths in pixels were converted

to mm by comparison with the measured length of an object of known length in the image (a screw head for

the fan spray nozzle and the GDVN chip itself respectively).

2.5.1 Dimensionless number regions

According to Huang [96] there are three regions of sheet formation determined by the Reynolds number of the

jet — from the first formation of a sheet (around 100 or so) to around 500 is a stable sheet region, with no visible

waves on the surface. From 500 to 2000 is the region they identified as a transition region, between a stable

sheet and an unstable one. In this region cardioid waves increase more and more in visibility, and the extent of

the sheet swaps over between the unstable and stable radii identified by Clanet and Villermaux [62, 98]. Above

2000 the Kelvin-Helmholtz instability takes over and the sheet starts to flap violently.

In Bush and Hasha’s [64] parametric study the regions are not so easy to define. They have a different

definition of the Reynolds and Weber numbers, depending on the total flux in the sheet, and using the radius

of the colliding jets rather than the diameter. From their numbers the transition between stable and unstable

sheets occurs at a Weber number of around 5000–6000, and the fishbones occur in a region of around 500-4000

Weber numbers and 300–1200 Reynolds numbers.

2.5.2 Determining the dimensionless numbers of the jet

The normal definition of the characteristic length for a flow through a circular pipe is the diameter of the pipe.

In order to generate comparable measures for non-circular pipes a concept called the hydraulic diameter is used.

This is equal to four times the area of the pipe, divided by the total wetted perimiter, that is the total amount

of the pipes surface that the liquid is in contact with. For a rectangular pipe this is

dh =
2ab
a+ b

, (2.42)

where a and b are the long and short sides of the rectangle respectively. In the case (such as with the final

section of the nozzle) that the rectangle is open at both ends, so that it is just two surfaces then the wetted

perimeter changes to become just twice the long section, i.e.

dh =
4ab
2b

= 2a (2.43)

.
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Occasionally, when the pipe is sufficiently short the correct characteristic length to use is the length of the

pipe, rather than its diameter. In this case the length of the section is actually very close to both hydraulic

diameters (50µm long vs 54µm and 60µm for the first and second hydraulic diameters respectively). For the

purposes of comparison with the existing literature (all of which use the diameter or radius of the colliding jets

or fan spray nozzle as the characteristic length) I will use the hydraulic diameter without sides, as that is the

best representation of the actual nozzle.

In Figure 2.15 we can see a stable water sheet form, and then split apart as the flow rate is increased. As

explained above the geometry is colliding jets, so the characteristic length is the diameter of the jets, which

is 50µm. The Weber number range for this was from around 500 to around 800, so we are in the start of

the transition regime identified by Huang, where cardioid waves start to appear. The Reynolds number range

is between 1300 and 1700, with the split of the leaf coming at around 1500. This is a little lower than the

2000 Huang predicted for an unstable sheet, but it is not too far off — especially if there is another source of

oscillations as speculated above. It certainly is not due to the velocity outweighing the surface tension, as the

Weber numbers are fairly small. As a comparison, the Weber and Reynolds numbers for water flowing through

the fan spray nozzle at 7 ml/min are 170 and 864 respectively. The comparatively higher velocities required

to obtain similar flow rates with the GDVN chip are what cause the higher numbers, and this seems like a

reasonable explanation for the earlier breakup of the jet.

2.5.3 Simple theory prediction of jet dimensions

Equation 2.7 suggests that the thickness of the jet as it spreads out radially is proportional to 1
r , with the

constant of proportionality K depending on the initial conditions of the colliding jets and the angle in which the

liquid is spreading. However, this clearly doesn’t tell the whole story, because the jets we observe are finite in

extent, and bounded by thick rims. There must therefore be another factor that determines the spatial extent

of the jet.

Taylor has provided a first-order solution to this problem, by noting that when two jets collide, the movement

of the flux out from the collision point follows Equation 2.27. Solutions to this equation cannot exist outside

the radius

R =
ρ u2 K(θ, φ)

2σ
, (2.44)

(where K(θ, φ) has been used in place of Q to account for an angle dependence of the flux), because sin2(Φ)

cannot exceed one, so therefore the maximum radius will be equal to one divided by the constants of propor-

tionality. I have presented three approximations to K(θ, φ), and Figure 2.16 shows the results of using Equation

2.44 to predict the length of the jet and Equation 2.7 to predict the jet thickness along it’s major axis, compared

to measured data from the images taken of our jets running.
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Figure 2.16: Comparison of cardioid waves analysis to measured data. Panels a–c show predicted length against the Weber number

of the jet at generation in a) a water jet made by out fan spray nozzle, b) an ethanol jet made by our fan spray nozzle and c) a

water jet made by the GDVN chip in colliding jets mode. Panel d) shows the comparison of the thickness predicted to the measured

thickness data published in [73].

Unfortunately, not only do the predictions not agree with the measured data, they don’t even agree with

themselves well. This is not especially surprising, as the geometry of both of these nozzles heavily obstructs

flux in the opposite direction to the desired orientation of the leaf which will have an effect on its shape not

accounted for here. For instance, the fan spray nozzle obstructs flow everywhere outside its desired area, which

leads to a much longer and thinner leaf to the GDVN in colliding jets mode which only obstructs flow in the

area above the collision point, leading to a shorter and wider leaf.

A similar case exists for the thickness data, with all of the models underestimating the thickness of the jet,

presumably because they are accounting for flux moving in directions that is is obstructed from moving in in

the actual measured data. These K values are approximations in any case, but in the case of a fan spray nozzle

they appear to be really inaccurate when used on their own. A more sophisticated analysis is needed to account

for the observed dimensions of the jet.

2.5.4 Differential equations prediction of jet dimensions

Fortunately, such an analysis is accesible, in the form of the coupled differential equations presented in Equation

2.24. I solved these equations using the fourth order Runge-Kutta method both with and without the correction
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terms proposed by Bush and Hasha for all three K models, and the results are presented in Figure 2.17. The

Figure 2.17: Predicted shapes of the jet with (solid line) and without (dashed line) the correction terms proposed by Bush and

Hasha. The initial rim thickness was determined by measuring using ImageJ and converting pixels to mm in the same way as

presented in Figure 2.16, although the resolution of the images was such that the rims were 2 and 3 pixels for ethanol and water

respectively, which leads to a greater uncertainty in the results. The x- and y-axes are in pixels — due to experimental considerations

we were unable to take higher resolution pictures of these jets.

differential equations with the correction terms added give a fair reconstruction of the shape of the jet. The

predicted length is mostly accurate, but the predicted width is consistently too wide. Without the correction

terms the prediction is hopelessly inaccurate, but one might suggest that the situation where surface tension is

important is exactly the situation where the rims pull back together to form a stable sheet, and so this should

not be a surprise.

Unfortunately it appears that the liquid flat jet system is a complex system, and that one can only get

so far with simple models before one needs either experimental data (in the form of a measured K or initial

conditions for the differential equations in Equation 2.24) or a full Navier-Stokes simulation of the system.

One halfway approach could be that taken in Ha et al. [92], where the initial conditions of the jet leaving the

nozzle are computed using full Navier-Stokes, and then the propagation from then on is done using a much less

computationally expensive method.

2.6 Conclusion

We have developed a nozzle that is capable of producing micrometer thick sheets of liquid in several common

solvents, and I have established a simple theoretical framework to attempt to predict how the parameters of the
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nozzle will effect the sheet. This gives us control of the liquid sheet, an important element of our experiments.

We now turn to the other important experimental piece — the laser. In the next chapter I will explain

the theoretical concepts used to understand the interaction of light with matter, which includes high harmonic

generation and X-ray absorption spectroscopy, and then in the following chapter I will describe the laser system

used and how we integrated this liquid sheet into it.



Chapter 3

Ultrafast optics and strong field optical

response

3.1 Introduction

In this chapter we will cover the relevant optical concepts used in the rest of this thesis. In order to generate

coherent X-ray radiation from a liquid sheet, or to track photodissociation in real time, it is necessary to use

very specialised laser pulses, and therefore an understanding of optical theory is necessary to give a complete

picture of what is happening over the course of these experiments.

We will first cover the linear optics required to describe a laser pulse with a phase and a polarisation before

turning to nonlinear optics in general, including low order harmonic generation, optical parametric amplification

and the intensity dependent refractive index. We will then cover high harmonic generation in more detail, and

look at different descriptions of the mechanism of generation dependent on the medium in which the generation

is happening. Finally we will cover X-ray absorption spectroscopy, and in particular how it can be applied to

the field of femtochemistry to provide information rich, high time resolution measurements of systems of great

chemical interest in their natural environment.

3.2 Description of a laser pulse

For the following it will be useful to have a mathematical description of a laser pulse, which will allow easy

reference to the various pulse features in order to explain relevant optical phenomena. An electromagentic wave,

such as light, consists of an electric and a magnetic field oscillating at mutually perpendicular angles, and both

perpendicular to the direction of propagation. In the cases we are considering, the effect of the magnetic field is

very much weaker than that of the electric field, so it is common to describe light as just an oscillating electric

61
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field propagating along z, the propagation axis:

E(t, z) = A(t, z) cos(ωt), (3.1)

where E(t, z) is the time dependent oscillating electric field, A(t, z) is the time and space dependent amplitude

of the field and ω is the characteristic frequency of the oscillation. For simplicity we can split the amplitude

variation A(t, z) into a slowly varying envelope function Ã(t, z) and a plane wave function e−ikz [108], giving:

E(t, z) = Ã(t, z)e−ikz cos(ωt), (3.2)

where k is known as the angular wavenumber, and is equal to ωn(ω)
c , where n is the refractive index at frequency

ω and c is the speed of light in a vacuum. For convenience the cosine term is often split into exponentials,

giving rise to what is known as the analytic form [108, 109]

E(t, z) = Ã(t, z)ei(ωt−kz) (3.3)

where

E =
1
2

(E(t, z) + E∗(t, z)). (3.4)

We will now use this description of a pulse to cover two linear optical topics that are important to this thesis

— phase and polarisation

3.2.1 Phase

The phase of a wave is the (ωt− kz) part of the above expression indicating the position along the optical cycle

the wave is at the present moment, and is often denoted φ. In the complex representation above we can use

Euler’s formula and similar relations,

eiπ = e−iπ = −1, ei2π = 1, e± π
2 = ±i, (3.5)

and see that this can be represented graphically on a diagram with the x-axis as the real numbers, the y-axis as

the imaginary numbers and the phase as an angle (see Figure 3.1). As the phase increases from 0 to 2π the real

part of the wave goes from +A down to −A and back again, like the cos function. The phase can be split into

the spatial component kz and a temporal component ωt. The spatial phase controls the distribution in space

of the pulse and the temporal phase controls the phase of the oscillations in time. The temporal phase becomes

important for the generation of high order harmonics, as only certain parts of the optical cycle can produce

them, but otherwise is fixed for a given frequency and so most of what follows is focused on the spatial phase.
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Figure 3.1: An Argand diagram. The y-axis scale is the imaginary numbers, whilst the x-axis scale is the real numbers. A complex

number z = x + iy can be represented on this diagram in terms of a magnitude r and an angle (or phase) φ as z = reiφ. To get

back to the real part of the number we can take a projection onto the real axis of this complex vector, by adding the vector to it’s

complex conjugate and dividing by two (as in Equation 3.4)

This is important for many nonlinear phenomena as they rely on keeping the spatial phases of various beams as

closely matched as possible to enable energy transfer from one to the other, a process know as phasematching

(see Section 3.3.2 below).

3.2.1.1 Carrier envelope phase

When the envelope of the pulse is at a peak we can define the phase of the pulse at that point as the carrier

envelope phase offset, known as the carrier envelope phase or CEP [109] (see Figure 3.2). This phase is normally

not particularly important, as in a pulse longer than a few cycles of the field the peak is sufficiently flat that

it is immaterial what the phase at the exact peak is. However, in pulses consisting of only one or two optical

cycles it can become critically important as processes that only happen over a threshold intensity will only be

able to occur for certain regions of the optical cycle, leading to measurably different results depending on which

parts of the pulse pass the threshold, which is controlled by the CEP [110].

We can include the CEP in our analytical expression of the electric field fairly easily, by just including a

constant phase term. Defining φ0 = 0 as the phase where the electrical field peaks at the same time as the
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Figure 3.2: A demonstration of the carrier envelope phase, by HartmutG reproduced under the creative commons licence v.3.1. As

the CEP (φ0) varies between 0 and π the peak of the cycles of the electric field moves further away from the peak of the overall

pulse envelope, which is the blue dashed line.

envelope, we can write the expression as

E(t, z) = Ã(t, z)ei(ωt−kz+φ0), (3.6)

which will reproduce the behaviour shown in Figure 3.2 for the corresponding values of φ0.

3.2.1.2 Phase velocity and group velocity

As a pulse propagates, the fast oscillations of the electric field can effectively move at a different velocity to the

pulse envelope, causing the CEP of the pulse to shift as it propagates. The velocity of the field oscillations is

called the phase velocity

νphase =
ω

k
=

c

n(ω)
, (3.7)

and the velocity of the envelope is called the group velocity [108]

νgroup =
dω

dk
. (3.8)

As the phase velocity is dependent on the refractive index, and the refractive index is frequency dependent, as

the pulse propagates along z the different frequencies propagate at different velocities, leading to a smearing out

of the pulse in time. This process is referred to as chromatic dispersion, and the smeared out pulse is referred

to as chirped, as when this process happens to a sound wave it can sound like a bird chirping. The analagous

process for the group velocity also occurs, but as the group velocity is the derivative of the phase velocity it is

somewhat harder to visualise.

The chromatic dispersion experienced by a pulse can be expressed by taking a Taylor expansion of k(ω)

around the central wavelength of the pulse ω0 [111]:

k(ω) = k0 +
dk

dω
(ω − ω0) +

1
2
d2k

dω2
(ω − ω0)2 +

1
6
d3k

dω3
(ω − ω0)3 + . . . . (3.9)
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The zeroth order term describes a common phase shift for all the frequencies. The first order term describes

an overall time delay that does not lead to any change in the pulse shape. The second order term contains the

group velocity dispersion, and is the term that is usually the most important one in controlling the chromatic

dispersion of a pulse. By multiplying this term by the length of material that the pulse propagates through

one can obtain the group delay dispersion (GDD), which can be used to estimate with good accuracy how the

pulse will stretch in time upon traveling through the material. The third order term contains the third order

dispersion. This term only really becomes important for very short pulses (30 fs or below [111]), but if we want

to use pulses this short then we will need to provide compensation for this source of chromatic dispersion as

well.

3.2.2 Polarisation

So far we have only considered an electric field oscillating along one axis. This case is called linear polarisation.

However, this does not have to be the case. It is very possible to have an electric field that rotates on the

xy-plane as it propagates along the z-axis, or some other more complicated scheme. To understand this within

the mathematical picture we have, consider two light waves propagating along the z-axis with their electric

fields along the x and y axes respectively, and a phase difference of ε [112]:

~Ex(t, z) = îÃxei(ωt−kz),

~Ey(t, z) = ĵÃyei(ωt−kz+ε).

(3.10)

Where î and ĵ are the unit vectors along the x- and y-axes respectively. According to the principle of superpo-

sition the resultant wave from the overlap of these two waves is the vector sum of the two [112]:

~E(t, z) = ~Ex(t, z) + ~Ey(t, z) (3.11)

i.e.

~E(t, z) = (̂iÃx + ĵÃyeiε)ei(ωt−kz). (3.12)

The polarisation of the resultant electric field depends on the value of ε. If ε is 0 or a multiple of π then the

phase multiplying the y-component is entirely real, and the electric field is linearly polarised, at an angle θ to

the x-axis given by trigonometry as

tan(θ) =
Ãy

Ãx
=
Ã sin(θ)

Ã cos(θ)
. (3.13)

If ε is a multiple of π
2 then the phase multiplying the y-component is entirely imaginary (±i). To understand

what this means we can use Equation 3.4 to turn the analytic form into the real electric field. Gathering terms
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along the x- and y-axes and converting from exponential into sine and cosine form gives

E = îÃx cos(ωt− kz) − ĵÃy sin(ωt− kz). (3.14)

In other words the polarisation is time dependent, and rotates in the xy-plane as the field propagates in time

and space. In the case where Ãx = Ãy this is circular polarisation as the peak of the field traces a circle,

otherwise it is some form of elliptical polarisation. When ε is not equal to one of the two cases above then the

added phase is complex, and a linear combination of the two results, which is an elliptical polarisation (the

electric field traces out an ellipse in the xy-plane).

3.2.2.1 Waveplates and polarisers

Waveplates and polarisers are optics that manipulate the polarization of the light waves that pass through them.

A waveplate is a plate made up of one or more birefringent crystals. It has two axes, perpendicular to each

other and also to the intended laser propagation direction. Light travels along one of these axes (the fast axis)

faster than along the other one (the slow axis), which means that the components of the light pulse oriented

along these axes emerge from the plate with a different phase with respect to each other than they had at the

beginning [113]. Assuming them to have been in phase at the beginning, we can treat the phase added as ε

above. Two types of waveplate are used in this thesis, a half waveplate and a quarter waveplate.

The half waveplate retards the slow axis by an integer multiple of λ
2 , thus introducing a phase shift of eiπ.

This leads to a final wave of the form

~E(t, z) = (f̂ Ã cos(θ) − ŝÃ sin(θ))ei(ωt−kz), (3.15)

where f̂ and ŝ stand for the components along the fast and slow axes, and the beam is at an angle θ to the

fast axis. This corresponds to linearly polarised light with the amplitude along the slow axis negated. Using

Equation 3.13 and the fact that − tan(θ) = tan(−θ) we can see that the effect of the half waveplate is to rotate

the linear polarisation of light from an angle of θ to the fast axis to an angle of −θ.

The quarter waveplate retards the slow axis by an integer multiple of λ
4 , which corresponds to a phase shift

of ei
π
2 . This leads to a final wave of the form

~E(t, z) = (f̂ Ã cos(θ) + iŝÃ sin(θ))ei(ωt−kz). (3.16)

If θ = 45◦, Ã cos(θ) = Ã sin(θ) and this corresponds to circularly polarised light. If not then the electric field

instead traces an ellipse, who’s degree of ellipticity depends on θ and thus the relative sizes of the amplitudes

along the axes. Thus if linearly polarised light is transmitted through the quarter waveplate it is made more
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and more elliptical as the angle to the fast axis increases towards 45◦ at which point it is circular.

A polariser is a device that only lets through light that is polarised along one axis. There are several methods

of achieving this, which don’t concern us here. The important thing is to consider what happens to linearly

polarised light when it passes through a polariser that only admits light that is polarised along the x-axis. Our

initial wave again has the form

~E(t, z) = (̂iÃ cos(θ) + ĵÃ sin(θ))ei(ωt−kz), (3.17)

where the overall amplitude of the wave is Ã, and the polarisation of the light is at an angle of θ to the x-axis.

We then lose the component of the electric field that is along the y-axis (in reality no polariser is perfectly

efficient, but this doesn’t affect the point here). We are then left with a wave of the form

~E(t, z) = îÃ cos(θ)ei(ωt−kz), (3.18)

i.e. the electric field that passes through has an amplitude of Ã cos(θ). We can square this to get the intensity,

which gives Malus’ law

I(θ) ∝ I0 cos2(θ). (3.19)

Therefore we can use a polariser to control the intensity of the light that passes through itself by rotating the

linear polarisation of this light.

3.3 Nonlinear Optics

Naturally occurring interactions of light and matter are in general linear (the response produced is proportional

to the strength of the input). It is only when strong enough perturbations are introduced that the response

becomes nonlinear (being proportional to the input raised to some power other than one, or a combination of

such power terms) [108]. As these pertubations require strong electric fields or very intense beams of light optics

proceeded for a long time without awareness of these phenomena. The Kerr and Pockels effects (discovered in

1875 [114] and 1894 [115] respectively) notwithstanding, nonlinear optics became generally important with the

invention of the laser in 1960 [116], with the first nonlinear optics experiment using a laser published one year

later, in 1961 [117].

In linear optics the reaction of a given medium to the electric field of a light wave is assumed to be [108]:

P = ǫ0χ
(1)E , (3.20)

where P is the polarisation of the medium (dipole moment per meter squared), ǫ0 is the permittivity of free
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space (a constant), E is the electric field of the light as discussed above and χ(1) is the linear susceptibility of

the medium, a measure of how much the system responds to a given light field. However, when the amplitude

of the electric field is sufficiently large or there is an external field present then a deviation from linearity can

be observed. In most cases this can be understood in terms of small perturbations to the linear polarisation of

the medium, represented by [108]:

P = ǫ0(χ(1)E + χ(2)E2 + χ(3)E3 + . . .), (3.21)

where χ(i) is the nonlinear susceptibility associated with the E i term, and the series can continue on to in-

finity, although usually only the first three terms are needed as further nonlinear susceptibility terms become

vanishingly small.

There is a point to note here about the symmetry of this equation. In Figure 3.3 it can be seen that the

second order terms distort the linear polarisation in one direction on both ends of the scale, but the third

order terms distort in opposite directions. This means that the second order term produces a different effect

depending on the sign of the electric field (positive is an increase, negative is a decrease in amplitude). This is

only possible in a material which has some difference which would make it possible to tell whether the field was

positive or negative — in other words the material cannot possess inversion symmetry. Most of the materials

for which this is true are highly ordered crystals, which will be covered in section 3.3.3 below. Another way

of thinking about this, from [108], is to imagine the perturbation of the material due to an nth order process,

P = ǫ0χ
(n)En. Under inversion symmetry when E changes sign P must as well. But when n is even it does not,

so under inversion symmetry these terms must be 0. The point to keep in mind is that this means that second

order (and fourth, sixth, etc.) processes can only take place if there is some means of breaking the inversion

symmetry of the system present.

According to Equation 3.4 we can write the electric field as the sum of plane waves like so

E =
1
2

∑

n

Ãnei(ωnt−knz) + c.c.. (3.22)

By analogy we can write the polarisation due to this wave as a sum of plane waves as well

P =
1
2

∑

n

P̃nei(ωnt−knz) + c.c.. (3.23)

According to Equation 3.21 above we can split the polarisation into linear contributions and nonlinear contri-

butions

P = PL + PNL, (3.24)
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Figure 3.3: A diagram plotting the polarization of the medium against the electric field strength. The three lines are just the linear

response, the linear response plus the quadratic response and the linear response plus the cubic response. Note that the cubic

response has inversion symmetry through the origin, whereas the quadratic response does not.

with which we can write the wave equation for the electric wave travelling in the z direction as [108]

−∂2E
∂z2

+
1
c2

∂2E

∂t2
= −µ0

∂2(PL + PNL)
∂t2

. (3.25)

We can then use the fact that the linear polarisation envelope is related to the electric field by P̃Ln = ǫ0χ
(1)Ãn,

considering only the analytic form of the field and using the slowly varying envelope approximation to remove

the ∂2Ãn

∂z2 term from the expansion of ∂
2E
∂z2 term to get an expression for the relation of the envelope of the electric

field of frequency ωn to that of the nonlinear polarisation at frequency ωn

2ikn
∂Ãn
∂z

+ (k2
n − ω2

n

c2
(1 − χ(1)))Ãn =

ω2
n

c2ǫ0
P̃NLn , (3.26)

where c2 = 1
µ0ǫ0

has been used.This can be simplified by setting kn = ωn

c

√

1 + χ(1) = ωnnn

c (as
√

1 + χ(1) = nn,

the refractive index at frequency ωn), so that the middle terms cancel, leaving us with

∂Ãn
∂z

= −i ω2
n

2c2n2ǫ0
P̃NLn . (3.27)

Using this equation, we can thus describe the change of the field at ωn by finding the components of the

polarisation at this frquency.
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3.3.1 Second order nonlinear optics

To show how this can work the second order polarisation term due to a monochromatic field may be found by

substituting the equation

E =
1
2

(A(t, z)eiωt + c.c.) (3.28)

into the term in χ(2) in Equation 3.21:

P (2) = ǫ0χ
(2)E2 =

1
2
ǫ0χ

(2)A(t, z)A∗(t, z) +
1
4
ǫ0χ

(2)(A2(t, z)e2iωt + c.c). (3.29)

This equation describes the generation of a DC (non-oscillating) electric field — a process known as optical

rectification — and the generation of a second wavelength of light of frequency 2ω (the second harmonic). In

fact nonlinear processes are required to convert one frequency of light to another, and it is in this capacity that

they are mostly used in our lab. This treatment of second order nonlinear effects can be generalised to reflect

this and include the effects of multiple different wavelengths mixing in a nonlinear medium. For this we will

use not two but three electric fields with frequencies related by ω1 +ω2 = ω3, for reasons that will become clear

soon. We start with the field

E =
1
2

(A1(t, z)eiω1t +A2(t, z)eiω2t +A3(t, z)eiω3t + c.c.), (3.30)

and place this into the second order polarisation term as in Equation 3.29 above. Among the many terms

that arise from doing this we can identify those related by the frequency relation above, and disregard the rest

as not being anywhere close to phasematching [108] (see Section 3.3.2 below). This gives us three nonlinear

polarisations, one corresponding to each frequency

P
(2)
1 =

1
2
ǫ0χ

(2)(A3(t, z)A∗
2(t, z)eiω1t + c.c)

P
(2)
2 =

1
2
ǫ0χ

(2)(A3(t, z)A∗
1(t, z)eiω2t) + c.c)

P
(2)
3 =

1
2
ǫ0χ

(2)(A1(t, z)A2(t, z)eiω3t + c.c).

(3.31)

We can then separate out the spatial component of these equations into the envelope and the plane wave

component and substitute them into Equation 3.27

∂Ã1

∂z
= −i ω1

n

4c2n1
χ(2)(Ã3(t, z)Ã∗

2(t, z)e−i∆kz)

∂Ã2

∂z
= −i ω2

n

4c2n2
χ(2)(Ã3(t, z)Ã∗

1(t, z)e−i∆kz)

∂Ã3

∂z
= −i ω3

n

4c2n3
χ(2)(Ã1(t, z)Ã2(t, z)ei∆kz),

(3.32)
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where ∆kz = k3−k2−k1, the phase mismatch parameter. This leads us into a discussion of phasematching. Why

does second harmonic generation not occur whenever the intensity is high enough? Even in non-centrosymmetric

crystals this does not automatically happen. The answer depends on this phase mismatch parameter.

3.3.2 Phasematching

As it sounds, the phase mismatch parameter is effectively a measure of how well matched the spatial phases of

the different harmonics are. In order to illustrate this, let us consider the case of second harmonic generation.

In terms of the three frequencies mentioned above, in this case

ω1 = ω2 = ωf,

ω3 = 2ωf = ωh.

(3.33)

The coupled wave equations above thus read

∂Ãf

∂z
= −i ωf

2cnf
χ(2)(Ãh(t, z)Ã∗

f (t, z)e−i∆kz

∂Ãh

∂z
= −i ωh

4cnh
χ(2)Ãf

2
(t, z)ei∆kz.

(3.34)

The asymmetry in the prefactors comes in this case from the fact that both ω1 and ω2 are included. We can

assume for now that the fundamental beam will not be depleted by the second harmonic beam, which allows

us to ignore the first of these equations (as we are assuming the amplitude of the fundamental does not change

with z) and treat Ãf
2
(t, z) as a constant term for the same reason. The solution of the remaining equation then

becomes

Ãh = −i ω3
n

4c2nh
χ(2)Ãf

2 ei∆kz − 1
i∆k

= −i ω3
n

4c2nh
χ(2)Ãf

2
2ei∆kz/2 sin(∆kz/2)

∆k
. (3.35)

We can use the relation

In(z) =
1
2
cε0nn|Ãn(z)|2 (3.36)

to write the generated harmonic intensity as

Ih(z) =
(ωhχ

(2))2

2c3ε0nhn2
f

I2
f

sin(∆kz/2)
∆k

. (3.37)

From this solution we can see that the intensity of the generated second harmonic rises and falls periodically

with z. We can define a characteristic length called the coherence length,

Lcoh =
π

∆k
, (3.38)
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which is the distance that the polarisation can propagate before the harmonic intensity peaks, and energy starts

to be transferred back to the fundamental beam. The key to efficient harmonic generation then is reducing ∆k

as much as possible, so that the harmonic intensity is always increasing with z until it leaves the generation

medium. Later we will see that calculating ∆k can get fairly involved, as multiple frequencies and the tensor

response of the medium complicate it further and that the phasematching condition can also be affected by

changes in the medium, which change n, and geometric effects due to the shape of the light beam.

Figure 3.4: A diagram illustrating some of the harmonic generation processes covered in this section. The processes are second

harmonic generation (SHG), third harmonic generation (THG), sum frequency generation (SFG) and difference frequency generation

(DFG). All of these processes can be viewed as the simultaneous excitation of the medium to a virtual state (represented by the

dashed lines) by various photons, followed by de-excitation and the release of a photon of frequency equal to the sum of the

absorbed photons, with sum frequency generation as a general case and the nonlinear order of the process equivalent to the number

of photons absorbed. The only process that deviates from this is DFG, in which one photon is absorbed and two are generated,

with frequencies that sum to the absorbed photon’s frequency.

3.3.3 Low order harmonic generation

The first type of nonlinear process I want to consider here is low order harmonic generation (LHG), named as

such in contrast to high order harmonic generation (HHG), which is very important and is covered in Section

3.4. For the purposes of the discussion here, I define LHG as harmonic generation which is accomplished by

the process laid out above, a small nonlinear perturbation to the linear response of the medium. Although

qth harmonic generation is a qth order process and therefore depends not on E2 but on Eq, the process always
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consists of q photons of frequency ω adding together to form a photon of frequency qω and so a generalised

phase mismatch parameter for qth harmonic generation can be given as

∆k = qkω − kqω =
qω

c
(nω − nqω). (3.39)

As with second harmonic generation above, the phase mismatch depends on the difference in the refractive index

of the medium between the fundamental and the qth harmonic. This makes sense intuitively, as the refractive

index is an indicator of how fast light of a given wavelength travels through a medium, and if the disturbance

generating the qth harmonic travels at a significantly different speed to the harmonic itself then it will quickly

find itself out of phase. The phase mismatch is usually sufficiently large that the coherence length is of the

order of tens of nanometers.

The solution to this problem is to change the refractive indices such that they are more closely aligned. The

most common way to do this is to use a birefringent crystal. A light wave travelling through a transparent

material propagates by driving the bound electrons in the substance. These electrons are excited, but then

failing to reach any new energy level (in this case they stay in the excited level, and we speak of the photon

being absorbed) they fall back to the ground state and reradiate the light. This scattering effectively slows

down the light by some amount, which is the physical meaning of the refractive index (n = c
ν , where ν is the

phase speed of light within the medium). In the case where the electron is more strongly bound in one direction

than the others then light polarised in this direction will propagate at a different speed to light polarised along

any other direction, thus this axis will exhibit a different refractive index to the others. A material with this

property in known as a birefringent material, and the two axes are known as the extraordinary axis, for the

changed refractive index, and the ordinary axis for everything else.

In order to use this for phasematching we need the refractive index of one of the waves along the e-axis to

equal the refractive index along the o-axis of the other wave. This can be achieved by orienting the crystal

relative to the incoming wave such that the combination of components oriented along both axes make the

refractive indices match. For instance, if there is only one extraordinary axis, at an angle of θ to it the refractive

index can be calculated as

n =
1

√

cos2(θ)
n2

o
+ sin2(θ)

n2
e

. (3.40)

If (as is often the case) all three axes have different refractive indices then this can get even more complicated.

However, the point is that one can match the refractive index of the generated wave to the generating wave by

rotating the crystal correctly. A birefringent crystal also usually has the benefit of being non-centrosymmetric,

allowing the generation of even as well as odd harmonics.
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3.3.4 Optical parametric amplification

Returning to second order processes only for the moment, the coupled wave equations presented in Equation

3.32 do not of course have to be solved only for second harmonic generation. They describe more generally the

process

~ω3 ⇌ ~ω1 + ~ω2. (3.41)

The reversible symbol has been used to indicate that this process can run either way — a photon of frequency

ω3 can be split into two photons of frequencies ω1 and ω2 (difference frequency generation, DFG), or equally a

photon of frequncy ω1 and one of frequency ω2 can combine into one of frequency ω3 (sum frequency genera-

tion, SFG). This principle lies behind the technique of optical parametric amplification and optical parametric

amplifiers (both abbreviated to OPA). In this the pump beam is split into two photons of lower frequency. In

order for this process to take place one of the other photons needs to be present, if only in a small quantity, and

then the remaining photons are generated by DFG. In order to have a photon of the correct wavelength present

a little of the pump is used to generate what is called a seed beam by generating a white light continuum. In

this continuum many different wavelengths of light are present, which gives the OPA great tuneability, as it can

use any of them for DFG, but also makes it very sensitive to alignment, as it is necessary to phase match very

precisely to phase match the generation of the wavelengths desired.

The two frequencies produced by the OPA are known as the signal and idler. The signal beam is the one

that is seeded by the white light continuum, and the idler is the beam that is not initially present. As the

white light continuum extends outwards from the pump pulse, the signal beam is almost always produced with

a higher frequency than the idler beam. The idler beam also has the property that it is (or at least can be, if

the generation is performed correctly) passively CEP locked — i.e. it is not affected by the jitter of the CEP in

the pump beam, but always has a fixed CEP.

The fact that the idler could be made passively CEP stable was proposed by Baltuska et al. in 2002 [118].

The argument runs as follows. The electric field of pulse i in the pulse train of the laser can be defined as

Ei(t) = E0(t)eiψi (3.42)

where E0(t) is the electric field of a pulse with a CEP of 0, and ψi is the phase offset of the CEP. The phase

offset of the frequencies generated in the white light continuum is [118]

ψω4 =
π

2
+ ψω1 + ψω2 − ψω3. (3.43)

(This extra frequency is a product of self phase modulation, a third order process, hence it is viewed as four

wave mixing. See section 3.3.5 below). The phase offset of the signal beam then is π
2 ahead of the pump beam,
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but otherwise mirrors its CEP offset. The phase offset of the signal and idler beams can then be written

ψS = ψP +
π

2

ψI = −π

2
+ ψP − ψS

ψI = −π,

(3.44)

where P denotes the pump beam, S the signal beam and I the idler beam. This shows that the idler always ends

up with the same CEP despite shot to shot fluctuations in the pump pulse, as the fluctuations in the pump are

reproduced exactly in the signal beam, and end up cancelling each other in the production of the idler.

3.3.5 Intensity dependent refractive index

Another process that is important for the generation and manipulation of laser pulses is the phenomenon of

intensity dependent refractive index (IDRI, often denoted by n2). A third order effect, this phenomenon lies

behind a large number of nonlinear processes, from self-focusing and Kerr-lens modelocking, to white light

continuum generation as we saw above in the OPA. As a third order process the polarisation of the medium

is dependent on E3, and as such the mathematics is very involved, and only the results will be presented here.

In general, a third order process can be viewed as the combination of three frequencies into a fourth, just as

second order processes combined two frequencies into a third

~ω4 ⇌ ~ω3 + ~ω2 + ~ω1. (3.45)

In the case of IDRI, one of these frequencies is the negative of the other two (a case known as degenerate four

wave mixing), giving

~ω = ~ω − ~ω + ~ω. (3.46)

As this process only involves one frequency it is automatically phase matched, and will always happen when

the intensity is high enough. The polarisation amplitude of this process can be written in the case of linearly

polarised light [108]

Px(ω) =
3
4
ǫ0χ

IDRI |Ax(ω)|2 Ax(ω) (3.47)

where |Ax(ω)|2 indicates the amplitude multiplied by its complex conjugate and χIDRI is the nonlinear suscep-

tibility associated with this process. As the refractive index is defined as

n =
√

1 + χ(ω) (3.48)
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where χ(ω) is the nonlinear susceptibility of the terms in the polarisation with a linear dependence on the electric

field, this then manifests itself as a refractive index term dependent on the square of the electric field, that is

the intensity. Treating χ(ω) as much less than one, we can then write

n = n0 +
(

3χIDRI

4n2
0cǫ0

)

I = n0 + n2I (3.49)

as a definition of the new intensity dependent refractive index.

3.3.5.1 Self focusing

In a beam the intensity will vary in space — typically it will be higher in the center than at the edges. Thus the

effect of IDRI will be higher in the center than at the edges, and as n2 is positive for most materials [108] this

leads to a slowing down of the light in the center, causing a spatially dependent phase in the wavefront of the

beam which leads to a narrowing of the profile. At lower intensities this process is small, and is outweighed by

the diffraction due to the medium which causes the wavefront to spread out. However at higher intensities the

term becomes bigger and outweighs diffraction, leading to the beam focusing in the medium, which can cause

catastrophic damage if it is allowed to go too far.

However, as long as it is accounted for, self focusing can be of great benefit. In the process of Kerr-lens

modelocking of an oscillator the gain medium is pumped such that the center of the beam is able to extract more

energy from it, thus increasing the intensity in the center of the beam, increasing n2 and leading to self focusing.

The beam will also narrow in time due to a similar process (self phase modulation, see below), creating a very

small, short pulse travelling in the oscillator cavity (see Figure 3.5). This narrowing is only limited in principle

by the maximum bandwidth of the gain medium and the dispersion of the cavity, enabling the production of a

femtosecond pulse train which is used as the basis of all the pulses produced by our laser [119].

3.3.5.2 Self phase modulation

Self phase modulation is the analagous process to self focussing in the spectral domain. Using Equations 3.47

and 3.27 we can write the propagation of the electric field like so

∂Ã

∂z
= −i(ωn2I

c
)Ã. (3.50)

This implies that the amplitude of the electric field varies with z according to

Ã(z) = Ã(0)eiΦ(z) (3.51)
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Figure 3.5: An illustration of the principle of saturable absorbtion in modelocking. The gain medium acts as a saturable absorber

(dotted line) and a saturable amplifier (solid line). The x-axis is the time that the pulse passes through the gain medium, and so it

is best to think of the pulse as travelling from right to left in this case. Initially it is both easy for the pulse to be absorbed and for

the pulse to be amplified. At the leading tail of the pulse absorption outweighs gain. Once the first vertical line is reached enough

stimulated emission is produced to start to outweigh the losses due to absorption. By the peak of the pulse the absorption has been

saturated, leading to the maximum amount of gain. The gain then also starts to saturate, dropping down towards the absorption,

until at the second vertical line they cross over again and the absorption outweighs the gain. Thus the pulse is narrowed in time.

Diagram adapted from Ducasse et al.[119]

where

Φ(z, t) = −ωn2I(t)z
c

(3.52)

is the phase change of the peak of the field. As the field evolves in time the phase shift of each part of the

temporal envelope of the field is given by

∂Φ
∂t

= −(
ωn2z

c
)
∂I

∂t
. (3.53)

This phase shift results in a frequency shift of the pulse, where the leading edge redshifts as the intensity is

increasing with time leading to a negative frequency shift, and the trailing edge blueshifts as the intensity is

decreasing with time which leads to a positive frequency shift (see Figure 3.6). This causes a broadening of the

spectrum of the pulse, which enables the pulse to support a shorter time duration due to the time bandwidth

product, which states that the product of the time and the bandwidth of any given pulse ∆t∆ν ≥ K, where K

is a number of order unity that depends of the shape of the envelope of the pulse. For ∆t to become as small

as possible therefore requires a greater ∆ν. Note that a large bandwidth does not automatically mean a short

pulse — the pulse still has to be compressed (see chapter 4 for more details).
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Figure 3.6: A diagram of a pulse undergoing self phase modulation, by Emannuel Boutet, licenced under the Creative Commons

Attribution-Share Alike 3.0 Unported licence. The blue curve is the pulse envelope and the red curve is the phase of the pulse. The

red curve is the differential of the blue one. As the intensity increases this causes a larger and larger phase shift, initially towards

red as intensity increases, but then towards blue as it starts to decrease again. The earlier part of the pulse therefore has a longer

wavelength than the later part, which is positive chirp.

If the effects of the IDRI are sufficiently strong, the refractive index that the pulse envelope itself experiences

can become intensity dependent [108]. Thus the peak of the pulse will travel slower than the wings of the pulse,

leading to a steepening of the trailing edge of the pulse. This process is called self-steepening.

3.3.6 Use of nonlinear optics in the creation of ultrashort laser pulses

The generation of the ultrashort 1.8µm laser pulses described in Chapter 4 depends very heavily upon the

concepts outlined in this Section. First of all the fact that the laser is pulsed at all depends on the self focusing

caused by the intensity dependent refractive index. The selection of only certain pulses in our pulse train

depends on the Pockels effect (a second order effect which occurs in the presence of a DC electric field). More

details on this and on the exact method of the generation and amplification of our laser pulses can be found in

Chapter 4. The conversion of our 800 nm pulses to the desired central wavelength takes place via DFG and the

compression of the resulting infrared pulses uses self phase modulation in a gas filled fiber and self steepening

in fused sillica to compress the pulse and correct for third order chromatic dispersion.
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3.4 High order harmonic generation

The discussion of nonlinear optical processes so far has proceeded under the assumption that the electric field

amplitude is sufficiently small that the nonlinear terms constitute a small perturbation to the linear polarisation

wave. However this is not necessarily the case. When the amplitude of the electric field of the laser pulse is

comparable in size to the potential binding the electrons to the atoms then many processes that otherwise

would not be possible suddenly become feasible [120], as the perturbation due to the electric field is no longer

small. The most relevant of these for this thesis is high order harmonic generation (HHG). This process can

generate harmonic orders up to several hundreds or even thousands [121], and is regularly used as a source of

soft X-rays for laboratory-scale X-ray absorption measurements (see Section 3.5) [9, 14]. It is also possible to

use the production of harmonics themselves as a form of spectroscopy, as signatures of different molecular states

can be found inside the spectra produced from molecules [36].

3.4.1 Single atom response

The most simple form of HHG to consider is HHG from an atomic gas (for instance one of the noble gases,

typically Ar or Ne). Although the complete mathematical description of this process requires a full quantum

mechanical treatment under what is known as the strong field approximation [31, 120], for this simple system

a semi-classical approach known as the three step (or recollision) model produces very good results [29], and is

laid out in graphical form in Figure 3.7. The three steps in this model are:

1. Tunnel ionisation

2. Propagation in the laser field

3. Recollision and emission of harmonics

3.4.1.1 Tunnel ionisation

The first step in the three step model is tunnel ionisation, ionisation of an electron via tunneling through the

distorted potential energy well in the electric field. As the electric field oscillates this causes the potential well

that the electron feels inside the atom to oscillate as well. This results in a potential energy barrier which looks

more like a small bump than an infinite well, which gives the electron a nonzero probability to tunnel out of it

(see Figure 3.7). This is a purely quantum mechanical step, as under classical mechanics the electron does not

have sufficient energy to climb out over the barrier, no matter how small the bump is.

Tunnel ionisation was first described by Keldysh as part of a scheme to understand the phenomenon of

ionisation of atoms by strong laser fields with a frequency too low to ionise in the normal way. He described

two mechanisms, multiphoton ionisation and tunnel ionisation that explain this phenomenon. The difference
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Figure 3.7: A schematic illustration of the recollision model of HHG. The oscillating electric field is shown along the bottom of

the figure. When the magnitude is 0 the atomic potential remains undistorted. As the magnitude of the electric field increases

the atomic potential distorts more and more, until tunnel ionisation becomes possible. note that although tunnel ionisation could

happen on the other side of the peak in the electric field magnitude as well, in this case the electron would not recollide with the

parent ion. From time t0 to time tr the electron propagates in the continuum, with a trajectory shown in the insert at the top.

Finally at time tr the electron recollides with the parent ion, emitting a high order harmonic photon. Reproduced under creative

commons attribution licence 3.0, Image by Rashid Ganeev

between the two is given by the Keldysh parameter [122, 123], which in atomic units (me = e = ~ = 4πǫ0 = 1)

is

γ =

√

I ′
p

2U ′
p

U ′
p =

E ′2

4ω2
,

(3.54)

where Ip is the ionisation potential of the atom and Up is the ponderomotive potential of the electric field —

the cycle-averaged kinetic energy imparted to an electron oscillating freely in the electric field — and the primes

indicate that they are in atomic units. A small Keldysh parameter indicates that the distortion of the electric

field will be capable of making a barrier small enough for the electron to tunnel through. As it increases in

size relative to Up the distortion decreases in significance, and the dominant mechanism becomes multiphoton

ionisation (many photons combining together to provide enough energy to overcome Ip). In our experiments we

assume Up is large compared to Ip as we have a long laser wavelength, and so we treat the ionisation process

as tunnel ionisation

For us the main concern is with the rate of ionisation due to the strong laser field. This can be expressed

according to the formalism created by Ammosov, Delone and Krainov (ADK) [124]. This model is based upon a

hydrogen-like potential, and has been further expanded by including the work of Perelomov, Popov and Terent’ev
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(PPT) on the long range coulomb potential of the atom [125] and by Yudin and Ivanov to include the effect

of sub cycle dynamics [123]. The equation is very complicated, but it can be expressed as a prefactor (which

depends on the electric field, ionisation potential and the quantum state of the electron) and an exponential

term

Γ(t) = N(t)exp

(

−
2(2I ′

p)3/2

3E ′(t)

)

, (3.55)

where again primes indicate that atomic units are used. Using this equation we can calculate the ionisation rate

of the electron at different times in the laser cycle, and thus weight the probability of the electron following a

particular trajectory.

3.4.1.2 Propagation in the laser field

The trajectory the electron takes after tunnel ionisation can be treated classically as a first approximation. The

electric field can be assumed to have the form

E(t) = îA(t) cos(ωt) + αĵA(t) sin(ωt), (3.56)

where propagation is neglected as we are only interested in one or two optical cycles and α can vary between

0 and ±1 as a way of changing the ellipticity of the field. When α is 0, the field is linearly polarised in the

x-axis, and when α is ±1 the field is either right- or left-circularly polarised. Treating both the electron and

the nucleus as point particles, with the nucleus as fixed at (0, 0) and the electron free to move in this electric

field, we can write the classical equations of motion of the electron in the xy-plane as [29, 108]

ẍ(t) =
−eA(t)
me

cos(ωt)

ÿ(t) =
−αeA(t)
me

sin(ωt)
(3.57)

In this we have neglected the contribution of the ion to the electron motion, assuming that the electric field is

strong enough to render this contribution negligible - this is known as the strong field approximation, and it is

very important in the quantum mechanical treatment of this system[120].

Taking first the case of linearly polarised light (so α = 0), we can integrate Equation 3.57 twice to get the

velocity and path in space of the electron

ẋ(t) =
−eA
meω

(sin(ωt) − sin(ωt0)) =
−eA
meω

V(t) (3.58)

x(t) =
eA

meω2
(cos(ωt) + ωt sin(ωt0) − cos(ωt0) − ωt0 sin(ωt0), (3.59)

where the time variation of the envelope has been neglected and the constants of integration have been evaluated
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in order to set x(t0) and ẋ(t0) to 0, where t0 is the birth time of the electron.

The case of linearly polarised light means that if the electron crosses x = 0 again then it will (in the classical

model) collide with the nucleus, but — as can be seen in Figure 3.8 — the electron takes different paths in

the continuum depending on its birth time, only some of which lead to re-collision with the parent ion and

subsequent emission of high harmonics.

Figure 3.8: a) trajectories of the electron in the continuum for different values of ωt0, the birth phase with an electric field of

1.8µm wavelength and strength 1 VÅ−1. b) the cosine sum part of the velocity for each trajectory in panel a) (see Equation 3.58).

This value is dimensionless, and is shown here to show that there is a common limit to the cutoff energy due to the physics of the

process. The vertical lines indicate the point at which the electron recollides, with a kinetic energy of 2UpV(t)2. The maximum

value that V(t) can take is 1.26, indicated by the dotted line. c) shows the value of the cosine part of the electric field during this

process.

When α is varied from 0 the picture gets worse from a recollision perspective, as it very rapidly gets to the

point where there is no chance that the electron will recollide with the parent ion, as can be seen in Figure 3.9.

It is for this reason that one of the signatures of HHG under this recollision model is its very strong dependence

on the ellipticity of the driving field of the laser.

3.4.1.3 Recollision and emission of harmonics

The times of recollision of the electron can then be calculated by setting x(t) = 0, and then solving for t for

different birth times. The varying recollision times can be fed into the equation for ẋ(t) to find the velocities of

the electrons at the time of recollision. The kinetic energy of these electrons can then be calculated as 1
2meẋ(t)2,

and so — assuming that the electron recombines into the bound state it occupied before and all the energy
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Figure 3.9: trajectories in the xy-plane of electrons in a slightly elliptical electric field. α is given in each case by the legend in the

bottom, and the calculation is for a 1.8µm electric field of strength 1 VÅ−1. The blue shaded area around 0 indicates the atomic

diameter of Kr, according to [126]. Even a very small deviation from linearity is enough to make the electron miss its parent ion.

released is released as one photon — the energy of a photon released at time tr will be

~ω =
1
2
meẋ(tr) + Ip, (3.60)

where Ip is the ionisation potential of the atom. The ponderomotive potential of the laser field (Up) can be

defined as the cycle averaged kinetic energy of an electron moving freely under the influence of the field

Up =
1
2
meẋ(t)2 =

e2A2

2meω2
sin2(ωt) =

e2A2

4meω2
. (3.61)

The kinetic energy of a recolliding electron can then be written in terms of this value as

K.E. = 2UpV(t)2, (3.62)

where V(t) is the cosine sum of ẋ(t) without the prefactor, and hence is dimensionless. From Figure 3.8 we

can see that the maximum value of V(t) at recollision is 1.26, which leads to the famous equation for the cutoff

energy of the harmonic spectrum produced

Ecutoff = Ip + 3.17Up. (3.63)
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The important points to take away from this equation are that there is a very definite limit to the energy of the

harmonics that can be produced by HHG, and that in the recollision model the cutoff energy scales linearly with

the amplitude of the electric field squared (in other words, linearly with the intensity of the laser pulse) and

inversely with the square of the frequency. Therefore in order to increase the energy of the harmonics produced

by this model we need to either increase the laser intensity or increase the laser wavelength.

The actual situation is not quite as simple as this picture however. Increasing intensity leads to increased

ionisation of the medium. As we will see in section 3.4.2.1 this leads to bad phase matching of the harmonic

generation, re-absorption of the harmonics and saturation of the medium as no atoms are left to ionise. In

addition not all points on the laser cycle have equal probablility of birthing an electron into the continuum,

which requires the equation mentioned above in the tunnel ionisation section to weight the probability of the

electron being born. Another factor is the wavepacket spreading in the continuum. The electron is not actually

a point particle, instead it should be understood as a quantum wavepacket, and as such when it propagates

in space it spreads out. This wavepacket spreading has been measured to scale the harmonic yield by a factor

of around λ−5 [127], although this has been disputed and the picture may be more complicated than a simple

scaling law [128, 129].

3.4.1.4 Strong field approximation

The three step model is useful for understanding the process of HHG, and for predicting simple concepts like

the cutoff. However, HHG is a fundamentally quantum mechanical process, and so in order to predict the full

harmonic spectrum produced with some degree of accuracy a more quantum mechanical process is required.

Obviously, the most accurate simulation would involve solving the time dependent Schrödinger equation for

the interaction of the laser field with the atom or molecule in question. This however is very computationally

expensive, so in order to make this more tractable one must make some approximations about the nature of

the system under consideration [120, 130].

The approximation used most commonly is known as the strong field approximation (SFA), and was intro-

duced in a paper by Lewenstein et al. [31]. The approximation assumes a single active electron interacting with

the laser field (which is linearly polarised in one axis), so the effect of the other electrons can be considered

as just a potential felt by the active electron. It also assumes that Up is comparable to or greater than Ip

(hence the name — the field is strong compared to the ionisation potential of the atom), a regime where tunnel

ionisation dominates.

The theoretical concepts in the derivation of the master equation of the SFA are quite involved and the details

are beyond the scope of this thesis. However as this equation will be used to predict a harmonic spectrum later

on in this thesis I will present the equation here and explain the general concepts involved.
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In the SFA, the time dependent dipole moment experienced by the electron (x(t)) is given by[31]

x(t) = i

∫ ∞

0

dτ

(

π

ε+ iτ
2

)3/2

d∗
x(pst(t, τ)−Ax(t))×dx(pst(t, τ)−Ax(t−τ))E cos(t− τ)×e−iSst(t,τ) +c.c. (3.64)

where dx(p − A) is the transition dipole matrix element from the ground state to the continuum with a total

momentum p and the vector potential of the laser field A, E is the amplitude of the laser field, τ is the time

the electron spends in the continuum and S is the quasiclassical action, which describes the classical trajectory

the electron takes in the continuum.

Equation 3.64 is obtained using the saddle point method to integrate over the momentum of the electron.

This is a method of approximating integrals of the form f(x)eag(x), where one would expect the integral to

be dominated by the largest stationary point in g(x). One then re-expresses the integral in terms of x0, the

location of the largest stationary point, which then allows the integral to be expressed in a soluble form. Thus

the momentum and quasiclassical action terms in Equation 3.64 are only the stationary points, and are given

by[31]

pst(t, τ) = E(cos(t) − cos(t− τ))/τ (3.65)

and

Sst(t, τ) = (Ip + Up)τ − 2Up(1 − cos(τ))/τ − Up(sin(τ) − 4 sin2(τ/2)/τ) cos(2t− τ). (3.66)

The HHG spectrum is then just the Fourier transform of the time dependent dipole moment (as time and

frequency are a Fourier pair). This method can be extended to accommodate molecules, other dynamical effects

and even a second active electron [120], but what I have presented here is the basis for all of this.

3.4.2 Bulk effects

HHG does not of course only consist of harmonics generated from a single atom. Like LHG mentioned above

it requires that the harmonic wave be generated in phase from a vast number of emitters, which require a

phasematching condition. In addition as the medium that is generating the harmonics becomes more dense it

becomes no longer safe to assume that the electron can propagate in the continuum without meeting another

body and thus scattering off of it. The XUV and soft X-ray pulses produced by HHG are at a wavelength where

there are a lot of core-valence state transitions, so absorption will also be a big factor in the harmonic yield

produced as the density of the medium is increased.
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3.4.2.1 Phasematching HHG

As HHG is a form of harmonic generation we start with Equation 3.39, the phase matching equation for q-th

harmonic generation:

∆kq = qk(ω1) − k(ωq) (3.67)

where ωq = qω1. However, as the mechanism of HHG is different to that of LHG an extra term has to be

added to account for the phase mismatch between the extra phase accumulated by the electron (and thus the

harmonics) due to it’s excursion in the continuum and the electric field, which has not accumulated this extra

phase [131–133]

∆kq = qk(ω1) − k(ωq) − ∆Kq,dipole. (3.68)

This dipole phase can be approximated in atomic units as [131, 133]

φdipole ≈ −Upτ ≈ −αqI, (3.69)

where τ is the electron travel time and αq is a slope that depends on both the travel time and the harmonic

order. The dipole phase then can be said to scale as

∆Kq,dipole ≈ −αq
∂I(z)
∂z

. (3.70)

This value can either be positive or negative, depending on whether the intensity is increasing with z (the focus

is after the interaction region) or decreasing (the focus is before the interaction region). This implies that we

can adjust the phase matching of HHG by adjusting the position of the focus relative to the interaction medium.

The remaining non dipole part of the phase mismatch parameter can be rewritten (as it is in Equation 3.39)

as

qk(ω1) − k(ωq) =
qω1

c
(n(ω1) − n(ωq)), (3.71)

the phase mismatch due to the different dispersions of the medium at the different frequencies. In general the

refractive index of a medium at soft X-ray wavelengths is much lower than that at optical or IR wavelengths, and

therefore this expression is likely to be fairly large and positive, and thus the process will be badly phasematched.

However, there are two corrections to this that have to be taken into account before conclusions can be drawn

[131, 134]. These are the Gouy phase and the phase shift due to the plasma.

The Gouy phase is a phase shift in the beams due to their focusing geometry. When a Gaussian beam is

focused it obtains an extra spatial phase along the z-axis of[134]

φGouy = arctan
(

λz

πw2
0

)

= arctan
(

2z
b

)

(3.72)
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where w0 is the beam waist in the focal plane and b = 2πw2
0

λ the confocal parameter, equal to twice the Rayleigh

length. When z ≪ b (a small region around the focus, which is where our interest lies) we can write the wave

vector associated with this as

kGouy =
dφGouy

dz
≈ 2
b
. (3.73)

The confocal parameters of both beams are the same, this wave vector does not change depending on the

frequency. We can therefore write its mismatch as

∆kGouy = kGouy(q − 1) =
2(q − 1)

b
. (3.74)

This contribution is always positive in this region around the focus.

The phase shift due to the plasma is caused by the ionisation of the medium. Only a few electrons that

ionise successfully recombine with their parent ion and release a harmonic photon. The rest scatter or otherwise

miss, and thus the continuum will have an appreciable number of free electrons in it for a time that is long

compared to the laser pulse. These electrons will oscillate with the electric field, with a resonance frequency of

[134]

ωr =

√

e2ρe

ǫ0me
(3.75)

where ρe is the electron density in the medium. This polarisation of the plasma leads to a refractive index of

the form

nplasma(ω) =

√

1 −
(ωr

ω

)2

. (3.76)

As ρe increases ωr approaches ω, and light of frequency ω becomes increasingly absorbed by the plasma, which

will kill the HHG. Therefore we want to keep ionisation as low as possible, in which case ωr

ω will be small and

we can approximate Equation 3.76 using the binomial approximation as

nplasma ≈ 1 − 1
2

(ωr

ω

)2

. (3.77)

using Equation 3.39 we can then write

∆kplasma =
qω1

c
(nplasma(ω1) − nplasma(ωq) =

ω2
r (1 − q2)
2qcω1

. (3.78)

This is always negative, so the effect of the plasma on the phase mismatch parameter always acts counter to

dispersion.

Taking this all into account, the whole equation can then be written

∆kq = ∆kq,dispersion + ∆kq,plasma + ∆kq,Gouy − ∆Kq,dipole. (3.79)
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The dispersion term is usually positive and the plasma term is usually negative. The Gouy phase term is

positive, but can be reduced by moving the focus relative to the interaction medium. The dipole phase can be

positive or negative depending on where the focus is relative to the interaction medium. Dispersion can also

be affected by changing the pressure (and thus the density of emmiters) and temperature of the interaction

medium [131, 135]. Thus it is possible to phase match the HHG process, despite the unfavourable dispersion

relation.

3.4.2.2 Scattering probabilities in the continuum

As the electron propagates through the continuum there is a finite probability that it will collide with a particle

other than its parent ion, and thereby be scattered and (effectively) lost from the point of view of generating

high order harmonics. The probability of an electron not colliding with a particle and scattering after the j-th

small section of its trajectory ∆x can be considered as P (NSj |NSj−1), the probability that the electron has not

scattered after section j, given that it has not scattered after any of the previous sections either. The recursion

goes back to the first section of the trajectory, j = 1, and so this can be thought of in terms of a tree diagram,

where at each step the electron is either scattered and lost or not scattered and continues on. According to the

normal rules of tree diagrams this can be expressed as

Pn.s. =
N
∏

j=1

1 − pj∆x, (3.80)

where N is the number of steps taken and

pj = pscat(t0 + j∆x) (3.81)

is the probability of scattering in section j of the trajectory, in units of m−1. For sufficiently large N Equation

3.80 can be expressed in terms of sums as

Pn.s. = 1 +
N
∑

j=1

(

− 1
j!

N
∑

k=1

pk∆x

)j

, (3.82)

as the additional terms which arise due to this approximation become vanishingly small. This has the form of

the Taylor series of e−〈n〉, where

〈n〉 =
N
∑

k=1

pk∆x. (3.83)
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This can be understood as the average number of collisions that an electron would experience as it carries on

on it’s trajectory. We can express the distance travelled ∆x in terms of a time step ∆t as

∆x = |v(t)|∆t (3.84)

where |v(t)| is the speed of the particle at time t (as we care about total distance travelled, rather than

displacement from the origin). For an infinitesimally small time step this can then be expressed as

〈n〉 =
∫ ttraj

t0

pscat|v(t)| dt, (3.85)

and so we can think about this in terms of integrating the probability of the electron scattering per unit time.

The probability of scattering can be modelled as a function of the number density of molecules ρN and the

scattering cross-section of those molecules σscat

pscat = ρNσscat, (3.86)

which gives a total probability of not scattering over the course of the electron trajectory of

Pn.s. = e
−ρN

∫

tmax

t0
σ|v(t)| dt

. (3.87)

3.4.2.3 Reabsorption of emitted harmonics

One more factor needs to be taken into consideration when talking about the amount of harmonic emission

that occurs, and that is re-absorption of the harmonic radiation by the medium. In the soft X-ray range

most materials have strong resonances, which leads to large values for the cross-section for absorption at these

wavelengths (σ). The absorption length for a given medium can be defined as [136]

Labs =
1
σρ

(3.88)

where ρ is the density of the medium. Constant et al. found a relationship between this length, the coherence

length of the harmonic generation due to the phasematching conditions (Lcoh), the length of the medium (Lmed)

and the number of harmonic photons emitted at the end of the medium (Nout) for the q-th harmonic as [136]

Nout = ρ2A2
q

4L2
abs

1 + 4π2
(

L2
abs

L2
coh

)

[

1 + exp
(

−Lmed

Labs

)

− 2 cos
(

πLmed

Lcoh

)

exp
(

− Lmed

2Labs

)]

. (3.89)
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Figure 3.10: Figure of the output photon flux for different ratios of coherence length to absorption length, plotted as a function of

the medium length (in units of absorption length). The dotted line indicates what the flux would be in the case that there was no

re-absorption of the harmonic photons. Figure taken from Constant et al. [136].

This puts an additional constraint on the medium - even with perfect phasematching absorption will limit the

amount of flux possible at a given harmonic. Constant et al. suggest from this the limiting conditions

Lmed > 3Labs

Lcoh > 5Labs

(3.90)

required to ensure that the harmonics produced are above 50% of their theoretical maximum value (see Figure

3.10).

Absorption will also be important outside of the harmonic generation medium. In this case we can use the

Beer-Lambert law to calculate the absorption of the background gas:

τ = σ

∫ L

0

n(z)dz (3.91)

where n(z) is the number density of the absorbing species and τ is the optical depth of the medium. This is

related to the transmitted flux by

T = 10−τ . (3.92)

3.4.3 Solid phase high order harmonic generation

Moving from a gas to a solid the picture becomes somewhat different, although as we will see the recollision

picture is still a good description of one of the possible mechanisms. The ionised electron is no longer able
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to move freely with the electric field, as the electronic structure of the densely packed solid ensures that the

electron is always affected by the Coulomb potentials of the nuclei around it [137]. The density of the solid

ensures that the atomic orbitals of the constituent atoms overlap significantly, which allows for a significant

amount of delocalisation of both the valence electrons and electrons in the conduction band — the band structure

equivalent to the lowest unoccupied molecular orbital in a molecule [35]. This is a big difference to gas phase

HHG, as the excited electron can in principle combine at any of the sites it was originally delocalised over

instead of having to recombine with only one parent ion [138], although the electron is also limited in the extent

of where it can travel by the band structure which constrains the final recombination energy [139, 140].

Figure 3.11: Illustration of the mechanisms of solid state and gaseous HHG in both real and momentum space. The most instructive

comparison is the momentum space one (panels b and d). The recombination pictures in both mediums can be seen to be essentially

the same — the electron tunnels up to a higher energy state, where it is driven by the electric field, acquires some extra momentum

and then recombines back to the ground state, releasing a photon with energy equal to the band gap. The difference in this case

is the shapes of the upper and lower energy states. The intraband mechanism is very different, as the radiation occurs due to the

electrons being driven along the conduction band causing Bloch oscillations. This has no counterpart in the atomic case, as the

electrons are not localised in the continuum and therefore cannot oscillate in the required manner. Figure taken from a review of

solid state HHG by Ghimire and Reis [35].

There are two proposed mechanisms for HHG from a solid, known as the intra- and inter-band mechanisms

(see Figure 3.11). The first mechanism, intra-band oscillation, is only available to a solid as it relies on having
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a large delocalised band over which the electons can oscillate. The electrons are excited to the conduction band

by tunnel ionisation, and then once in the conduction band they are driven by the strong field, leading to Bloch

oscillations [80, 137]. This leads to a cutoff energy of

Ecutoff = n~ωB, (3.93)

where n is the number of different sites involved in the oscillation and ωB is the Bloch frequency corresponding

to the peak electric field:

ωB =
eEpeakd

~
, (3.94)

where d is the lattice spacing. The implication of this is that harmonics generated via this intraband mechanism

should have a cutoff frequency that scales linearly with the electric field, rather than with the square of the

electric field as in the recollision model above. Another feature of this oscillatory mechanism is that due to

the fact that all the harmonics are radiated by the electrons oscillating in the conduction band, there is no

time delay between the production of different harmonics. As previously described, this time delay is present

in harmonics generated by the recollision model above, as different harmonics are generated by different length

trajectories that are born and recollide at different times, leading to a chirp in the pulse produced called the

attochirp. This will not be present in intraband harmonics.

The second proposed mechanism (of interband recollision) is much more similar to recollision HHG. The

electron tunnels into the conduction band as before. The electron and the hole that are thereby created are

then accelerated within their respective bands by the strong electric field. They then recombine at some later

time, radiating a photon with an energy equal to the band gap for the momentum that they have acquired

during their journey [139, 140]. The cutoff harmonic energy therefore scales in the same way as the band gap

scales with the amount of momentum which the electric field is able to impart to the electron-hole pair. The

band gap can have a somewhat complicated relationship with momentum, however there is an approximately

linear region for most band structures, which only deviates near the bottom and top [140]. The expected cutoff

scaling is therefore linear as well, which is what is observed in experiment [80] and predicted by diverse theories

[138, 140]. There is also a maximum cutoff in this mechanism — no matter what the field is, the highest

harmonic generated cannot exceed the maximum band gap energy.

This interband mechanism therefore predicts roughly the same energy cutoff scaling as the intraband mecha-

nism. Harmonics produced by interband recombination should however exhibit attochirp, since just as different

trajectories spend different amounts of time in the continuum different momenta require different amounts of

time to be gained. In a model based upon ZnO, Vampa et al. suggest that the interband mechanism dominates

for driving pulses between 1 and 4µm in wavelength, beyond which the intraband mechanism starts to dominate

[140]. However in SiO2 the observed harmonic generation at a wavelength on the shorter edge of that range
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by Garg et al. showed almost no chirp, consistent with an intraband mechanism [141]. In principle then both

mechanisms can be responsible for harmonics from solids.

The main difference in observable macroscopic response between solid high harmonics and gas ones thus is

the scaling of the cutoff, with it being quadratic with electric field in the case of gas, and linear with electric field

in a solid, due to the effects of the band structure. In principle we can also differentiate between a recollision-

type model and a Bloch oscillations-type model in any medium by observing the chirp of the produced pulses.

A further potential means of probing the electronic structure of the high order harmonic medium is in its

dependence on ellipticity [138]. Ghimire et al. found a relatively weak ellipticity dependence in harmonics

from ZnO [80]. This was backed up by a theoretical study by Vampa et al. [139], which found a slightly

stronger ellipticity dependence, although still weaker than that found in gas. Contrary to this, an experiment

by Ndabashimiye et al. in solid phase Ar found a similar level of ellipticity dependence to gas phase Ar [142].

The ellipticity dependence can be understood as being inversely related to the area over which an electron is

capable of recombining with its hole, this can be used as a probe of the delocalisation of the ground state —

i.e. how ‘band-like’ or ‘atomic-like’ it is.

3.5 X-ray absorption spectroscopy

Having used HHG to generate a soft X-ray pulse, we want to put this pulse to use. There are many things that

HHG pulses are useful for, but their very large bandwidth and reach into the X-ray region of the spectrum make

them ideal for X-ray absorption spectroscopy (XAS) measurements. Not only are the pulses short in duration,

enabling high time resolution experiments, the broad bandwidth enables multiple X-ray absorption edges to be

probed at the same time [9, 27]. This potentially allows for a very large amount of information to be encoded

in the X-ray absorption spectrum.

The advantage that XAS has over absorption spectroscopy at conventional optical wavelengths is that at

X-ray energies most atoms have transitions from core states to unoccupied valence states or the continuum

(that is, ionisation). Core states here are defined as states which, in a molecule, do not extend far enough from

the nucleus of the atom to have significant overlap with any other atom. These states are thus localised to

their atom, and so give information about the electronic state of their atom only. This element specificity is

very useful in interpreting the spectra — as long as there is only one environment in the molecule in which the

element in question can be found then any transitions can be confidently identified with transitions to valence

states involving this element, and so the electronic structure in the vicinity of this element can be probed.

These transitions also occur at very different energies for different elements and different core states within

the same element, preventing transitions due to different elements overlapping in energy and confusing the

spectrum. Unfortunately if there is more than one environment the XAS shape will be a linear combination of
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the transitions in these environments, which can very quickly render the spectroscopy confusing and hard to

interpret without extensive theoretical support [23]. However, if the theoretical support is in place this can be

used to gain information about complex materials that would otherwise be inaccessible.

Figure 3.12: Illustration of an XAS spectrum. a) is a spectrum of the carbon K-edge of an organic polymer called P3HT, taken

with our HHG source [14]. The electron transitions have been marked on it, with assignments taken from [143]. These assignments

are written out in b). Note that the carbon K-edge is at around 289 eV, which is roughly the same energy as peak II, hence the

uncertainty as to whether the transition is to a π* state or a σ* state. The π* states show up as pre-edge features, whilst the σ*

states are actually higher in energy than the ionisation potential of the polymer, so they show up as shape resonances. c) is an

energy level diagram to show the transitions that are occurring. The transitions that cause peaks I–IV are labelled on the arrows.

As the quasi-bound states are not stable bound states of the molecule they have been shown as dotted lines.

An X-ray absorption spectrum of a given material consists of a general decline in absorption with energy

punctuated by steep rises at the atomic edges, as the core level excitations are known. The actual edge per

se is the core-continuum transition, but in the vicinity of these edges there will be additional features due to

transitions to other states. This is split into two regions — X-ray absorption near edge structure (XANES) and

extended X-ray absorption fine structure (EXAFS) [24, 25]. The EXAFS region is far beyond the edge, and

manifests itself as oscillations in the descent down from the edge. This emerges due to electrons being ionised

into the continuum with a non-zero kinetic energy. These electrons then move off into the continuum, where

they can encounter other nuclei and scatter backwards towards their parent ion. The forwards and backwards

propagating electrons then interfere, producing the oscillatory structure in the spectrum. This oscillation

therefore encodes information about the local structure of the molecule in the region of the element.

The XANES region is effectively everything else. We can split it up further — before the edge there is the

pre-edge structure, and after the edge there is post-edge structure (see Figure 3.12). The post-edge structure is

due to quasi-bound states, states where the electron has an energy greater than the ionisation potential of the

atom, but is hindered from entering the continuum due to the shape of the ionisation potential. These are also
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known as shape resonances. The pre-edge structure consists of transitions from the core state to bound states,

and are where our main interest lies in this thesis. These enable the spectroscopist to probe changes in energy

of bound states and to observe the appearance and disappearance of these states corresponding to electronic

and structural changes in the molecule during the experiment. By observing the shifts in energy and amplitude

of individual structure peaks as a function of delay (in effect tracking the appearance and disappearance of

resonances) it is possible to observe the presence or absence of certain molecular orbitals, which indicate the

presence or absence of chemical bonds [8, 22]. It is possible in this way to observe bonds breaking or forming

directly.

The edges have different nomenclature depending on the principal quantum number of the orbital that the

electron is being ionised from. n = 1 is known as a K-edge, n = 2 is an L-edge, n = 3 is an M-edge, and so on

alphabetically. Due to the fact that not all orbitals with the same principal quantum number are degenerate in

energy there will be multiple different versions of a particular edge, which are denoted with subscript numbers.

For example, the L-edge is split into three, with the L1 edge being the ionisation from the 2s atomic orbital,

whilst the L2 and L3 edges are the ionisation from the 2p1/2 and 2p3/2 atomic orbitals respectively, with the

degeneracy lifted due to spin-orbit coupling.

Edge Energy (eV)

Carbon K-edge 282
Nitrogen K-edge 397
Oxygen K-edge 533

Silicon L2,3-edge 101,100
Sulfur L2,3-edge 164,163
Chlorine L1-edge 237

Chlorine L2,3-edge 204,202
Argon L2,3-edge 247,245

Zirconium M4,5-edge 187,184

Table 3.1: A table of X-ray edges used in this thesis and their energies, taken from [41]. Edges split due to spin-orbit coupling have

been presented on the same line.

Apart from the edges, the XANES and EXAFS oscillations contain the information that we are looking for

about the electronic environment of the atom and the local structure the atom finds itself in. The difference

between these two regions is the final destination of the photoelectron — in XANES the electron enters a

bound or quasi-bound state, whereas in EXAFS the electron is unbound, and therefore is free to scatter off

neighbouring atoms and provide structural information. Both cases can be in principle described by Fermi’s

golden rule [144]

σ(ω) ∝
∑

f

| 〈f | d̂ |i〉 |2δ(Ef − Ei − ~ω), (3.95)

according to which the absorption cross section at frequency ω is proportional only to the square of the transition

matrix element. f is the final state, i is the initial state and the corresponding Ef,i terms are the energies of
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these states, whilst d̂ is the transition dipole operator.

The EXAFS part of the spectrum is the easiest to interpret. As the photoelectron is released from the

absorbing material it spreads out in a wavelike manner. It can then scatter back off neighbouring atoms,

interfering with itself in the process. For the transition of a highly localised core orbital to an unbound photo-

electron, the transition matrix element will be the overlap integral between the core and the wavefunction of the

photoelectron. This will vary depending on whether the photoelectron experiences constructive or destructive

interference at the site of the absorbing atom. As the phase gained by the photoelectron reflecting straight

back off an atom is 2kR, where R is the distance to the atom in question and k = 1
λ , where λ is the De Broglie

wavelength of the photoelectron (which depends on the energy of the photoelectron), this transition matrix

element will vary with the energy of the absorbed photon, leading to the oscillatory structure in the spectrum.

This oscillatory structure (χ) is isolated from the edge absorption by subtracting a theoretical absorption

cross section with all backscattering effects ‘switched off’ from the actual measured absorption cross section.

This is then divided by a normalisation constant based on the size of the absorption edge in order to isolate

the effects of the backscattering on the absorption. This oscillatory structure can be modelled by the EXAFS

equation [24], which contains a sinusoidal term dependent on 2kR (as well as other phase shifts experienced

by the photoelectron), a term containing the backscattering amplitude and two exponential terms containing

decay terms which limit the structural information that it is possible to obtain to only the immediate vicinity

of the atom.

The XANES part of the spectrum is altogether harder to interpret, because it is formed by transitions from

the core to empty high lying bound and quasi-bound states. These vary not only from atom to atom, but also

vary greatly with the different environments that the atoms find themselves bound in. This however is the source

of the incredible richness of these spectra, as this variation contributes to a great sensitivity to the surrounding

environment. Typically in order to reproduce a XANES spectrum a full calculation of the molecule in question

is required, including the influence of the newly created core hole on the energies of the states available to be

excited to, as the spectra observed will depend strongly on the exact electronic environment of the molecule.

This makes it a very sensitive probe [22, 144, 145].

3.6 Conclusion

Having covered the science behind the apparatus used in the lab, we now tun to the details of the experiments

performed. I will describe in detail our laser system, the design and modification of a new target chamber built

in order to house our liquid jet target and then finally the experimental schema employed in order to perform

HHG from our liquid target, and an attempt to take XAS measurements on solvated molecules within it.



Chapter 4

Experiments on liquid phase HHG and

X-ray spectroscopy with a thin sheet

jet in vacuum

4.1 Introduction

Having produced the thin liquid sheet jet, we now turn to using it as a target for experiments. In this chapter

we will cover the experimental details and methods, whilst in the next two chapters we will look at the results

from each experiment and discuss our interpretation of them. This chapter will detail the production and

measurement of the ultrashort 1.8µm pulses that are used to perform all the experiments in this thesis, the

equipment used to detect the HHG pulses that we generate, the design and installation of a new target chamber

and our flat liquid jet system within this chamber and finally the experimental setup used in the two experimental

runs presented in the next two chapters.

4.2 Laser system

4.2.1 Titanium sapphire chirped pulse amplification laser

The driving source of the laser pulses used in all experiments in this thesis is a modified KM Labs Red Dragon

CPA Ti:Sapphire laser. This laser is capable of producing 8–9 mJ 35 fs duration pulses with around 790 nm

central wavelength. It consists of a passively modelocked oscillator, a grating pulse stretcher, two amplification

stages and a final pulse compressor stage. We will discuss all of these in detail in turn.

97
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4.2.1.1 Oscillator

The oscillator stage of our laser is a diode pumped Ti:Sapphire laser cavity which uses passive modelocking to

form a femtosecond pulse train (KM Labs Griffin model oscillator). Passive modelocking (also called Kerr-lens

modelocking) uses self-focusing and self phase modulation to induce a fixed phase relationship between cavity

modes, ‘locking’ them together to form a pulse train. The cavity modes are standing optical waves that can

exist inside a laser cavity, and when they are locked into a fixed phase relationship they form a pulse train due

to the interference between the modes of different frequencies. The pulses in this pulse train are more intense

at their peak than the continuous wave operation of a single cavity mode, and so they can extract sufficient

gain from the laser crystal to overcome the losses in the cavity due to dispersion, absorption etc. (Note that

the gain at this stage is limited by the photon flux incident on the crystal). This net gain enables these pulses

to grow in each round trip through the cavity. The self-focusing and self phase modulation then ensure that

the pulses in the cavity are short by favouring the central part of the pulse (in space and time) over the wings.

This cavity operation can grow from noise to stable operation very quickly, and provides a reliable source of

short (30 fs or so) pulses to be amplified in the rest of the system.

4.2.1.2 Chirped pulse amplification

This pulse train is amplified by a process known as chirped pulse amplification (CPA), whose inventors (Donna

Strickland and Gérard Mourou [146]) won the Nobel Prize for physics in 2018. In any large amplification system

there is a trade off between producing a higher energy pulse and the damage threshold of the amplification

system. CPA is a way of mitigating the damage to the amplification system, whilst allowing high pulse energies

to be produced. It does this by stretching the pulses in time to several hundreds of picoseconds, using a grating

pair to add a frequency dependent group delay to the pulse, retarding some frequencies and speeding some

up in a uniform manner and separating the frequencies contained in the pulse in time — a process known as

chirping. This greatly increases the temporal width of the pulse, which can now be amplified without obtaining

the high peak intensities that damage the optics in the system due to a corresponding reduction in peak power

[146, 147]. Once the pulse has been amplified the chirp that is stretching it is compensated by another grating

pair (known as the compressor), to produce a pulse of approximately 35 fs duration [14].

There are two main ways in which optics can be damaged — by a pulse with a peak power over the damage

threshold, directly damaging the optic itself, and by the cumulative heating effect of multiple pulses with peak

power lower than the damage threshold, each of which impart some energy which doesn’t have enough time to

dissipate before the next pulse, leading to heating and damage. The first damage mechanism is dealt with by

chirping the pulse, but the second is still a risk, especially as the pulses leave the oscillator at a rate of around

80 MHz (one every 12.5 ns). If the pulses are to be stretched to around 0.1 ns then there will be very little time

to dissipate the heat before the next one arrives.
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The solution is to use a Pockels cell to pick out one pulse every millisecond, turning the 80 MHz pulse train

into a 1 kHz one. The Pockels effect is a second order nonlinear effect, which in the presence of a DC electric

field induces a change in the refractive index of a material. The electric field

E = A0 +A1 cos(ωt− kz) (4.1)

leads to a polarisation amplitude of

P =
1
2
ε0χ

(2)A0A1. (4.2)

Like the intensity dependent refractive index this is a polarisation amplitude that oscillates with the frequency

of the fundamental electric field, so induces a change of refractive index which scales linearly with A0, the DC

field. This effect only involves waves of the fundamental frequency, and so it is automatically phase matched

(assuming the existence of a DC electric field), and it is a second order process so it is only possible to induce

in non-centrosymmetric materials.

This process is used to make what is effectively an electrically switched half waveplate. When the pulse to

be picked out travels through the Pockels cell a DC field of the correct value is applied to the cell, and the

new refractive index then causes the polarisation of the pulse to rotate. The pulse train then passes through

a polariser, which blocks every pulse except the one that has been rotated. In this way the frequency of the

pulses in the pulse train is reduced. A similar process is used after the first amplification stage, in order to

remove pulses generated by amplified spontaneous emission (ASE).

4.2.1.3 Amplifiers

Our laser system has two amplification stages, both Ti:Sapphire crystals pumped by diode lasers at 532 nm. The

first stage amplifies the pulses to around 1.3 mJ, whilst the second one amplifies them up to around 16 mJ. We

have two as a compromise between adjustability and cost. Amplifying higher energy pulses requires different

parameters to amplifying lower energy pulses, not least that more energy needs to be imparted to the gain

medium. One stage would put too much load on the crystal, whilst three is unnecessary for the energies we are

using in our experiments.

The first amplifier is a ring type amplifier, in which the pulses pass through the gain medium several times

in a ring pattern, slightly displaced horizontally from each other each time until finally being picked off by

another mirror and sent onwards (see Figure 4.1). The number of passes through the crystal depends on how

the mirrors in the ring are aligned, and this has been varied between 9 and 13. This type of amplifier is good

for enabling a high number of passes through the gain medium, which is necessary for amplifying lower energy

beams, where the initial power per pulse is sufficiently low that doubling it does not come close to saturating

the gain of the amplifier and so many successive doublings can be performed before reaching this limit. However
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the output mode of the beam is very sensitive to alignment, so needs careful monitoring to ensure the beam that

is sent onwards can be amplified well and won’t burn anything. In addition the amplifier produces a significant

amount of ASE, as a spontaneously emitted photon can travel round the ring and be amplified fairly easily, and

so it requires a second Pockels cell to cope with this.

Figure 4.1: Diagram of the two amplification stages in the Red Dragon. The first stage is a ring amplifier, where the pulse passes

around in a ring, as shown. The optics on either end of the crystal are more complicated than just a single mirror, but only one

mirror is shown for simplicity. the long mirror at the bottom is a large rectangular mirror, which is what allows the ring to operate

as a ring. Misalignment of this mirror can throw the whole ring out of alignment. Nine passes are shown, but the number can vary

depending on need. The second stage is a bow-tie amplifier, in which the beam passes five times through the medium before being

picked off. It is a mark of the relative simplicity of this amplifier that the optical layout in this has not been simplified at all. This

simplicity is due to the higher gain in this stage — the pulse already has lots of photons in it, each of which can cause a stimulated

emission event, so each pass represents a much larger increase in the absolute energy of the pulse than in the first stage amplifier.

The second amplification stage is a bow-tie configuration with five passes (see Figure 4.1). This configuration

is a bow-tie shape that widens each pass through, until an outside mirror picks the pulse off. This second

amplifier is pumped by two diode lasers as opposed to the first stage which is pumped by one, and is also where

most of the energy is added, going from 1.3 mJ of energy to 16 mJ per pulse. Since the pulses have many more

photons per pass, fewer passes are possible before the amplifier saturates, so in contrast to the ring amplifier in

the first stage the second amplifier is arranged with only one path through the optics and out the other side.

This makes the optics much easier to align, and consequently makes the mode much nicer out of this amplifier.
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4.2.1.4 Pulse compressor

The pulses are then split with a beamsplitter, with about 1 mJ sent to other laser systems in the lab and the

remaining energy sent into a grating compressor. This is the opposite to the stretcher, in that it applies a

frequency dependent group delay in the same way, but it does so to counteract the stretching, by compressing

the pulse back down to somewhere near the transform limit (i.e. the theoretical shortest pulse, according to

the bandwidth theorem (see section 3.3.5)). This optical system is therefore exposed to higher peak intensities

than the rest of the system, and correspondingly burns more often. To compensate for this the beam area is

increased before it is compressed to lower the peak intensity. After compression and the losses accumulated

after the second amplification stage the final output pulse has around 8–9 mJ of energy.

Figure 4.2: The SPIDER traces of the compressed pulse out of the Red Dragon, measured on 16/7/2021. The top row are

measurements of intensity against wavelength and time, and the bottom row are measurements of phase against those two. In all

measurements the orange line is a reference and the blue line is the measured signal. In the temporal measurements the profile

of the calculated transform limited pulse is shown as a dashed black line, whilst in the phase/wavelength measurement the fitted

phase profile is shown as a red line. The phase measurements outside the intensity profiles are essentially noise. Our pulse is fairly

close to transform limited, with a relatively flat phase over the wavelengths actually present in the pulse.

A small part of the energy of the Red Dragon output pulses is split off from the rest by a 99:1 beamsplitter

and is sent into a SPIDER (spectral phase interferometry for direct electric-field reconstruction) pulse diagnostic

system in order to measure the output pulses in real time. This allows us to be sure that the pulses we are
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using to seed the rest of the system are what we think they are. A typical SPIDER measurement is shown in

Figure 4.2, and more details on the operation of SPIDER are given in section 4.3.1.

4.2.2 OPA system

The pulses produced by the Red Dragon have a central wavelength of around 790 nm. However, as was discussed

in Section 3.4, the longer the wavelength the higher the harmonics that can be produced in theory, as Up is

much greater. In order to convert our laser pulses to a longer wavelength (and therefore lower frequency) we

use an optical parametric amplifier (an HE-TOPAS by Light Conversion). As detailed in Section 3.3.4, optical

parametric amplification splits a higher frequency wave of light into two lower frequency waves, a signal beam

and an idler beam.

The HE-TOPAS has four stages, a seed generation stage and three amplification stages (see Figure 4.3).

The seed is generated by focusing a part of the pump beam into a sapphire crystal, producing a beam of white

light by self phase modulation [148]. As we saw in section 3.3.5, the intensity dependent refractive index can

induce a frequency shift in different parts of the pulse, proportional to the rate of change of intensity with time

in that part of the pulse. As the rate of change of intensity can be large, this frequency shift can also be quite

large, generating a white light supercontinuum containing a broad range of frequencies. This seed generation

stage is necessary because in order to transfer energy from the pump beam to the signal beam there needs to

be light of the correct frequency already present [149]. This white light is then chirped to make the selection of

the signal frequency easier.

This seed is then fed through the three amplification stages, which each split off a portion of the pump to

amplify the beam — there are three for a similar reason to the fact that there are two amplification stages in

the Red Dragon, i.e. each pass through the gain medium may need different parameters in order to optimise

the efficiency. The first two crystals are optimised for gain, to increase the amount of the signal beam present.

The idler beams that are generated in this way are dumped into beam blocks. The final stage is optimised to

convert as much of the pump as possible into the signal and idler beams, which then forms the output of the

system.

The wavelengths of products of this process are tunable, as the signal frequency generated will be the one

with the most efficient transfer of energy, i.e. the one for which momentum is the closest to being conserved,

in which the wave vectors of the three beams obey the phase matching condition:

~kp = ~ks + ~kI. (4.3)

Note that this is a vector sum because the beams are not necessarily colinear. The frequencies for which this

is true depend on the angle the optical axes of the crystal make with the pump beam, the temperature of the
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Figure 4.3: Diagram of the optical layout of our HE-TOPAS. A small proportion of the pump beam is sent into a white light

generation plate, where it undergoes massive spectral broadening. This supercontinuum is then sent into a dispersive element —

a plate that imparts a linear chirp to the supercontinuum, to facilitate tuning the wavelength of the signal. The signal wavelength

is then amplified in the first two barium borate (BBO) nonlinear crystals, one non-colinearly and one colinearly, with a dielectric

mirror to remove the excess pump beam. The third BBO crystal then generates the signal and idler pulse, and again a dielectric

mirror is used to remove the excess pump beam. The output characteristics are quoted for the idler beam, as that is the one that

is used in the rest of the system. The signal beam is around 1.4 µm, 2 mJ, 35 fs.

crystal and other effects such as voltage being applied to the crystal [150]. In our case we phasematch the signal

beam to be at around 1400 nm, giving an idler beam of around 1800 nm. We are able to get around 3.4 mJ out

of both beams combined. They are then split, and after the splitter we have around 1.4 mJ in the idler, and

2 mJ in the signal.

The idler is then sent onwards to the hollow core fibre to be broadened, whilst the signal is blocked and

not used further. The reason for using the idler over the signal is twofold — ease of generation of HHG at

longer wavelengths and passive CEP stability. It is easier to make the idler the longer wavelength, as then

the supercontinuum that the OPA is seeded with does not have to extend all the way down to the desired

wavelength. The two wavelengths used are comfortably within the operating range of our OPA, and so we can

use this long wavelength light whilst still extracting maximum gain from our OPA.

As explained in section 3.3.4, the idler of a white light seeded OPA is passively CEP stable — its CEP does

not fluctuate from shot to shot like that of the pump beam. This means that using the idler in an experiment

makes it possible to control the CEP of the driving field. This is desirable when generating high order harmonics,

as it is well established that HHG using a short pulse has a cutoff energy that varies with the CEP of the driving

field [20, 40, 110]. In order to ensure stability of the CEP over longer periods of time (when even the nominally

CEP stable idler can drift due to thermal fluctuations causing subtle differences in path length) we use a 2f–3f

interferometer, which is connected to the motorised mirror inside the TOPAS, which then finely tunes the pump

delay to keep the CEP of the idler beam constant.

In a 2f–3f interferometer the spectrum of the pulse to be measured first needs to be broadened so that it
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spans at least 2
3 of an octave (3ωlow = 2ωhigh, where low and high denote the highest and lowest frequencies

present in the pulse). In our case this is done via self phase modulation in a hollow core fibre (see section 4.2.3).

With this accomplished the third harmonic of the low frequency part of the spectrum is overlapped with the

second harmonic of the high frequency part, and the resulting interferogram is observed on a spectrometer.

This is capable of finding, and therefore stabilising, the relative CEP offset in the pulses due to the method

with which the pulses were originally generated. Kerr-lens modelocking locks together a wide variety of cavity

modes with frequencies equally spaced by the pulse repetition rate [151]

ωr =
νg

2L
, (4.4)

where νg is the group velocity of the pulse envelope and L is the cavity length. However the frequency of each

mode is in general not an integer multiple of this round trip frequency, as the electric wave travels not at the

group velocity, but at it’s phase velocity (see section 3.2.1). There will therefore be an offset in CEP of ∆φ

every round trip. (This is the origin of the CEP jitter that is eliminated in the generation of the idler). The

frequency of each mode in the pulse will then contain a CEP offset term given by [152]

ωCEP =
∆φ
2π

ωr (4.5)

giving an equation for the nth frequency in the pulse of

ωn = ωCEP + nωr. (4.6)

Returning to the 2f–3f interferometer, the interference of the two frequencies gives a beat frequency of[153]

ωbeat = 3ωlow − 2ωhigh = 3ωCEP + 3ωlow − 2ωCEP − 2ωhigh = ωCEP, (4.7)

as 2ωhigh = 3ωlow, which can then be used to calculate out ∆φ, and in the event that it drifts from the set value

the interferometer software will send a signal to the piezomotor in the HE-TOPAS, to adjust the pump timing

a little and bring ∆φ back to the desired value.

In our interferometer the second harmonic is generated in a BBO, whilst the third harmonic is present

already, as it is generated in the hollow core fibre. The two beams are projected onto the same axis using a

polariser, and the time delay between the two frequency components of the pulse is corrected using a ZnSe

plate, which has very high dispersion in this wavelength range.
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4.2.3 Hollow core fibre

In addition to wanting to use the longest possible wavelength to generate high order harmonics, we also want

each driving pulse to be as short as possible. This is both because a shorter pulse has a higher peak intensity,

which increases Up and thus cutoff frequency, and also because, with a sufficiently short pulse, we can generate

only one burst of harmonics as only one half cycle of the electric field has sufficient intensity to generate

harmonics, a process known as amplitude gating [20, 154]. With a longer pulse each half cycle generates its own

burst of harmonics, leading to a pulse train. This is undesirable for a pump-probe type experimental scheme,

as the measurement needs to take place at a definite point in time which requires there to be only one pulse.

In order to ensure that the pulse is short enough to generate isolated attosecond pulses we need to compress

it. According to the bandwidth theorem, the product ∆t∆ν ≥ K, and so in order to compress our idler pulse

in time the spectrum needs to be broadened. This is achieved by propagating the beam through a 1 m long

Ar filled hollow core fibre (HCF). The existence of the noble gas in the fibre means that third order nonlinear

effects can occur (second order being ruled out due to the centrosymmetricality of the gas). The refractive index

experienced by the pulse thus becomes intensity dependent, and so the spectrum is broadened by both self phase

modulation and self steepening [155]. This results in a very broad spectrum (due to the SPM contribution),

asymmetrically shifted towards shorter wavelengths (due to the self steepening contribution). This incidentally

is why we use a 2f–3f interferometer rather than the more conventional f–2f one — the asymmetry in our

spectrum coupled with the large wavelength range for an octave at these wavelengths means that the condition

for the 2f–3f interferometer is easier to achieve consistently.

In general a pulse broadened in this manner would have to be compressed using chirped mirrors (mirrors

that have been specially made to impart a fixed group delay to light in a certain wavelength range). These are

expensive and add path length and complexity to the laser system, and don’t always compress the pulse to its

transform limit, as they cannot compensate for the third order dispersion in the pulse [156]. However happily

(and this was another reason for using the 1.8µm idler) above 1.3µm fused sillica glass has negative group

delay dispersion, so the group delay caused by the broadening can be compensated by a simple pair of fused

silica wedges. This also has the beneficial property of compensating the third order dispersion of the pulse in

addition, due to the asymmetric phase profile caused by self steepening [156].

This compressed pulse is then sent to the experiments. The pulse duration and phase was measured by a

second harmonic frequency resolved optical gating (FROG) experiment (see section 4.3.2). The trace of this

pulse is shown in Figure 6.4 in Chapter 6, indicating that we can compress the pulse to around 13 fs (although

the pulse is not as clean as those out of the Red Dragon).
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Figure 4.4: Diagram of the hollow core fibre optical layout. The idler is expanded by a defocusing mirror in order to give as tight

a focus as possible, and then is focused into the entrance of the hollow core fibre. The fibre is housed inside a differential pumping

stage, where a variable pressure of Ar is input into the fibre at the exit, but at the entrance a vacuum pump is used to evacuate

the fibre. This creates a pressure gradient across the fibre, which is necessary to stop self-focusing distorting the pulse before it can

propagate through the whole fibre. This way at the start of the fibre the pulse can couple into it with little disruption, and then

as it propagates the third order effects slowly ramp up. The broadened spectrum is then sent onwards to the experiment, where it

is compressed with a pair of fused silica wedges.

4.3 Pulse Diagnostics

In order to be sure that the experiments we are performing are the experiments we want to perform, we not

only have to generate the requisite optical pulses, but we have to verify that we have generated them correctly

by measuring them as well. This is not a trivial exercise, as the usual way of measuring the length in time

of an optical pulse is to use a shorter event to measure it. However, when measuring pulses with durations of

tens of femtoseconds, there is not really a shorter event available to measure the pulses with. In consequence,

both of the techniques presented here are some variation on measuring the pulse with itself, and the process of

measuring the pulse can appear to be as challenging as performing the experiment itself.

In order to fully characterise an electric field (such as the field of the pulses we are measuring) it is necessary

to specify not only the amplitude of the electric field but also the phase of the electric field [157]. There are

two main techniques used to characterise pulses during the experiments presented in this thesis, SPIDER [158]

and FROG [159].

4.3.1 SPIDER

SPIDER (spectral phase interferometry for direct electric-field reconstruction) is a pulse measurement technique

that uses a spectral phase shear (separating out the spectral phases in time by a known amount) to back out

the original phase of the pulse under investigation.
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SPIDER works by creating three replicas of the pulse to be measured, using D-mirrors (half of a circular

mirror, designed to provide a straight edge allowing a laser beam to be divided cleanly in half) to divide the

wavefront of the input pulse. One of these replicas is stretched by a grating in a similar manner to the Red

Dragon pulses in section 4.2.1.2, to the extent that in the period of time that one of the other two pulse replicas

would overlap with the stretched pulse it is essentially monochromatic. These two other replicas are then

delayed relative to each other by a time delay τ , and as such overlap different frequencies of the stretched pulse

(ω and ω − Ω, where Ω is the spectral shear, the difference between the frequencies overlapped by the two test

pulses. For a stretched pulse of spectral width δω and duration T , Ω is equal to τδω
T ). This overlap takes place

in a nonlinear crystal which is oriented so that the overlapping pulses undergo sum frequency generation. The

resulting upconverted pulses are overlapped in time and produce an interference pattern, the intensity of which

is given by [158]

S(ω) = |E(ω) + E(ω − Ω)eiωτ |2, (4.8)

where the extra eiωτ is the extra phase obtained due to the time delay. The cross term of this expression can

be obtained by spectral filtering[160], and has a phase modulation of

θ(ω) = φ(ω) − φ(ω − Ω) − ωτ. (4.9)

The ωτ due to the time delay can be found by calibration and accounted for, giving a frequency dependent

phase of

θ′(ω) = φ(ω) − φ(ω − Ω), (4.10)

from which the spectral phase φ(ω) can be backed out by a number of methods. This technique is very sensitive

to correct alignment and calibration, as the interference signal that gives the phase is superimposed on top of

other interference signals, especially that due to the time delay.

4.3.2 FROG

Frequency resolved optical gating (FROG) is a pulse characterisation technique based on intensity autocorrela-

tion [157, 159], a crude method of measuring a pulse using itself. In both autocorrelation and FROG, the pulse

to be measured is split into two replicas, delayed relative to each other by τ , which is then varied. The replicas

are then overlapped in a nonlinear medium. Virtually any nonlinear process with an instantaneous response will

do [159], although it does matter for the retrieval which one is chosen. The signal field is a spectrally resolved

autocorrelation of the two pulses [157]

Isig(ω, τ) =

∣

∣

∣

∣

∫ ∞

−∞
E(t)g(t− τ)eiωtdt

∣

∣

∣

∣

2

, (4.11)
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where g(t − τ) is a gating function. This function is different for different nonlinear processes. For SHG

FROG it is just the electric field of the delayed pulse E(t− τ), whereas for cross-correlation FROG (XFROG) it

is the electric field of the reference pulse Eref(t− τ), which is a different pulse to the one that is being measured.

Whatever form the gate function takes, as τ is scanned across the range the signal intensity changes, revealing

the overlap of the gate function with E(t), producing the nonlinear signal only in the delay region where the two

pulses overlap. In an autocorrelation we stop here, and estimate the pulse duration from the signal produced.

In order to retrieve E(t) complete with spectral phase from this autocorrelation an iterative algorithm is used to

perform a two-dimensional phase retrieval on the FROG spectrogram given by Equation 4.11, which is a solved

problem that always has a unique, determinable solution provided the mathematical form of the signal field is

known [157, 159].

4.4 Detection of harmonics

In both of the experiments that will be described at the end of this Chapter it is necessary to detect photons

in the XUV and soft X-ray ranges. Detection of photons in these wavelength ranges can be a challenge, as they

are absorbed easily by just about every material. Instruments capable of registering these photons in a useful

manner also tend to be fairly expensive as they require careful manufacture. The absorption problem means

that all optics used in the spectrometer need to be grazing incidence (as that is the geometry that leads to the

least amount of absorption of photons), which leads to most X-ray optical setups being very large, and difficult

to fit in a laboratory.

The best solution we have to this problem is a spectrometer based on a flat-field grating. This type of

grating is both a diffractive and a focusing optic, designed to make X-Ray spectrometers more compact, and

thus cheaper and easier to make and use [161–163]. The grating is slightly curved (a typical radius of curvature

is on the order of several meters) in order to serve as a grazing incidence focusing optic. In addition, the

spacing between the grooves of the grating is varied along the length in order to take into account the radius

of curvature, to produce a focus in which a certain range of wavelengths are linearly spaced along the detector

[161–163]. The two gratings that were used are both 1200 grooves/mm gratings made by Hitachi. The only

major difference between them is their radii of curvature, which lead to different focus positions, suiting each

grating to the geometry of the spectrometer that houses it. Apart from this, the spectral response of the two

gratings is very similar.

The spectrum observed is the first order diffraction from the grating. The second order is in most cases too

weak to be observed, and the zeroth order, which anyway contains no spectral information and also contains

the most energy, is blocked to prevent it from scattering and blinding the detector. As can be seen in Figure

4.5, at an incidence angle of 87◦ to the normal (the conventional way of quoting angles onto flat field gratings)
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the field is flat on both gratings between at least 50 eV to 150 eV. Above 150 eV the deviation is only very slight,

and although the deviation from flat field is larger in the region below 50 eV (which would preclude us from

resolving sub-eV features, for instance) it is flat enough for our purposes.

Our X-ray detectors are mounted on translation stages which allow them to be moved easily to view different

positions of this spread of X-rays, and facilitates the measurement of the harmonic spectrum across the full

photon energy range of the generation. However, this means that for different detector positions, the same

pixel value can correspond to different X-ray energies. In order to have a reliable conversion of pixel value to

wavelength, we needed to find the values of features of known wavelength on the detector whilst the detector

is at the same position as it will be for the measurements we wish to take. These fixed points, along with the

knowledge that the spread of wavelengths is linear, allow us to perform a linear fit and therefore map every

pixel value to a wavelength.

Figure 4.5: Simulated curves of focal plane vs energy for the two gratings used for the experiments, laid out in a similar manner

to [161, 162]. The x-axis is the distance from the grating to the focal plane of the light at a given energy, and the y-axis is the

vertical position that the light of that energy will focus at. The black lines across the curves are lines of constant energy. The

different curves are the focusing results of different incidence angles, indicated in the legend. The regions where the coloured lines

are vertical are the flat field regions, which give a well resolved energy separation which is linear with wavelength.

Two types of detector were used to detect the harmonics that are scattered off the gratings, a micro-channel

plate (MCP) and an Andor XUV camera.
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4.4.0.1 Microchannel plate

A microchannel plate is made of some resistive material with a regular pattern of thin channels running diago-

nally through the plate. A large voltage bias is applied between the surfaces of the plate, and when a photon

is incident upon the surface of one of these channels it triggers an electron cascade through the channel. Our

detector has two MCPs in a stack, with the channels at 180◦ to each other, so the electron cascade from one

plate is amplified more in the second plate. The electrons then strike a phosphor screen, which glows at the

place that it is struck. A PCO pixelfly CCD camera captures images of the screen.

The MCP-phosphor-camera detector system is mounted on a vertical translation stage to allow it to detect

different photon energy regions diffracted by the flat field grating. It is 4 cm wide, which allows for a fairly

wide range of energies to be detected, making it a good detector for capturing the entire harmonic spectrum.

However due to the nature of the electron cascade it is impossible to get a quantative relationship between

the intensity of the signal on the phosphor screen and the intensity of the beam incident on the MCP stack,

so we cannot measure an absolute photon flux with this device. The MCP also produces a significantly larger

number of dark counts than the camera, and this increases if the voltage is increased to make the detector more

sensitive.

4.4.0.2 X-ray CCD camera

The other detector used is an Andor Newton SO XUV CCD camera. This detector has a very low noise floor,

which can be reduced further using a built in cooling circuit that can cool the detector chip down to −60◦C,

although this requires a cold trap to be used in the spectrometer chamber to prevent vapour condensing on the

chip and breaking it (see Chapter 5). As a CCD camera, it is also produces a signal that is proportional to the

number of photons incident upon the chip, so can be used for photon counting. This detector is therefore more

suited to measurements where small changes in signal need to be observed, and can be used to quantify the

absolute photon flux produced by our HHG apparatus.

4.5 Liquid sheet target

In addition to the detector, the other common feature of the two experiments is the liquid sheet jet that was used

as a target. The details of how our liquid sheet is created can be found in Chapter 2, here I will concentrate on

the infrastructure necessary to use this sheet as a target in experiments. This infrastructure has a developmental

history based on the particular needs of the experiments at the time. First, during the development of the nozzle,

a variant on the high pressure liquid chromatography (HPLC) pump driven system was used, which is described

in Galinis et al. [73]. However, implementing this system in the lab proved difficult, for reasons I will go into

in the discussion below. We therefore moved to the hydrostatic gas pressure driven system for the liquid jet
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harmonics experiments, which worked well. However, concurrently with finishing the liquid jet harmonics work,

I was designing and building a new target chamber to house the jet for the transient absorption work, and

certain aspects of the hydrostatic gas pressure system would render that experiment infeasible. We therefore

rebuilt a new version of the HPLC driven system for use with the new chamber.

4.5.1 Running the jet

In order to create a liquid jet from our nozzle, the liquid has to be forced through the nozzle with sufficient

momentum to create a liquid sheet of the desired size and thickness. In practice this requires the liquid to be

pressurised, as gravity or even the negative pressure of a vacuum chamber is not capable of pulling the liquid

through at sufficient speed. In the lab two different methods of pressurising the liquid have been used — static

gas pressure forcing the liquid through the nozzle, and an HPLC pump pumping the liquid through.

The other element to consider when running the jet is what to do with the liquid after it has passed through

the nozzle. The two different pressurizing methods have different methods of dealing with the liquid, which

stem ultimately from whether the system as a whole has the ability to recirculate the liquid whilst the jet is

running. However there is a common element that can be dealt with before we turn to the specifics of the two

systems, which is the collector tip. The liquid after it has passed through the nozzle is then flowed into an

aperture in the tip of a cone, based on the design in Charvat et al. [52]. This aperture is larger than the one

in that paper, being around 500µm in diameter, which reflects the larger size of the liquid jet that needs to

enter it. However, this larger aperture allows more gas to backstream into the chamber, which can have the

effect of destabilising the liquid sheet, causing it to flap and spray all over the place. Due to this a second cone

with a much bigger aperture was added around the first cone (see Figure 4.6), which reduced the amount of gas

flowing from the reservoir back through the primary aperture.

4.5.1.1 Hydrostatic pressure driven system

The Hydrostatic pressure driven system is the simpler arrangement of the two, and is easy to set up and use.

As shown in Figure 4.7, a gas bottle is used to pressurise a 2 L reservoir of the liquid to be used. This forces

the liquid up through the nozzle, resulting in a liquid sheet jet. Anywhere between 2 and 5 bar of pressure can

be used to form the sheet, since as the nozzle quality degraded more pressure was needed to form a sheet of

similar dimensions. A new nozzle typically formed a nice sheet at around 2 bar pressure, but a severely worn

one might form a similar sheet at 5 bar, at which point the Reynolds number is almost certainly high enough

to lead to instabilities in the sheet [64]. Nozzles typically have a lifetime of a few months before reaching this

point. The pressure required for a sheet also depends on the pressure in the vacuum chamber housing the jet

— lower chamber pressure leads to a larger sheet for the same gas pressure.

Loading a liquid sample into this setup is somewhat more complicated than forming the liquid jet, as a large



112 CHAPTER 4. METHODS

Figure 4.6: An illustration of the idea behind the double walled collector. The white arrows represent the backflow from the

reservoir into the liquid jet target chamber, and the blue arrow represents the flow of the liquid into the reservoir. It is much

easier for the vapour to stream out of the outside collector than it is for the vapour to get out of the inner one, which lowers the

pressure differential between the reservoir and the vacuum chamber, and effectively prevents significant backstreaming out of the

inner collector, which can disrupt the jet. Unfortunately, depressing the pressure in the reservoir leads to significant evaporation,

so this system was only used when evaporation of the liquid was not an issue.

volume of sample needs to be loaded and as the reservoir is not designed to allow gas to escape (in fact it is

designed to not let gas escape) the excess gas in the reservoir needs to be removed by a vacuum pump. The

high pressure gas inlet is blocked off, and excess pressure over atmosphere is released via an outlet valve. The

reservoir is then evacuated to a very rough vacuum (around 1 mbar or so, depending on the amount of liquid

left in the reservoir — the vapour pressure of isopropanol is around 50 mbar at 20◦C, so this affects the ultimate

pressure possible in the reservoir a lot) and then the liquid is loaded in batches via a funnel and a tap (see

Figure 4.7), taking care to only allow in liquid, and not the lab air as well.

Due to this disruptive loading procedure it is not possible to recirculate the liquid whilst using this system

to create a liquid sheet. Reclamation of the used liquid is possible, as it is collected in a reservoir under the

chamber. However, a high vapour pressure liquid like isopropanol has a tendency to evaporate when stored in a

chamber that is exposed to vacuum, especially when the tap to the secondary aperture is open, allowing more

vapour back into the vacuum chamber. It often was not worth the effort of attempting to reuse the isopropanol

as by the time we came to try and reclaim it there was nothing left. One of the primary motivations for moving

back to the HPLC pump driven system was an attempt to avoid inefficiencies like this and the funnel loading

system, as we wanted to use a solvated molecule which was much more expensive than low grade isopropanol,

and reclaiming it in crystalline form from the reservoir is not ideal.

In the end, the big advantage of this system is its simplicity. It is easy to use (turn the gas on and the jet
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Figure 4.7: Illustration of the gas driven liquid jet system. Between 2 and 5 bar static pressure of inert gas (typically nitrogen) is

applied to a 2 litre steel reservoir, which then forces the liquid out and through the nozzle. The liquid is then collected in a storage

reservoir under the chamber, from which it can be collected and re-used. To refill the reservoir, the reservoir must be blocked off

from the gas and pumped out using a vacuum pump. The liquid can then be added via a funnel. This system can run for 2–3 hours

without needing a refill, but the need to stop to refill makes longer scans infeasible. The fact that the storage reservoir is exposed

to the vacuum also is a problem, as this leads to a lot of evaporation which raises the base chamber pressure and wastes sample.

comes out) and it is simple to maintain as the only points of failure in the three years it has been used have

been the nozzle itself, or the vacuum pumps if a large amount of liquid has made its way into them. With

a 2 L reservoir the jet can be run for around two hours before running out of liquid, which is enough for an

experiment that has a large signal to noise ratio.

However, the big disadvantage of this system is that it cannot recirculate. This means that either the

experiment can only last for two hours, or must be paused two hours in and then restarted, a tricky operation

that often requires re-optimisation of the jet position. This arrangement also requires a large volume of liquid to

be used, which is not only wasteful but could be a hazard and expensive as well. Ultimately it was a compromise

between the ideal system and a system that could be made to work quickly, and for that it worked admirably.

However, the ultimate aim of the jet was to do transient absorption measurements on solvated molecules, and

for that a more sophisticated system was needed. This hydrostatic system was used for the liquid jet harmonics

experiments, whilst the HPLC driven system was used for the transient absorption experiments.

4.5.1.2 HPLC driven system

This more complex system has been implemented twice, as mentioned above. It was the original system shown

in our paper [73], but when we tried to migrate it across to the laser lab the HPLC pump failed to build up
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sufficient pressure to recirculate the liquid. At the time we were unable to find the cause, and time pressure

encouraged us to press ahead with a simpler system. On reflection, the cause was probably that the lower

reservoir, where we were collecting the liquid for recirculation, was both sealed and too long and flat.

Inside an HPLC pump is a piston, connected to a chamber with two one way valves (see Figure 4.8). This

piston is driven in and out of the chamber by a cam. As it is drawn out it sucks liquid through one of the valves

into the chamber, and then as it is pushed back in it squeezes liquid out of the other valve, and onwards into

the system. It is a pump that is capable of driving relatively small amounts of liquid at very high pressure,

which is perfect for the original application of high pressure liquid chromatography. However, if the reservoir

the liquid is drawn from is sealed, the liquid will be prevented from entering the chamber as that would create

a vacuum, and if the reservoir is flat (or worse, actually underneath the pump as it was in this case) then there

is no gravity assistance for the liquid to be pushed into the chamber. Therefore no liquid is drawn up, and no

pressure is generated to push the liquid around the system.

Figure 4.8: Diagrams of the mechanisms of an HPLC pump (a) and a peristaltic pump (b). In the HPLC pump, a cam rotates

and pushes a piston in and out of a chamber. Liquid can only enter this chamber through the lower check valve, and can only

exit through the upper check valve, so the net effect of this motion is to pump liquid from below the pump to above it. Liquid is

prevented from entering the rest of the pump by a seal around the piston. In the peristaltic pump, the pump head rotates turning

a series of rollers which squash a flexible piece of tubing. As the roller moves around, liquid in front of it is trapped by the pinching

of the tubing, and is forced forwards. Meanwhile the tubing that was previously pinched by the roller opens up, and liquid behind

the roller is drawn into it in order to prevent a vacuum. Thus liquid is drawn into and pumped out of the pump head.

When the system was rebuilt, to avoid this problem we followed the solution of Riley et al. (who themselves

followed Charvat et al.) [47, 52]. The reservoir which the HPLC pump draws from is kept at atmosphere. This

ensures that the pump can always generate the required pressure to keep the system operating at full capacity,

whilst also having the beneficial side effect of being able to load the system whilst the jet is running. This is

fed by a peristaltic pump, connected to the primary aperture of the collector. A peristaltic pump works by
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squeezing a tube with a roller (see Figure 4.8). As the roller moves along the tube any liquid trapped inside

is forced along, whilst in the wake of the roller liquid is induced to flow to fill the gap. Whilst this pump

also suffers from the same problems that the HPLC pump does in respect to evacuated reservoirs, it has the

advantage of being smaller and less complicated. This has allowed us to position the peristaltic pump directly

below the collector, thus using gravity to directly feed the pump whilst simultaneously removing the liquid from

the evacuated region as soon as possible, to guard against evaporation.

The ease of recirculation also depends heavily on the vapour pressure of the liquid, For a low vapour pressure

liquid like water the rate of evaporation is slow, so a recirculation system will work inside a fairly broad range

of parameters as most of the liquid will reach the pump. However for a high vapour pressure liquid like the

alcohols we used the rate of evaporation is high, so if the liquid has to travel far to reach the peristaltic pump

due to the geometry of the vacuum chamber, then most of it will have gone by the time it gets to the pump,

rendering recirculation difficult.

Figure 4.9: Illustration of the HPLC driven recirculation system. Liquid is forced by the HPLC pump up and through the nozzle,

which is then collected and fed into the peristaltic pump. This pump then pushes the liquid into the atmospheric pressure reservoir,

from which it is pulled by the HPLC pump. A pulsation damping system consisting of a pressure guage and a length of corrugated

tubing is attached to the high pressure side in order to prevent pulsing of the jet [164]. This system should be much less vulnerable

to evaporation, as much less of the liquid is exposed to the vacuum at any one time. In addition, the reservoir can be exposed to

the atmosphere, allowing sample to be topped up whilst the experiment is running. It was also designed to be as small volume as

possible, to minimise the amount of whatever target molecule we are using that needs to be used. The three pressure regions are

shown on this figure by dashed lines — the areas with red dashed lines are at atmospheric pressure, the areas with blue dashed

lines are at high pressure, and the black dashed lines indicate the low pressure region of the pumping system.
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The system then has three pressure regions: 1) a high pressure one between the HPLC pump and the nozzle

where the liquid is driven to form the sheet, 2) a low pressure one between the nozzle and the peristaltic pump

where evaporation is an issue (especially if high value solute is used, as with evaporation there is always a risk

of the solute crashing out and crystallising on the walls of the chamber) and therefore this length is minimised

as much as possible, and 3) an atmospheric pressure region between the peristaltic and HPLC pumps, which is

where the liquid is stored and pumped from. All this is laid out in Figure 4.9.

An issue that arose in the original system was pulsation of the sheet due to the action of the HPLC pump.

The periodic squeezing of liquid in the chamber of the pump causes a periodic pressure variation, which was

reflected very visibly in the jet, which could reduce in size by up to a third. This was alleviated in both iterations

of the system using a technique proposed by Ventura et al. [164], which uses a length of corrugated steel pipe

with a pressure gauge at the end situated at right angles to the main feed pipe (see Figure 4.9). The idea is

that pressure fluctuations now have two directions in which they can travel, and the pressure gauge acts as a

damper to wash out the fluctuations that hit it. This is very effective at damping the oscillations (they are no

longer detectable with the naked eye, a big reduction). However, it adds complication to changing the sample,

requiring the pulsation damping system to be flushed out separately.

The main aim of rebuilding this setup, apart from and in fact dependent on allowing proper recirculation of

the liquid, was to reduce the volume of liquid inside the system as much as possible. This was done to reduce

both risk and cost, as the risk of exposure to dangerous chemicals and the cost of buying said chemicals both rise

with the amount of these chemicals necessary for the experiment. The total volume of the system is estimated

to be around 120 mL at most, which compares favourably with over 2L for the previous system. In addition the

loading funnel has been replaced with a Luer lock system for loading the sample with a syringe, which should

reduce spillage, lowering risk and cost further.

4.5.2 Integrating the liquid sheet jet with the vacuum system

Working at vacuum is necessary for the experiments reported in this thesis because light at the wavelengths

generated by HHG is very easily absorbed by all materials, including air. Therefore in order to have any signal

at all to detect it is necessary to house the experimental apparatus downstream of the HHG source in vacuum

chambers, which significantly increases the complexity of performing experiments. In particular, it presents a

massive headache when it comes to using liquid targets.

Unlike solids, the vapour pressure of liquids is usually much larger than the background pressure we would

like the vacuum chambers to be held at, leading to rapid evaporation of the liquid. On the other hand, liquids

are both denser and harder to pump with conventional vacuum pumps than gasses, leading to a rapid rise in

pressure due to this evaporation that is difficult to counteract by merely sticking a larger pump on the chamber

(although with a large enough pump this would work). A large rise in pressure, in addition to increasing the
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absorption of the soft X-rays, can also play havoc with sensitive vacuum optics by condensing on their surface.

The vacuum chamber therefore has to be able to keep the pressure in itself as depressed as possible, whilst

protecting fragile optics that are housed in adjacent vacuum chambers. These objectives are achieved using

a cold trap and differential pumping apertures respectively. Two different vacuum chambers were used for

these experiments (one for the liquid jet HHG and one for the liquid jet transient absorption) and whilst both

chambers were slightly differently set up, they are fairly similar in operation. I will therefore only discuss the

target chamber that was used for the transient absorption experiments, as I spent significant time designing

and building it for this purpose.

4.5.2.1 New target chamber

This chamber is a large six-way cross, with 13 1⁄4" diameter arms. One horizontal arm is taken up with the main

pump for the chamber, an Adaixen ATH1603M turbo pump by Pfeiffer. It has a pumping speed of 1400 L/s for

N2, and is backed by a Leybold Leyvac 80 screw pump, with a pumping speed of 22.2 L/s. Together they are

capable of achieving a base pressure in the chamber of mid 10−8 mbar (with no liquid present). In each of the

horizontal arms a breadboard is placed, for ease of use for placing diagnostics, stages and other useful things

inside the chamber. The flange on the arm opposite the turbo pump has a hatch with a large viewport attached

to it. Provided by Kurt J. Lesker, this hatch arrived to us slightly scuffed, probably due to rough handling

during shipping. Despite this it seals well, as the aforementioned base pressure is with the hatch attached.

The liquid jet assembly is mounted to the top flange of the chamber by an xyz-translation stage (Vac-

gen Miniax), and the collector assembly is mounted to the bottom flange by another xyz-translation stage

(Thermionics Northwest EC series). This allows us to translate the position of the jet with respect to the laser,

as well as realigning the jet position relative to the collector if necessary. A breadboard is mounted outside the

viewport with two cameras and a powerful LED mounted on it. One camera images the jet from an angle of 90◦

to the laser path, whilst the other one images it via a rectangular mirror from an angle that is almost parallel

to the beam path. Having images in both the yz- and xz-planes allows us to align the jet to the collector tip

with almost no difficulty.

4.5.2.2 Differential pumping

The formula for working out the conductance of a pipe in the limit of molecular flow (d · p̄ < 10−2 — the regime

in which we should be operating, where d is the diameter of the pipe and p̄ is the average of the pressures at

either end of the pipe) is [165]:

C = 12.1 · d
3

l
L/s,

where l is the length of the pipe. What this means is that in order to minimise the conductance between the

target chamber and other parts of the vacuum system that are sensitive to high pressure it is therefore important
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Figure 4.10: Cross section of the new chamber, showing the liquid jet nozzle housing, cold trap jacket and differential pumping

apertures. The laser propagation goes from left to right across the image. The two pipes either side of the left hand most chamber

are the differential pumping apertures in front of the jet, with a small chamber with a turbo pump attached between them to aid

in removing any gas that does get through. On the right hand side of the liquid jet there was no room to put a similar chamber, so

a small T-piece was mounted inside the chamber with an external turbo pump attached via a bellows, and the differential pumping

apertures were attached to that. Image adapted from a drawing by Clement Ferchaud

to minimise the diameter of the aperture, and to increase the length — i.e. in order to protect the integrity

of the vacuum in neighbouring vacuum chambers we needed to install thin pipes between them. We settled

on a pair of 3 mm inner diameter 4 cm long pipes with a small chamber between them on either side of the

target chamber as the best solution to this problem (see Figure 4.10). This set of specifications is sufficient to

maintain a large pressure differential between the chambers (under testing pressures of below 10−6 mbar were

observed in the chambers either side of the target chamber whilst the jet was running, with a pressure of around

10−3 mbar in the target chamber), whilst also remaining sufficiently open to allow for the laser to pass through

with a minimum of fuss.

On the side closest to the toroidal mirror (the left hand side in Figure 4.10, see section 4.7) this design fits

perfectly, however on the other side there was not sufficient room. This was due to the fact that the grating

used in the detector requires a distance of 56.4 cm from the source of the light to the grating in order for the

flat field to work optimally. There simply was no room for another chamber, it would have made the path from

the source (the jet) to the grating too long, so we mounted our differential pumping apertures on either side of

a T-piece, and attached a turbo pump to the T-piece, in a similar manner to the setup in Lorek et al. [166]. To

aid with alignment through all four differential pumping apertures the front aperture on the chamber was made

able to move normally to the laser propagation axis, to allow a certain degree of alignment of the differential

pumping onto the pre-existing laser path.
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4.5.2.3 Cold trap

Whilst we have the differential pumping sections to protect the vacuum optics in the adjacent vacuum chambers

to our liquid jet target chamber, they will not work if the pressure in the target chamber rises too high due to

the evaporation of liquid. In order to counteract this we have a cold trap, which is also mounted on the top

flange of the chamber, along with the liquid jet assembly. (This incidentally is how we made the target chamber

to be multipurpose — all the (admittedly bulky) liquid jet apparatus has been mounted on the top flange, so

to swap to a gas or solid phase experiment all that is needed is to exchange the top flange). The conventional

pumping on the chamber (turbo pumps backed by a screw pump) does not pump liquid vapour very well at all,

and the pressure in the target chamber with the jet running but without the trap cooled very quickly rises to

the millibar or tens of millibar range, even with all the pumps on.

The cold trap is a steel cylinder with hollow walls, 320 mm long, with an inner diameter of 73 mm and an

outer diameter of 122 mm. It can be filled with liquid nitrogen in order to function as a cryopump, ‘pumping’

the isopropanol vapour by freezing it to the surface of the trap. The difference between the temperature of

liquid nitrogen and the melting point of isopropanol is such that a very thick layer of ice can be formed before

the cold trap loses effectiveness all together (see Figure 4.11), although it does need to be topped up frequently

to maintain cryogenic temperatures and avoid the ice melting. After a couple of hours however the ice gets too

thick for the rate of freezing to outweigh the rate of melting and evaporation, and the pressure in the chamber

creeps steadily upwards.

The pumping speed of a cryopump where the proportion of molecules that hit the surface can be assumed

to be trapped is 100% can be estimated by [165]

S = A

√

RTG

2πM
,

where A is the inside area of the cold trap, R is the gas constant 8.314 J mol−1K−1, TG is the temperature of

the gas and M is the molar mass of the gas. Assuming that the liquid vapour has a temperature of 295 K

(roughly room temperature) the pumping speed of our cold trap is 3.42×103 Ls−1, which is just over twice that

of the turbo pump.

4.6 HHG from a liquid

The first experiment that was carried out using the liquid jet was high order harmonic generation from a liquid

sheet. Harmonic generation from gases is well known and understood, and harmonic generation from solids

is becoming better known and understood (see section 3.4). However, there has been little investigation of

high order harmonic generation in liquids. The first reported harmonics generated from a liquid was Zürl and
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Figure 4.11: Before and after image of a fill cycle of the cold trap. The ice can build to a fairly thick layer before the trap starts

to lose effectiveness. Images taken by Sebastian Jarosch.

Graener in 1998 [167], who generated up to the 7th harmonic of roughly 3µm light in chloroform, apparently

accidentally whilst attempting to probe its vibrational resonances. Subsequntly DiChiara et al. in 2009 [75]

generated harmonics from H2O and D2O with a 3.66µm laser in an attempt to follow this up and see if HHG

proper was possible in a condensed phase target. They did not observe any convincing sign of HHG — up to the

9th harmonic they could explain the generation as LHG, and the 11th and 13th harmonics were observed only

when the ionisation started to saturate, and were explained by indirect generation by wave mixing processes.

Heissler et al. generated high order harmonics by coherent wake emission from a cylindrical liquid jet in 2014

[79], but as this is a different mechanism to any form of HHG that we could generate it is not especially relevant

for our purposes. Kurz et al. in 2013 [77] and Flettner et al. in 2003 [76] both generated high order harmonics

in water vapour produced by vapourising water droplets with a second laser. Again, as this is gaseous water it

is not especially relevant for investigating the properties of liquid HHG. However, it is interesting to note that

one of the reasons given by Kurz et al. for using the droplet setup is that they believed that recollision HHG

would be damped out by the density of a liquid phase sample [77], a sentiment echoed by DiChiara et al. [75].

Finally, during the course of the experiments I will present here Luu et al. published a paper detailing their

attempts at generating high order harmonics in a thin liquid sheet [82]. Unlike the others above, and similar

to the results to be presented in Chapter 6, Luu et al. do find the signature of the HHG mechanism in their

results, although there are some important differences to our results. This will be discussed further in Chapter
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6.

In the light of the above background (excepting Luu et al.), we decided that a good use for our liquid sheet

jet would be to attempt to generate high order harmonics from it. After all, we have a lot of experience with

HHG from gasses, both atomic and molecular [40, 168], so if it was possible to generate high order harmonics

then we should be able to do it. The laser scheme we use for generating high order harmonics is relatively

simple and was easily adapted to generate harmonics from the liquid target, with the overall layout as indicated

in Figure 4.12. The broadened pulses from the hollow core fibre are compressed by a pair of fused silica wedges

and then focused by a 50 cm focusing lens into the liquid jet, which is kept at 90◦ to the laser propagation

direction. An iris is kept partially closed in front of the chamber to clean up the beam and reduce intensity,

which is important due to the ease with which large amounts of plasma can be generated. This is easily visible,

as the plasma is shot backwards into the vacuum chamber as a large white plume. There is typically a small

‘sweet spot’ in intensity just before the plume starts to form, where the maximum number of harmonics can be

obtained but increased plasma doesn’t disrupt the phasematching of the generation.

Figure 4.12: Diagram of the experimental set up used. The spectrally broadened pulses from our hollow core fibre are compressed

to around 12 fs by a fused silica wedge pair. The waveplates in the dotted line are not always present, but are used in some

experiments to alter the polarisation of the pulses. The beam is then focused into the jet to create harmonics. The iris just before

the chamber is used to clean up the beam and reduce the intensity to the optimal point. There is then a filter wheel (not shown)

containing several metal filters to block the fundamental beam. The harmonics generated are spatially separated by a flat field

grating, which projects photon energy (in the region we are interested in) onto space, with a multichannel plate/phosphor screen

to pick them up.

Having observed harmonics that bore the signatures of HHG, the next step was to test their properties. As

discussed in section 3.4 there are two possibilities for condensed phase HHG, an intra-band mechanism based

on Bloch oscillations, and an inter-band mechanism analogous to the recollision model in gaseous HHG. The
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difference between them should show up in a scan of CEP — intra-band oscillations generate all frequencies

up to the maximum at all points in the laser cycle, whilst the inter-band recombination should have a similar

CEP dependence to gas phase HHG [20, 110]. Solid phase HHG scales linearly with the amplitude of the

electric field, whilst gas phase HHG scales linearly with the intensity of the electric field, due to the fact that

the electron is still bound in a conduction band in the solid, so it can only be given the momentum that the

conduction band allows it to have. In the continuum the electron is not so restricted, and so can receive the

full ponderomotive energy. The scaling of the cutoff energy with increasing intensity should then be able to

tell us whether liquid phase harmonics are more solid or gas like. Finally the ellipticity dependence of HHG

reveals the extent of delocalisation of the ground state of the electron. A priori we would not expect there

to be significant delocalisation of the ground state, as that would seem to require a fixed relationship between

isopropanol molecules when one of the contrasting features of a liquid vs a solid is the lack of any local ordering.

However, on the time scales of our driving laser the nuclei hardly move at all, so it is not clear on this basis

whether there should be much difference between a liquid and an amorphous solid. In addition Panman et al.

have suggested that alcohols may be more locally ordered than may otherwise be suspected due to their ability

to form chains of hydrogen bonds [169]. All of these were measured, and the results will be discussed in Chapter

6. Here the procedure followed in these experiments is outlined.

4.6.1 CEP scan

The CEP scan is the easiest to describe, as it requires no extra optical components. As established in section

3.3.4, the CEP of the idler is consistent pulse to pulse, but its actual value at any point along the optical path is

arbitrary and depends on the path length, dispersion and other factors. It is therefore possible to scan through

2π radians of CEP at the focus of the pulse by progressively adding or removing small amounts of glass to the

beam path, thereby changing the dispersion by a small amount each time. The easiest way to do this is with a

pair of wedges, such as the fused sillica ones being used to compress the pulse. As covered in section 3.2.1, the

group velocity (speed of the envelope) and the phase velocity (speed of the propagating electric field) are not

usually the same. As the effective length of the path taken through a material of refractive index n by a pulse

of light is the thickness L multiplied by n, the change in CEP due to the glass is

∆CEP =
2πL

λ
(ng − np),

where λ is the wavelength of the light, and ng and np are the effective refractive indices experienced by the

envelope and the carrier respectively. In fused silica at 1.8µm the refractive indices for the phase velocity and

group velocity respectively are ng = 1.4648 and np = 1.4409 [170], which leads to an additional thickness of

77µm to add 2π radians to the CEP. The group delay dispersion due to this extra thickness is around −5 fs2,
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which leads to a negligible amount of broadening of the pulse.

The wedges are therefore scanned backwards and forwards over a range large enough to give the required

2π radians of CEP, whilst the CEP is being actively stabilised with the 2f–3f interferometer. The detector is

set to observe the cutoff harmonics, which can be observed to move with a π radian dependency.

4.6.2 Intensity scan

In order to observe the effects of changing the intensity of the electric field on the harmonic cutoff two methods

were used, closing the iris in order to clip the beam and using a waveplate and a polariser to vary the intensity

according to Malus’ law. Two methods were used because it was not clear that either of them would give the

effect of changing the intensity uncoupled to any other effects. Aperturing the beam to clip the outlying energy

and so decrease the intensity adds no extra dispersion to the pulse, but it does add diffraction effects which

change the pulse profile and so change the focus geometry, whilst using the half waveplate-polariser technique

maintains the integrity of the pulse spatial profile, but adds a lot of extra dispersion to the pulse, affecting the

pulse duration. Using both techniques should provide a good correction for both of these effects — if the same

relationship is seen for both measurements then we can have confidence in it.

4.6.2.1 Intensity scanning via a variable aperture in the beam

The iris scan was performed by partially closing the iris in front of the chamber in order to clip the beam. The

power of the beam after it was clipped by the iris was measured, and was used to determine the extent to which

the iris was closed — we aimed for an even spread of powers. The beam was then focused into the jet, and the

harmonic spectrum at each power was recorded. Because the iris reduces the power by progressively clipping

more and more of the beam, the calculation of the intensity of the beam at the focus not only has to include

possible dispersion effect of the optics and liquid vapour in the chamber, it also has to account for the changing

focus shape due to this diffraction. In order to simulate this, we multiplied a Gaussian pulse distribution with a

circular mask representing the iris aperture, and then Fourier transformed the resulting distribution to obtain

the focus spatial profile. From this we can obtain the peak intensity of the apertured beam in the absence of

dispersion. The effect of dispersion is then included by considering the group delay dispersions (GDDs) of the

optics the beam propagates through, which stretch it a little bit to around 15 fs.

4.6.2.2 Intensity scanning via waveplate and polariser

The waveplate scan was performed using a half waveplate and a wire polariser. First of all the orientation at

which the light was aligned along the polariser was found by rotating the waveplate such that the power coming

through the polariser was at a maximum. Subsequently the waveplate was then rotated in small steps until the

intensity was sufficiently low that no harmonics were observed.
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The half waveplate is made of a 2.67 mm thick mixture of layers of quartz and MgF2, which has a GDD

of around −140 fs2 at 1800 nm and will stretch the pulse to around 33 fs. Along with the other optics in the

system, this will reduce all the intensities at the focus by a factor of around 1
3 due to the increased pulse length

and correspondingly decreased peak power. We have therefore ended up with two intensity scans that probe

different intensity regimes — the iris scan which probes the intensity in wide steps between massively overdriven

harmonics to the threshold where no harmonics are produced at all, and the waveplate scan which probes the

intensity in much finer steps in the lower intensity regime.

4.6.3 Ellipticity scan

The ellipticity scan was performed using a quarter waveplate. As discussed in Chapter 3 this can convert the

polarisation of light from linear to circular or elliptical, depending on the angle of the fast axis to the linear

polarisation of the beam. The initial angle of the waveplate was set by observing the angle which gave the

maxiumim harmonic signal (which was assumed to occur when the polarisation was linear), and then it was

rotated such that the ratio of the minor to the major axis was varied from 0 (linear) to around 0.2, after which

point no more harmonics could be observed. The ellipticity dependence of the signal was found by observing

the dependence of the intensity of each harmonic on the angle of the quarter waveplate. The quarter waveplate

is thinner than the half waveplate, at 1.4 mm thick, and it has a GDD of around −60 fs2 at 1800 nm, and will

stretch the pulse to only around 18 fs, which meant that the intensity at the focus was more similar to the

unstretched intensity and allowed us to observe higher energy harmonics than we were able to in the intensity

scans.

4.7 X-ray spectroscopy of solvated molecules

In order to perform X-ray spectroscopy of solvated molecules we need to generate X-rays (using our HHG

apparatus), and we need to be able to deliver solvated molecules to the interaction region via our liquid jet

apparatus. Over the course of this experimental run we encountered a number of issues, which I will discuss

more fully in the next chapter, so here I will outline the plan for this experiment and leave the modifications to

the next chapter.

In order to investigate electronic and nuclear dynamics on their characteristic timescales it is necessary to

be able to resolve a time delay on a finer timescale. In practice the way this is done is by doing a pump-probe

experiment, as discussed in Chapter 1. The time resolution of such an experiment is in theory only limited

by the temporal width of the optical pulses used, although in practice many other factors can limit this. Our

HHG beamline was set up for performing pump-probe experiments, as shown in Figure 4.13. For these initial

absorption experiments we were not using the pump arm of this set up, only the probe arm to generate the
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X-rays for our spectroscopy measurements.

The probe pulse is generated by HHG in a neon gas cell. The gas cell is a hypodermic needle that has been

crushed at the end and glued to form a gas tight seal. The needle is attached to a pipe which is fed Ne gas via

a regulator. In order to ensure the integrity of the vacuum in the chamber in which the needle is mounted, a

two stage differential pumping jacket is used to house the needle [40, 171], which is shown in an insert in Figure

4.13. It consists of two stainless steel jackets, one nested inside the other, with perspex windows with a hole

for the laser to pass through. The inside jacket is directly pumped by a screw pump of a similar specification

to that used to back the liquid jet target turbopump. This pumping ensures that the pressure in the outside

jacket is below 5×10−1 mbar, whilst the pressure in the needle is on the order of several bar. The outside jacket

is pumped by a small turbo pump, which is enough to ensure the main chamber in which the needle target

assembly is housed can be maintained at below 1 × 10−4 mbar with the gas needle in operation. In order to

allow the gas to flow (and the laser to propagate through the gas), the laser is used to drill a hole through the

needle. This avoids problems of aligning the laser to a pre-drilled hole, and ensures the hole is only ever as big

as it needs to be.

The driving pulse is the same pulse from the hollow core fibre that was used for liquid HHG in section 4.6.

It is compressed with fused silica wedges, and steered into the needle target with a motorised mirror inside the

vacuum chamber. The compression and pointing of the driving beam is optimised by observing the harmonics

produced on the spectrometer, with no sample present. The assumption on a day to day basis is that a spectrum

with the highest cutoff possible, high flux and no visible harmonic peaks indicates that an isolated attosecond

pulse has been generated. In particular the lack of harmonic peaks is a key indicator, as the more pulses there

are in a pulse train, the more the frequencies in the pulses show up as distinct peaks. The lack of such peaks

is an indicator that there are not many, or only one pulse generated. However, none of these heuristics are

conclusive, and so additional checks will need to be made, such as a CEP scan (if the driving pulse is long

enough to generate a pulse train then varying the CEP should not affect the spectrum).

After the pulse is generated it passes through a hole that has been drilled in a mirror, and is focused into

the target by a toroidal mirror. This mirror is a section of a torus which can focus light that impacts it at a

grazing incidence, in our case 5◦, with a focal length of 1 m. Having passed through the target, the focus is

then imaged by the flat field grating onto the XUV camera as described in section 4.4 above.
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Figure 4.13: The experimental layout of our pump-probe system, including a proposed pump generation line based on the existing

layout. The pump beam would be taken directly from our 800 nm laser system, bypassing the OPA system. It then would used

to generate 267 nm via third harmonic generation in either a crystal or a gas cell (represented as a black box on the figure). The

fundamental beam would then be removed by a set of dichroic mirrors from Eksma coated specifically to reflect 267 nm and transmit

800 nm whilst adding as little dispersion as possible. These dichroic mirrors could also be used as a delay stage, if no delay stage

is able to be placed before the third harmonic generation. The probe beam is generated in a gas needle target by the compressed

1800 nm idler beam. Insert a shows a needle target after use with the hole drilled in it by the laser, whilst insert b shows the

double differential pumping jacket used to keep the pressure in the chamber down whilst gas is running through the needle. Inserts

a and b are taken from [40]. The idler is removed by a thin metal filter, and then the HHG and UV beams are combined by a

UV-enhanced aluminium holey mirror, which is a mirror with a hole in the center. This ensures that the HHG and UV beams are

colinear, which greatly eases the alignment of the rest of the system. The beams are then focused at grazing incidence (5◦) by

a toroidal mirror into our liquid jet target (shown in insert c). The X-ray absorption spectrum is then detected by our flat-field

spectrometer.

The two molecules we used were an organic molecule called 2-Aldrithiol (dissolved in ethanol) and NaCl

(dissolved in water) — for more details of why we used these molecules see Chapter 5. In order to be able to

switch back and forth between pure solvent and solvent plus solute we installed an extra reservoir and attached

it to the HPLC pump via a three way valve, so that we could select whether the pump was pumping from the

recirculating system (which had the solute in it) or the extra reservoir with the pure solvent. We also used this

system to switch between ethanol and water in some of the measurements reported in Chapter 2, and from the

time it took the jet to change dimensions after making the switch we estimate that it took around 8 minutes

for the new liquid to make its way to the jet, due to the lengths of the tubes involved.

Whilst we were taking measurements we were careful to record spectra with solute and no solute, as well as
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spectra without the jet present at all. Ideally these would have been taken with the X-rays passing next to the

jet whilst it was running, to account for absorption due to vapour, but this proved practically challenging so

we settled for measurements before and after the jet had been switched on.

Another challenge was aligning the jet to the X-rays, especially initially. As there was no visible sign that

the X-rays were striking the jet we had to align on a decrease in the overall flux of the X-rays. However, as the

signal from the X-rays was fairly weak during this experimental run we had to integrate for 30 seconds to get a

usable signal, which is not a response time that is easy to use to align anything. In the end we used the green

alignment laser to place the nozzle holder into the beam path, then raised the jet apparatus so that the sheet

was in the place the nozzle holder was, and then switched back to using the main laser to generate harmonics.

4.8 Conclusion

We constructed and installed a new target chamber, designed by myself in collaboration with others, into

our HHG XAS beamline. We installed our flat liquid jet source inside it, and were able to run this jet with

a rough vacuum (~1 × 10−3 mbar) inside the chamber, whilst maintaining high vacuum in the surrounding

chambers (~1 × 10−6 mbar) due to differential pumping sections. We were able to use this jet as a source for

high harmonic generation, and we were also able to use it as a target for X-ray absorption spectroscopy, albeit

with some difficulty. We now turn to the results of these two experiments, starting with the X-ray absorption

spectroscopy.
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Chapter 5

Towards X-ray transient absorption in

a liquid

5.1 X-ray transient absorption overview

Since the field of femtochemistry was made possible in the 1980s by advances in ultrashort laser technology,

researchers have sought to observe chemical reactions on the shortest possible timescales [3]. However, the

processes that can be directly observed by these techniques are limited by the energies of the photons that can

be generated by these lasers. The recent advent of ultrashort pulse X-ray sources has allowed experimentalists to

access the element specific electronic and structural information contained within X-ray absorption spectroscopy

(XAS, see Chapter 3) on a timescale limited only by the length of the X-ray pulses themselves [172]. The most

common technique used is pump-probe (see Chapter 4), where an optical pump initiates the dynamics, and the

X-ray pulse arrives after a variable delay allowing us to map out the dynamics over the time range of the delay.

Initially the shortest X-ray sources available were synchrotrons (circular electron accelerators, which store

electrons by accelerating them round in a circle at relativistic speeds, and then generate X-rays by causing a

sudden change in direction in the electron bunch), which are able to make pulses as short as 30 ps. These pulses

can be ‘sliced’ — where the energy of the generating electron bunch is modulated by a femtosecond laser pulse

so that the X-ray radiation is released within as short a window as possible. This leads to the ability to make

pulses as short as 100 fs, although some fluence is sacrificed [173]. Due to this pulse length limit studies carried

out at synchrotrons were not able to observe very fast electron rearrangements, as even the femtosecond sliced

pulses were unable to resolve the fastest dynamics [6]. Charge transfer and fast nuclear motion such as ligand

rearrangement can take place on a timescale of tens or even single femtoseconds [174]. However synchrotrons

have been around for much longer than the new alternatives (the first synchrotron was built in the 1940s), so

for a long time they were the gold standard and they continue to be used for longer time scale experiments as

129
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a lot of them have been built, so they are relatively accessible.

Progress in X-ray free electron lasers (XFELs) and lab based techniques have now led to studies with much

shorter time resolution being feasible. The lab based technique that we use is HHG, which has been described

in greater detail in Chapter 3, and which is now being used in time-resolved experiments with resolutions of

single femtoseconds [27]. XFELs work in a similar way to synchrotrons (quickly changing direction of relativistic

electrons to generate X-rays), but the electron bunch is accelerated linearly instead of in a ring. It then is wiggled

side to side by magnets, generating the X-rays. This configuration allows the X-ray pulses to be shorter and

brighter than those from synchrotrons, and using a similar technique to slicing the synchrotron beam (known

as XLEAP), XFELs are now capable of delivering pulses with a time resolution of less than 1 fs [11].

Whilst synchrotron and XFEL sources are sufficiently bright that absorption rates are not a problem when

working in a condensed medium, HHG sources are a different story. The soft X-rays generated by the HHG

source are very readily absorbed by the target, and so the thickness of the target quickly becomes an issue to

any XAS experiments performed with this source, and especially transient absorption experiments where the

signal that is being sought can be only a small change in an already small feature. If the limiting factor of the

experiment is the photon flux, then a large background absorption will decrease this already limited resource,

lowering the number of photons that can be absorbed by the target of interest and so decreasing the signal

obtained.

On the other hand, an advantage that our method of HHG XAS has over XFELS and synchrotrons is that

we can detect a very broad bandwidth simultaneously. At these large-scale X-ray sources the normal mode of

operation is to monochromatize the X-ray beam, measure the absorbance at each energy, then move on to the

next energy and repeat. This can stretch the pulse duration, and in addition leads to problems of comparison

where one has to be careful to ensure the delay points measured at each energy are the same so as to allow

sure conclusions to be drawn. Our measurements have no such problems, as with the correct calibration of

detector position and grating angle we have the ability to observe multiple absorption edges simultaneously,

whilst preserving the duration of the X-ray pulse entering the interaction region.

As indicated in Chapter 1, the sample state of principal interest to ultrafast chemistry and biology is the

liquid phase (which for our purposes includes solutions and suspensions), and so therefore being able to bring

TR-XAS techniques to bear in a liquid sample would represent a big step forwards in being able to observe

ultrafast reactions in as close to their natural state as possible. We therefore designed and built a thin liquid

sheet jet, which is thin enough to allow sufficient transmission of XUV radiation for a signal to be observed

(details in Chapter 2). We then designed and built apparatus to enable this jet to be run in the vacuum

conditions required for XUV radiation transmission (details in Chapter 4).

Figure 5.1 shows the signal generated by our HHG source during the measurements in this Chapter. It was

not the highest flux recorded during the time of performing these experiments, but it was recorded on the same
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Figure 5.1: X-ray spectrum recorded during the X-ray absorption experiments detailed in this chapter. This spectrum was obtained

by integrating for 30 seconds. The two absorption features around 180 eV are the Zr M4 and M5 edges, from the filter that we

use to block the IR beam after the harmonics have been generated. The x-axis has been calibrated by taking a measurement of

poly-3hexylthiophene (P3HT), and fitting a line to the known energies of the observed absorption features (see insert)

day as the data presented in this Chapter and therefore is as accurate a record of the flux in these measurements

as can be presented. The maximum number of photon counts at a given energy recorded in 30 s is around 185.

If the quantum efficiency of the camera is around 90% [21], this amounts to approximately 7 photons per second

per pixel at the most. This is several orders of magnitude lower than the synchrotron and XFEL sources, but

it is also several orders of magnitude below the previously reported flux in our beamline [21].

In this Chapter I will outline our preliminary attempts to obtain X-ray absorption spectra of solvated

molecules, what problems we encountered along the way and what lessons we can take from these issues to

enable us to perform these experiments more succesfully in the future.

5.2 Target molecules

We had identified two candidates as target molecules for these experiments, Aldrithiol and NaClO. Our criteria

for deciding on the targets were based on several things. We considered the availability of the target molecule,

as well as its toxicity to humans, as our liquid jet system is not yet as efficient as we would like and so the loss

of target is quite likely. Therefore a rare or toxic target would be an unwise idea, as a rare target would be

difficult or expensive to get hold of, so wasting it to inefficiencies could prove financially unsustainable, and a

target that is sufficiently dangerous would pose an unacceptable risk to experimentalists in the event of a leak.
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We also considered the dynamics that it was possible to induce in the target. In our lab we have developed

a few-fs tuneable deep UV source based on resonant dispersive wave emission [175]. Our plan was to implement

this system as a pump source that could induce dynamics in many different organic systems (as most of them

have a resonance in the deep UV) without the loss of time resolution that would be caused by the stretching

induced by a birefringent crystal if the pump was generated by third or fourth harmonic generation from our

800 nm beam. We would also have the flexibility to tune our pump beam to exactly the resonance we wanted

to excite.

Both Aldrithiol and NaClO have fast electron rearrangements upon excitation, the outcomes of which will

drive the slower dynamics of the molecule, and ultimately the final outcome of the reaction. Although we were

initially aiming just to do an X-ray absorption measurement, our choice of targets was informed by the desire

to make a time-resolved measurement in the future.

5.2.1 Aldrithiol

The first target we tried was an organic molecule called 2,2-dithiodipyridyl, otherwise known by its brand name

Aldrithiol. Aldrithiol, shown in Figure 5.2, consists of two pyridyl rings joined by a disulfide bridge. The

cleavage of disulfide bridges has attracted some interest in the ultrafast experimental community recently, due

to their biological relevance [9, 176–178]. Our HHG beamline should be able to resolve the electron dynamics

involved in this bond cleavage, as shown by Schnorr et al. [9], and we believe that the dynamics involved would

be more similar to that experienced in a biological system.

Figure 5.2: A drawing of Aldrithiol-2. The 2 refers to the fact that the nitrogens in the pyridyl ring are in the 2 position rather

than the 4 position, which is a different molecule which is also available. The convention of numbering the positions starts by

counting round from the carbon attached to the ‘highest priority’ group (in this case the sulfur). Thus the nitrogen is right next

to this carbon, so position 2. Position 4 would be the para position, opposite to carbon 1.

As Aldrithiol has a delocalised π-system the radical monomer should be somewhat more stabilised, which

should lead to longer recombination times and possibly some charge transfer around the ring which we could

observe. As biological disulfide bridges are found in proteins (which tend to have large π-systems, capable of
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stabilising radicals), this behaviour should reflect the cleavage of those disulfide bridges better than dimethyld-

isulfide (two methyl groups joined by a disulfide bridge — the target Schnorr et al. investigated) while still

being small enough for the electron dynamics to be tracked. It would also allow us to observe in real time the

effect of the aromatic ring when a radical is formed.

The fact that our sample is dissolved in ethanol (at 150 mM concentration) will almost certainly play a large

part in the observed dynamics as well, as it would in a biological sample (although the presence of a protein is

very capable of altering these things again, and the solvent in that case would be water). The solvent certainly

will play a large part in the recombination of the radicals, as if the radicals end up in a solvent cage with

each other then they will almost certainly recombine back to the dimer. However if the two radicals end up

in different solvent cages then there is little chance of them recombining, especially if the solvent reacts with

the radical readily rather than merely stabilising it. We were also planning to analyse the solution after an

experimental run, which could have provided us with some more clues with which to make a complete picture

of the dynamics in solution.

5.2.2 NaClO

The second target molecule was the ClO− ion. In the choice of this molecule we were inspired by a paper by

Lim, Gnanakaran and Hochstrasser [179], in which the authors perform a UV pump, UV probe experiment

on this molecule, with a time resolution of around 120 fs. They observe a sharp peak in the (UV) transient

absorption data with a width of around 60 fs, and then a fast and slow decay channel (2̃30 fs and several ps

respectively) corresponding to the dissociation or not of the ion.

Our UV source should be able to offer much higher time resolution than this, and as we have access to X-ray

spectroscopy as well we could obtain multiple sets of data in the UV and at the Cl L-edge which could correlate

into a much finer time resolution than previously achieved. In particular it would be interesting to observe what

occurs during the first 60 fs, as it is on this timescale that the negative charge of the molecule needs to shift to

the O from the Cl, and the solvent cage is supposed to rapidly disappear as a result.

This molecule was our second choice, as it required an aqueous environment and is also a strong base. This

would have led to practical difficulties, as we need to avoid corrosion and the health hazards associated with

this molecule make handling much harder. The aqueous jet was also relatively new at this stage, so we preferred

to use a target that had successfully run in vacuum before.

5.3 Challenges of performing XAS on a liquid sheet jet

Unfortunately, we never managed to bring these planned experiments to a satisfactory conclusion in the time

we had available due to several problems encountered during the course of this experimental run. As already
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noted in this thesis, obtaining a stable liquid sheet jet in vacuum is a significant challenge on its own, and we

were unable to solve the additional challenges presented by using this target to perform precise measurements

of X-ray absorption on solvated molecules in the time we had allotted for this experiment. However, we did

learn a lot about the process of performing such an experiment with this type of target, which hopefully will

enable us to build on this platform and perform an experiment similar to these in the future.

We faced three major challenges in the course of attempting these experiments — poor signal, an unstable

jet and contamination of our vacuum system by the sample molecule. I will explain how we encountered these

three challenges and what we did to try and overcome them. Then in the conclusions section I will outline what

we could have done differently to avoid these challenges, and some potential improvements to the experimental

system which could be tried in the future.

5.3.1 Signal to noise ratio

This was the first challenge that we encountered. The sample used during this experimental run was Aldrithiol

dissolved in ethanol. We ran the jet with just ethanol, and then with ethanol containing 150 mM Aldrithiol (4%

by mass) in order to obtain a differential absorption spectrum.

Figure 5.3: The average transmittance of our ethanol sheet. The spectra taken in transmission were averaged, and then divided by

the spectrum taken in the absence of the target, shown in Figure 5.1. The shaded area is the standard deviation of this average

transmittance. The inset shows data from Henke et al. [42] showing the expected transmittance of a 1.5 µm thick sheet of ethanol

— it corresponds fairly well to our measured transmittance.

Figure 5.3 shows the transmittance spectrum of our thin flat ethanol jet. By comparison with the Henke

data we estimate the jet thickness to be around 1.5µm, which accords with the other measurements we have
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made. Already with a relatively thin jet we see a very large amount of absorption, especially at lower energies.

As mentioned above this large absorption background makes these experiments much harder, because we are

already limited by the amount of flux our HHG source produces. If a large proportion of these photons are

absorbed by the solvent then the flux that the solute ‘sees’ will be reduced by this proportion, further reducing

the signal.

Figure 5.4 shows both the transmittance of the jet containing Aldrithiol, and then the ratio of this spectrum

and the average ethanol spectrum. In both differential spectra there is a broad peak between 160 and 170 eV.

This is in roughly the correct place for it to be the signal that we are looking for (see Table 5.1 and Figure 5.5),

but it is so weak and broad that we cannot draw any firm conclusions from its presence. There is certainly no

sign of any absorption peaks in the transmittance spectra on their own.

Figure 5.4: Transmittance spectra of the jet with 150 mM of Aldrithiol inside. a) and c) are two different experimental runs, and

b) and d) are the difference of Figure 5.3 and a) and c) respectively (subtracted in this way so as to make the signal positive).

The two sets of data were taken under slightly different conditions (we took a break in the middle to stabilise the jet), so I have

presented them seperately. Regardless, both difference spectra show a peak between 160 and 170 eV. This is at the correct energy,

but it is very weak and washed out.

In an attempt to understand why the signal is so weak we calculated the oscillator strengths of the transitions

we were hoping to excite in the Aldrithiol. My colleague Jacob Lee calculated them using the ADC(2) method
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with core valence separation.

Energy (eV) Oscillator strength Character

226.328 0.031 2s → σ∗
CS

224.149 0.051 2s → σ∗
SS

169.189 0.006 2p → σ∗
CS/ryd.

167.178 0.021 2p → σ∗
CS

166.982 0.013 2p → σ∗
CS

166.981 0.013 2p → σ∗
CS

164.952 0.015 2p → σ∗
SS

164.834 0.009 2p → σ∗
SS

Table 5.1: Oscillator strengths of transitions in aldrithiol. Oscillator strengths of calculated transitions of the same energy have

been added together. The top two transitions are from the S 2s orbitals to the SS and CS σ* orbitals, whilst the bottom six are

from the S 2p orbitals to these σ* orbitals along with a Rydberg state that also had some CS anti-bonding character. The energy

splitting can be attributed to spin-orbit coupling and the p orbitals being less core-like than might otherwise be assumed.

The oscillator strength is a measure of how likely a particular transition between states is, defined as the

ratio of the absorption rate of the system to that of a classical single electron oscillator [180]. In this case the

transitions are between n=2 orbitals and the σ* orbitals of the sulfur sulfur bond and sulfur carbon bonds in

Aldrithiol. The oscillator strength is related to the absorption cross section of these transitions by

∫ ∞

−∞
σabs(ω) dω =

πe2

2mecǫ0
fabs (5.1)

where σabs(ω) is the absorption cross section at frequency ω, e is the charge on an electron, me is the mass of

an electron, c is the speed of light in a vacuum, ǫ0 is the permittivity of the vacuum and fabs is the oscillator

strength of the absorption.

The absorption cross section at frequency ω can be expressed as [181]

σabs(ω) =
q2

4mcǫ0

γ

(ω − ω0)2 + (γ/2)2
, (5.2)

where ω0 is the resonant frequency of the transition in question, q and m are the charge and mass of the

oscillating particle respectively and γ is a damping constant reflecting the lifetime of the state. In what follows

I treated this as just the core hole lifetime of the sulfur L-edge (around 6.6 fs [182]).

The oscillator strength as mentioned above can be thought of as the ratio of the oscillation rate of the system

with that of a classical single electron oscillator, which can be expressed as

fabs =
(me

m

)(q

e

)2

(5.3)

We can therefore express the absorption cross section in terms of the oscillator strength as
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σabs(ω) =
e2

4mecǫ0

γ

(ω − ω0)2 + (γ/2)2
fabs. (5.4)

The intensity change due to absorption of species i is given by the Beer-Lambert law

Ii(ω) = I0(ω)e−niσabs,i(ω)L, (5.5)

where Ii(ω) and I0(ω) are the final and initial intensities at frequency ω respectively, ni is the number density of

species i and L is the length of the medium through which the flux passes. The absorption of multiple species

can be accounted for by adding the exponents, or equivalently multiplying the transmittances (the exponential

part).

A concentration of 150 mM is equivalent to 150 mol m−3, which can then be converted to number density by

multiplying by Avogadro’s number. The jet is 1.5µm thick, and the frequency dependent cross section can be

calculated using the above method. This gives us the tools to calculate the expected transmittance spectrum,

which is shown on panel a) of Figure 5.5.

Figure 5.5: Panel a) shows the projected intensity of the ethanol + aldrithiol mixture, calculated by multiplying the measured

ethanol intensity profile by the calculated transmittance of aldrithiol. Panel b) shows the result of the product of Figure 5.3 and the

calculated transmittance of aldrithiol. The absorption cross sections in both panels were convolved with a Gaussian with FWHM

of 0.5 eV to account for the resolution of our spectrometer. Panel c) shows the calculated signal to noise ratio of these peaks for

the flux shown in Figure 5.1.

Panels a) and b) suggest that we had used a sufficient concentration of Aldrithiol in order to see a signal

— there should be a significantly greater chance of a photon being absorbed at the peak energies than there

is when only ethanol is present. To explain why there was no signal the suspicion therefore then turns to our

flux — were there enough photons in those 30 seconds for the absorption of the solute to have produced a

discernable signal?

The signal that we are looking for is an increase in the ratio Ieth

Isample
, which indicates the presence of extra
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absorption due to the sample. This can be expressed as [183]

S =
∂Ieth/Isample

∂σ(ω)
∆σ(ω) = ∆σ(ω)L

Ieth

Isample
, (5.6)

where ∆σ(ω) is the change in absorption cross section due to the addition of the sample. The noise can be

expressed using poissonian statistics as [183]

N =
Ieth

Isample

√

1

Ieth
+

1

Isample
. (5.7)

The ratio of the signal to the noise is then easily obtained (using the Beer-Lambert law to express all intensities

in terms of the incoming photon flux) as

SNR = ∆σ(ω)L/
√

1

I0e−σ(ω)L
+

1

I0e−(σ(ω)+∆σ(ω)L
. (5.8)

The results of this calculation with I0 taken from Figure 5.1 are shown in panel c), which roughly agrees with

the simulated results in panels a) and b). According to these calculations we should have seen a much clearer

signal than we did.

A possible reason for this is instability of the jet, which may have smeared out the signal. The jet was not

very stable on the day that we took this data. We know from other groups that jet instabilities can give you a

very bad resolution on the absorption features from the jet itself.

It is also possible that the simulated absorption features are overestimating the strength of the signal -

possibly the absorption cross sections are smaller than calculated, or the lifetime of the excited states is longer

than anticipated due to stabilisation by neighbouring atoms.

Finally the flux from our HHG beamline was quite poor during this experiment. Comparing the flux in

Figure 5.1 to historical measurements for this same beamline (for instance in a recent thesis by Douglas Garratt

[21]) shows that the flux that we were using during this experiment was around two orders of magnitude lower

than is possible. However, at the time we had not performed this analysis and did not know whether the flux

required for a clear signal would be achievable with our beamline at all, no matter how long we integrated for.

We therefore elected to attempt these measurements with our second choice target instead.

5.3.2 Stability of the water jet

The second experiment intended to use NaClO as a target. However, as ClO− is a strong base we did not want

to use it for the initial experiments, to minimise any potential damage to the vacuum and pumping systems.

We therefore performed these test experiments with NaCl instead.

Both of these targets are salts, and so are not soluble in alcohols. They are, however, very soluble in water,
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so that was the solvent that we used for these experiments. As laid out in Chapter 2, we initially thought we

could not make a stable sheet in water, but subsequent testing proved this to be false. We therefore made the

switch from ethanol to water without much trepidation.

Unfortunately, running a water flatjet in vacuum did not prove to be as tractable as we had hoped. One

of the other main differences between the physical properties of water and alcohols is that the critical point of

water occurs at a much higher temperature and pressure. In actual fact, as shown by the phase diagram in

Figure 5.6, liquid water cannot survive in equilibrium below around 6 mbar.

Figure 5.6: Phase diagram of water based on power laws found in [184] accessed 19/11/2020. The triple point at 0◦C and 6.117 mbar

is indicated by the yellow dot at the intersection of the three phase boundaries. At any given pair of pressure and temperature,

the equilibrium phase of water is that shown on this figure. Whilst outside of equilibrium water can exist in other forms it will not

be stable. At pressures below the triple point liquid water is not stable at all. In order to avoid freezing it is therefore important

that the temperature of the liquid be maintained above the solid/gas boundary, so that the liquid will evaporate away.

Ordinarily this would not be an issue, as the jet is not required to stay in equilibrium in the vacuum chamber

— all we need is for it to pass through without substantial disruption, and with a cylindrical jet this is very

achievable [53, 57]. However, due to the high surface tension of water, flat sheets of water tend not to have

stable rims [60] — the tendency to form droplets due to Rayleigh instabilities is very high. This leads to a large
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amount of spray generated from the rims, which is prone to freezing and can lead to a cascade of ice build up.

If the liquid in the jet goes through the central collector hole then this problem should be avoided, but due to

the spray effects it does not.

The first solution we tried to make the water jet run properly was to heat the water. If the water is hot,

the theory goes, it will be on the gas side of the phase diagram, rather than the solid side, and the problem is

avoided. However, the scale of the evaporative cooling makes this difficult to maintain, and in addition there

are other non-equilibrium thermodynamic effects that are important.

The enthalpy of vaporisation of water is fairly large, at 45 kJ mol−1. The flow rate of the water is controlled

by the pump, and it typically run at around 3.8 ml/min, which is equivalent to 3.52 × 10−3 mol s−1. Assuming

all of this water lands on the cone and evaporates instantly this leads to a power loss of 0.159 kW.

The catcher cone itself weighs around 1.44 × 10−3 kg, and the specific heat capacity of stainless steel is

490 kJ kg−1K−1. This leads to a temperature drop of 225 K s−1, which is very large. However, the assumption

that all of the water lands on the cone and evaporates is very likely false, as when the jet is aligned the majority

of the water should go through the hole, spray notwithstanding. Assuming only a tenth of the water lands on

the cone and evaporates leads to a cooling of 22.5 K s−1, which while still large is actually quite similar to what

we observe when a thermocouple is attached to the cone.

Therefore, in order to counteract this heat loss, and ensure the liquid in the vacuum chamber evaporates

rather than freezes, we knew that we needed to provide around 16 W worth of heating to the tip of the catcher.

We had been heating the catcher before this point, but from the outside of the chamber. The thermal conduc-

tivity (k) of stainless steel is 13 Wm−1K−1, which relates to the power transmitted through the material (Q)

by

Q =
kA(T2 − T1)

L
, (5.9)

where (T2 − T1) is the difference in temperature between the two ends of the material, A is the area of the

material the heat is flowing through and L is the length of material the heat is flowing along. Unfortunately, for

a meter long tube of stainless steel, of 4 cm diameter and 1 mm thick walls, transmitting 16 W of power requires

a temperature differential of over 10,000 K, which is infeasible.

We redesigned the collector tip (shown in Figure 5.7) to counteract this. We added in slots to fit a heating

cartridge, capable of delivering 25 W, and a thermocouple to monitor the temperature. We also made the tip

out of beryllium copper, which has a much better thermal conductivity than stainless steel (the exact value

depends on the composition of the particular beryllium copper alloy used, which we don’t know as it was old

stock, but quoted values tend to be at least ten times that of stainless steel), whilst being much more corrosion

resistant than regular copper. We also heated the liquid in the reservoir and added a slot for another heating

cartridge to the nozzle holder.

Despite all of this, we still encountered catastrophic freezing. We were able to vaporise the liquid around
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Figure 5.7: The plans for the redesigned collector tip. The part that is made of beryllium copper is the lighter grey prism shaped tip

that is inserted into the inner collector pipe. With this new design we were able to have a consistent source of heat and temperature

measurement right at the point where it was needed. Design drawn by Clement Ferchaud

the nozzle, but further out the liquid froze, forming an ice shell around the vapour. Acting on advice from a

member of the Fielding group, we lowered the pressure very slowly with the jet running. By doing this we were

able to avoid this catastrophic freezing issue.

This is probably due to the fact that lowering the pressure slowly allows the decrease in pressure to be an

isothermal process, rather than an adiabatic one. When the pressure is lowered quickly, the temperature of the

remaining gas drops as there is no time for the remaining particles to gain energy from their surroundings to

maintain it. Thus no matter how much heating there is, quick drops in pressure will cause catastrophic freezing

due to the large temperature drop — no heat can get to the molecules to compensate. On the other hand,

slow lowering of pressure allows the system to maintain its temperature as the remaining gas particles can gain

energy to make up for the loss of gas density. This then causes no temperature drops and therefore, along with

the heating to avoid temperature loss due to evaporation, avoids catastrophic freezing.

5.3.3 Beamline contamination

Having overcome the issues caused by using water as the solvent of choice for this experiment, we encountered

another problem. As we were setting up the X-rays to make a measurement at the Cl L-edge we observed a

very strong absorption signal at exactly this wavelength. Comparing the signal to literature showed that it was

probably Cl, as nothing except Ar has absorption edges in this range [41] and the harmonics were generated

in Ne, although some key features that we would expect from the Cl absorption spectrum were missing (see

Figure 5.8). Regardless, we proceeded on the assumption that this was contamination by NaCl, as there were

no other candidates that could plausibly have been a source of contamination.

This contamination has proved very difficult to shift, due to uncertainty about which optics were contami-

nated. There are no optics in the target chamber or either differential pumping chamber that the X-rays make
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Figure 5.8: 5 minute long integration of the contamination signal. The grating parameters had been adjusted since the Aldrithiol

measurements, but the x-axis was calibrated in the same way using the Zr M4,5 edges and the P3HT L-edge resonances. There is

a very large modulation starting at around 210 ev, which completely kills any signal beyond this point. The inset is a figure from

Kasrai et al. [185] showing the measured X-ray absorption spectrum of NaCl. The trough at 225 eV (which would be a peak in the

insert spectrum) approximately corresponds to peak f in the insert. The trough at around 240 eV is roughly at the correct energy

for the Cl L1 edge, which is not shown on the insert. Missing, however, is the structure around 200 eV which is characteristic of

the Cl L2,3 edge. There is already carbon contamination in our beamline, which can account for the lack of signal above 280 eV,

and due to all this contamination it was difficult to optimise the signal for maximum cutoff so the lack of a rise in signal after the

Carbon K-edge is unsurprising. The oscillations could also be an EXAFS signal after the Cl edge.

contact with, which means the differential pumping failed to keep the salt from reaching either the toroidal

mirror or the grating/detector (and possibly both). As we were unsure why this had happened (which will be

discussed below), we had to assume that all the optics that could be contaminated were indeed contaminated,

and clean each one.

Fortunately the contamination was NaCl, which is very soluble in water, and we had a supply of pure water

for the experiment we were attempting anyway. We were therefore able to clean the grating and toroidal mirror

in water, avoiding any harsh chemicals that could have destroyed the coatings on these optics, or the optics

themselves in the case of the grating which has very fine grooves on it which could be worn away. As there was

also a question mark over the ANDOR X-ray CCD camera, and we were not sure whether running water over

the CCD chip would end up destroying the camera, we sent the camera off for refurbishment and proceeded

using an MCP.

Unfortunately after this round of cleaning the contamination was still present. Furthermore, subsequent

tests of the MCP we used in a different HHG setup (one that should have had no NaCl contamination at all)
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showed contamination on the MCP itself, which suggests that whatever was causing the NaCl contamination

was still causing it. We therefore embarked on another much more thorough round of cleaning. This round of

cleaning showed that there was a large build up of NaCl in the pipes backing the turbo pumps. It is not yet

clear whether this source caused any secondary contamination or not, as the vapour pressure of NaCl is very

low so one would assume that when it is crystallised on the side of a pipe it would tend to stay there. However,

it would be exposed to a lot of water vapour in this position, so it is possible that microsolvated Na+ or Cl−

ions could have been produced from this reservoir (see discussion below).

Figure 5.9: Two pictures of the salt contamination that was found in the chamber. The left hand picture is the pipe that was

backing the main turbo pump on our chamber, and the right hand picture is the inside of the top xyz-manipulator in our chamber.

Pictures taken by Oliver Alexander.

5.3.3.1 Contamination source

The question that arises from this is why did the differential pumping system fail to protect the optics from

contamination? In order to answer this question we need to look at how likely it is that molecules could get

through the differential pumping sections, and once they had got through how likely it is that they would

contaminate the optics to such a degree.

The number of molecules impinging on a unit area of the wall of the vacuum chamber in unit time (J ,

assuming isotropic distribution) is [186].

J = n
ν̄

4
, (5.10)

where n is the number density of molecules in the chamber and ν̄ is the expected value of the velocity of a

molecule:

ν̄ =

√

8kBT

πm
(5.11)

where kB is the Boltzmann constant, T is the temperature and m is the mass of a molecule. Using the ideal
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gas law (which should be fairly accurate under vacuum conditions) we can relate this to the pressure in the

chamber as

J =
p√

2πmkBT
. (5.12)

Therefore the number of molecules passing through an aperture of area A from an area of pressure p1 to pressure

p2 in unit time is
dN

dt
= (J1 − J2)A =

A(p1 − p2)√
2πmkBT

. (5.13)

However, we have a pipe rather than an aperture, and some number of molecules that enter the pipe are going

to bounce off the walls and exit back into the area they came from, which can be represented by a probability

of transmission α. In general finding α is a non-trivial problem, but for cylindrical pipes a simple form has been

proposed by Dushman [187] (which can be used to find the conduction equation in Chapter 4)

α =
1

1 + 3L
4D

. (5.14)

where L is the length of the pipe and D is the diameter. We can therefore write the number of molecules passing

through the differential pumping pipe per unit time as

dN

dt
=
αA(p1 − p2)√

2πmkBT
. (5.15)

Using this equation, and values of 1 × 10−3 mbar and 1 × 10−7 mbar for the target chamber pressure and

spectrometer chamber pressure respectively (the rough values recorded whilst the jet was running), we obtain

a ballpark figure of around 3.3 × 1012 molecules per second entering the spectrometer chamber. Assuming no

significant contribution from outgassing in the chambers, at equilibrium the overwhelming majority of these

molecules will have come from the liquid jet.

However, just because the molecules are in the chamber does not mean that they will all settle on the sensitive

optics. Condensation only happens when the partial pressure of the substance in the gas phase is greater than the

equilibrium vapour pressure of the substance at the temperature of the surface that the substance is condensing

on. This principle is already in operation in the spectrometer chamber — there is a cold finger in there, filled

with liquid nitrogen. This is much colder than the chip of the X-ray CCD camera, so therefore any potential

contaminants in the chamber should condense onto the cold finger preferentially, lowering the partial pressure

of contaminant in the chamber to below the vapour pressure at the temperature of the chip.

This behaviour is expressed in the Hertz-Knudsen equation [188], giving the overall flux of molecules con-

densing onto a surface (Jcon):

Jcon =
ppart − pvap√

2πmkBT
(5.16)
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where ppart is the partial pressure of the gas and pvap is the vapour pressure at temperature T . This equation

is just derived from the above equations of flux, and doesn’t take into account many microscopic factors such

as instantaneous fluctuations in local pressure or temperature. Because of this it is often necessary to introduce

a fudge factor in this equation to make its predictions match the experimentally observed results for the exact

flux [188]. However, for our purpose the important observation is that if pvap is greater than ppart then the

net flux will be negative, i.e. away from the surface, and we should not encounter any problems with physical

adsorption of molecules contaminating the surfaces.

The vapour pressure of water is non-trivially dependent on temperature. The toroidal mirror and diffraction

grating should be at room temperature, as they should be at equilibrium with the surroundings. The lab is

maintained at 20◦C, and the vapour pressure of water at this temperature is known to be 23.388 mbar [189], so

there should be no condensation on these optics. The CCD chip is cooled to −60◦C. Many empirical formulae

for the vapour pressure of water at various temperature have been proposed, and I used a recent one that

was designed for the temperature range I was interested in (−100–0◦C) [190]. This gave the vapour pressure

of water at −60◦C as 0.0108 mbar, which means the camera chip should not have experienced any significant

condensation under these conditions.

There should therefore be no physical adsorption of the water onto the optics. The vapour pressure of NaCl

at temperatures close to room temperature is essentially 0, so we would expect that if pure NaCl is adsorbed

onto a surface then it should stay there. However, NaCl is hygroscopic (it has a tendency to absorb water

from the surrounding atmosphere), with a deliquescence point (the relative humidity threshold at which this

hygroscopic behaviour becomes active) relatively well defined at around 76% humidity [191]. As the majority

of the particles in the chamber should be water, the relative humidity of the atmosphere in the chamber should

actually be very high, and so we would expect that any adsorbed NaCl would be microsolvated, and therefore

we might expect it to behave similarly to water, unless there is a stronger attraction than just Van der Waals

forces — i.e. it is chemisorped onto the surface.

Chemisorption of NaCl would also explain the stubborn resistance of the contamination to water-based

cleaning methods. Cl− is known to chemisorp readily onto gold [192], which is the coating on our toroidal

mirror and grating. At the time of writing we have not yet attempted to clean these optics using more harsh

methods capable of removing the chemisorped Cl, but this is the next step. Hopefully this cleaning combined

with the removal of the NaCl reservoir behind the turbo pumps will remove the contamination signal, allowing

us to proceed with measurements once more.
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5.4 Lessons learned and improvements for the future

Several lessons have been learned from these experiments. The first (and possibly most important) lesson this

has taught us is the importance of theoretical support in planning experiments. The calculations presented for

signal to noise in Aldrithiol were not particularly challenging, and could have been done beforehand to give

us a better idea of the amount of flux we would need for this experiment. We did perform some rudimentary

calculations using data from the online Henke database, but nothing as quantitative as the calculations above.

As a result, when we discovered we did not have enough flux to perform the experiment we did not know if it

would be feasible to increase the flux to the point where the experiment would become possible or not. As time

was limited for this experimental run we felt forced into the alternative option, which in hindsight was probably

the wrong choice, added a lot of experimental complexity and could have been avoided had we calculated the

oscillator strengths and the likely flux that would be needed beforehand.

Another feature of experiments of this nature is the instability of the liquid jet. The freezing was a major

issue, but a smaller yet in a way more significant issue was that the jet apparatus and the jet itself were not

stable over long periods. This meant that longer integration times were not viable as a way of increasing the

absolute size of the signal (although with a sufficiently small signal to noise ratio this may not have helped

much), and the jet has to be monitored at all times making automated scans that would run overnight (for

example) impractical. Whilst this will impact more on a time-resolved study (due to the much larger number

of data points required), it is an issue that we need to resolve.

There are two parts to improving this, recirculation and stabilising the jet. Recirculation is discussed in

Chapter 4, and will not be repeated here. Figure 5.10 shows a new design for a nozzle housing assembly that

will hopefully be able to reduce the issues of jet stability. Both the nozzle and collector are housed inside a

differential pumping jacket, with small holes to let the X-rays through. The fixed positions of the nozzle and

collector should remove the issue of the jet missing the collector, and the higher pressure inside the jacket should

mean that we can have a larger hole in the collector as the pressure differential between the reservoir and the

jet should be less. The potential issue with this jacket is that the higher pressure inside it might increase the

absorption from the solvent, but whether this increase is significant enough to reduce the feasibility of an XAS

measurement remains to be seen.

The issues with the water jet freezing are now better understood, so aqueous targets are a feasible target

type going forward. However the contamination issue indicates a much larger problem — if a solute or solvent

that we want to use will bind strongly to optics and cause major contamination, how can we stop this? The

differential pumping will not solve this issue, as the main source of gas in all of the connected chambers at

equilibrium will be the liquid target, so there will still be a number of collisions between target molecules

and optics no matter how good the differential pumping is. The pressure can be reduced sufficiently to avoid

condensation, but it cannot stop a reaction that does not require the target molecule to be condensed in bulk
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Figure 5.10: The design for a differential pumping jacket for the liquid jet. The Micronit nozzle assembly is held directly above the

collector pipe, with just enough space to form a sheet before it flows into the collector pipe. The apertures are placed at the point

where the center of the sheet should be. The collector tubing should be flexible to allow for the entire assembly to be aligned to

the laser. Design drawn by Clement Ferchaud

on the optics.

One measure that could reduce this problem is the introduction of a buffer gas into an intermediate chamber.

This would reduce the proportion of gas that enters into the optics chambers that is the target, further reducing

the likelihood of a chemisorption event. However, the pressure of gas required might have the effect of raising

the pressure in the beamline to an unacceptable level, and depending on how reactive the potential contaminant

is the optics may still become contaminated anyway over a long time.

Thin liquid sheet targets in a vacuum chamber are an exciting new target type that could enable the

probing of chemical reactions using soft X-ray spectroscopic techniques for the first time. However, as with all

new techniques there are some implementation issues that needed to be worked out. I am hopeful that in the

next few years we can start to use these targets to their full potential, to carry out time-resolved solution phase

XAS experiments.
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Chapter 6

High Harmonic generation from a

liquid jet

6.1 Introduction

As has been indicated in Chapter 3, there has been an upswing in interest in condensed phase harmonics

over the past decade, with the discovery of HHG from solid phase targets [80], and this is now a fairly well

established field [35]. However, the majority of HHG results so far have been from (predominantly crystalline)

solids, without much attention paid to the other common condensed phase — liquids. There have been some

attempts at liquid phase HHG over the years, but until recently no one had observed any harmonics that were

recognisably non-perturbative. In addition there was the belief that the density of the liquid, coupled with the

lack of long range electronic structure would make HHG infeasible [74, 75].

An interesting result that speaks against this however, is that obtained by Ndabashimiye et al. [142]. They

obtained high-order harmonics from solid argon and krypton, which both lack significant long range electronic

structure due to their closed shell nature as noble gases and would have a density more of the order of a

condensed phase target like a liquid. They found that they were able to generate harmonics from these rare gas

solids, and that the spectrum had an interesting multiple-plateau structure which is explained by the presence

of multiple different conduction bands in the solid, due to regularities in the structure.

However, in this chapter I will present results that show that HHG is not only possible in liquids, but occurs

as readily as it does in a gas or solid. The initiation method is the same — strong field ionisation — but the

question remains by what mechanism are these harmonics produced. I will present several different experimental

runs that we performed in order to try and answer this question, and then I will tie all the different strands

of evidence that we have together into a conclusion that will offer suggestions as to how HHG in a liquid is

possible. This work is also currently in preparation for publication [81].

149
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Concurrently Luu et al. have also performed some very similar measurements on a similar liquid target,

with some similar results (although their results do differ from ours in certain key areas) [82]. Due to the great

similarities between the two sets of experiments, at the end of the chapter I will contrast our results with those

of Luu et al., and discuss how the two datasets can be harmonised.

6.2 Harmonic Spectrum

Our headline result is that we have observed high harmonics from a liquid that extend all the way up to 50 eV,

a similar range to that observed in the rare gas solids [142], as well as semiconductors [35]. However, there is

no notable structure in the harmonic spectrum — just a single plateau and then a cut off. This makes sense

as the liquid would not be expected to have the same kind of repeating unit that gave the rare gas solids their

multiple-plateau structure. The cut off is also more of a gradual decline than would be anticipated, which is

probably due to the scattering of the laser driven electrons by the liquid, which will be explained more below.

We observe well separated harmonics, indicating that our generation is in the multi-cycle regime (although we

do observe CEP dependence — see below). The well resolved harmonics aid in distinguishing harmonic orders.

Figure 6.1: A harmonic spectrum generated from our isopropanol target. The harmonics stretch out to around 50 eV before cutting

out. There is a slight plateau, before the harmonics decrease fairly monotonically. The driving laser was our 1.8 µm idler.
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6.2.1 Calibration of the spectrometer

In order to determine the energy of our harmonic spectrum and to be sure of the value of 50 eV for our harmonic

cutoff it was necessary to calibrate the spectrometer. This device had already been calibrated, but we were

somewhat suspicious of this calibration as the grating had probably been moved since it was performed. We

therefore undertook to calibrate the spectrometer using the procedure outlined in Chapter 4.

This calibration was performed using several 0.2µm thick metal filters, which have clear windows of trans-

mission with sharp and well known edges enabling us to pinpoint the pixels corresponding to these wavelengths.

We used a tin filter, a zirconium filter and an aluminium filter. Tin and zirconium have small windows of

transmission which cut off sharply at 52.1 nm (Sn) and 46 nm (Zr), and aluminium has a sharp rising edge at

82.6 nm. In addition to these sharp edges, Zr also has a less sharp rising edge that begins at 19 nm.

Figure 6.2: a) is a graph of the linear fit between the wavelengths of the edges and the position on the MCP. 0 pixels is the long

wavelength side of the MCP in the position that the majority of the spectra were taken, and the pixel values of other positions are

defined relative to this edge. b), c) and d) show Kr HHG spectra with the metal filters in, with b) Zr, c) Al and d) Sn. Differently

coloured spectra are taken at different MCP positions, and the low energy Zr spectrum has been scaled up to be comparable to

the high energy spectrum, as the latter was taken on a different day when the signal was better. The vertical lines indicate the

positions of the filter edges. The two Zr points and the Sn point fits very well, but the sharp Al edge is not observed, rather a

gradual increase in harmonic signal. This is due to oxidation of the Al filter, leading to a layer of Al2O3 on the surfaces. The

transmission window of an oxidised Al filter (using the oxidation rates provided by Lebow) is shown in e), and from this a gradual

increase in harmonic strength can be predicted.

Unfortunately, the aluminium filter had some oxidation on it, which meant that the sharp edge of the

unoxidised metal was not a sharp edge at all, as Al2O3 has a different absorption spectrum in this region.

According to Lebow (the manufacturer) an oxidised 0.2 nm thick Al filter will have around 10% oxidation, i.e.

it will have an 0.02 nm thick layer of Al2O3 on the surface. The resulting absorption spectrum (using data from

Henke et al. [42]) is shown in Figure 6.2. This meant that we were not able to assign the Al edge with much

confidence to a pixel position, leaving us with only two points through which to fit a line. This was not ideal,
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as any two points can be fitted with a line so in order to confirm our line was valid we needed a third point.

This third point was the start of the second rising edge in Zr, which could be fixed with some more precision

than the start of the Al transmission window. The pixel positions of these edges were then plotted against their

known wavelengths, and a linear fit of pixel position against wavelength performed. The spectra used for the

calibration are shown in Figure 6.2, with the calibrated wavelength on the x-axis.

6.2.2 Verification of liquid harmonics

In addition to the large cutoff energy the other part of our new finding is that these harmonics originate from

the liquid itself. This is important, as if it could be shown that the harmonics were generated from the vapour

surrounding the liquid then our claim would only be the much less significant one that we have generated

harmonics in a gas phase molecule, which has been done before [36, 193]. To confirm that it is likely that the

harmonics are being generated in the liquid and not in the surrounding vapour we carried out several tests. The

first test was to try and generate harmonics from the isopropanol vapour given off by our jet. We rotated the

sheet so that the flat side was parallel to the direction of the laser propagation and let the laser propagate very

close to the surface, where the most vapour should be found, and saw no harmonic signal. We then turned the

jet back into a perpendicular position to the laser and scanned horizontally across it in 100µm steps. As can

be seen in Figure 6.3, the harmonics drop off sharply at the edge of the jet (in fact they drop off slightly before,

probably due to the round edges of the jet scattering the driving laser/harmonics), and no gas phase harmonics

are observed beyond the edge.

Figure 6.3: a) is a diagram showing the scan horizontally across the jet. Data was taken every 100 µm across the jet, which is

shown on the screen. The jet and arrows are shown for illustration purposes only. b) is made of two parts, a side on view of the jet

showing a plasma plume at position 3, and a graph showing the change in temperature of the jet and vapour pressure surrounding

the jet as you go down the direction of propagation of the jet. Marked also are the five positions at which the harmonics in c)

are generated. c) shows the harmonic spectrum (solid line) and isopropanol transmission through the vapour surrounding the jet

(dashed line) for each position marked in b), showing that the harmonic spectra higher up show greater signs of absorption, but not

of greater generation as one would expect if the harmonics were generated in the vapour. Figures created by Clement Ferchaud,

for our paper in preparation [81]
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The gas pressure around the jet is due to evaporation from the sheet into the vacuum. The jet cools rapidly

due to evaporation as it propagates through the vacuum, which leads to a change of vapour pressure that the

laser and the harmonics propagate through depending on how far down the jet the harmonics are generated

[194]. As XUV radiation is readily absorbed by the isopropanol vapour, if the harmonics were to be produced in

the liquid and then propagate through the gas we would see increased absorption (and therefore lower intensity

harmonics) at points higher up the jet, whereas if they are produced by the gas we would expect the opposite,

more harmonics with increased gas density.

Figure 6.3 shows the results of performing this experiment. At the higher positions (in the frame of the jet,

so P1 and P2) we see a greater effect of absorption, as the difference between the higher order and lower order

harmonics is greater at these positions. This is due to the greater absorption of the vapour at these positions, as

shown by the dotted line. No significant enhancement of the harmonics is observed with the change of position,

so it appears that if there are any harmonics generated in gas the contribution to the overall flux is small

compared to absorption.

A small additional piece of evidence that is worth bringing up at this stage is the plasma plume. At relatively

high intensities we observe a plasma plume where the laser meets the jet (shown in Figure 6.3). Under conditions

where this plasma plume is observed, the presence and absence of the plasma plume corresponds exactly to the

presence and absence of an extended harmonic cutoff, suggesting that harmonics are generated by the same

process that is creating the plasma plume, i.e. the strong field ionisation of the liquid.

The other potential source of the harmonics is from the surface (rather than the bulk of the liquid). As

our current belief (borne out by simulations that will be presented in our paper in preparation [81]) is that

the harmonics that we observe are generated in the last ≈ 40 nm of the bulk due to the absorption length

of the liquid, it is perhaps quite difficult to distinguish between this and a surface effect. As a part of the

investigations above, we rotated the polarisation of the laser and found that there was a small gain in intensity

when the laser is polarised horizontally in the lab frame and the jet is rotated almost parallel to the laser

propagation direction. However this could just be due to a decrease in scattering probability as a large part of

the free electron trajectory would then be in the vacuum. It certainly speaks against any effect due to electron

transport along the surface of the liquid.

From the evidence shown above, we can be reasonably confident that the harmonics are produced from the

interaction of the laser with the liquid itself, and not with the gas surrounding it. The next step is to establish

how the laser field can generate these harmonics from a condensed and disordered medium.
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6.3 Dependence of HHG upon laser intensity

Having established our ability to generate harmonics from the liquid sheet, the question of the mechanism

by which the harmonics are generated arises. An identical mechanism to the gas phase seems unlikely, as

the excursion distances involved of hundreds of nm are way beyond the mean free path in the liquid, so the

electrons are likely to scatter away and never return to the parent ion. However, due to the absence of long

range order in liquids a mechanism involving Bloch oscillations in a well defined conduction band does not seem

very likely either, due to the lack of well defined electron conduction bands. One of the key diagnostics for which

mechanism is occurring is observing the effects of varying the intensity of the harmonics generation field. In

the gas phase three step model the cutoff varies linearly with the intensity of the field, whilst in solid harmonic

generation it will vary linearly with the square root of the intensity, which is the electric field strength itself.

In order to perform this experiment we used two different methods of varying the intensity, a half waveplate

and polariser setup and an iris, as laid out in Chapter 4. Initially the half waveplate and polariser combination

was used, but we were concerned that this was stretching the pulse too much so we subsequently took data

using only the iris. This gave us access to much higher intensities, which enabled us to observe the effects of

crossing the intensity threshold above which strong ionisation disrupts the HHG process.

6.3.1 Determination of the laser intensity

In order to derive any meaningful conclusions from our intensity scans, we needed to know what the intensity

of the generation field is at the location of harmonic generation. As it is not possible to measure this directly,

we have to start with the beam in a position where we can measure the intensity, and then propagate the beam

from there. In order to do this we assume the beam profile corresponds to the lowest order Gaussian mode for

simplicity. Using the standard formula for focussing Gaussian beams with a lens, the beam radius at the focus

(ω0) can be written as

ω0 =
fλ

ωrπ
, (6.1)

where ωr is the radius of the beam filling the lens and f is the focal length of the lens. As the direction of the

curvature of the wavefront of the focussing beam changes either side of the focus, the beam can be assumed to

be a plane wave at the focal spot. The intensity of a plane wave is given by

I =
cǫ0
2

|E0|2, (6.2)
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where I is the intensity, c is the speed of light in the vacuum, ǫ0 is the permittivity of the vacuum and E0 is the

electric field amplitude. The power contained in the pulse is related to the electric field amplitude by [195]

E0 = A0

√

2P

cǫ0
(6.3)

where P = Ep/τp is the power of the pulse, with Ep the energy in the pulse and τp the pulse duration, and A0

is a normalised amplitude function relating to the profile of the beam. For the lowest order Gaussian mode A0

is given by

A0 =

√

2

π

1

ω0
e−r2/ω2

0 (6.4)

where r is the radius away from the center of the beam. The peak intensity of the beam at the focus will be in

the center where r = 0 and so the exponential becomes 1. This leads to the following expression for the peak

intensity of the beam at the focus:

I =
2P

πω2
0

=
2Ep

τpπω2
0

. (6.5)

However, due to the fact that we are attenuating the beam using an iris, the focused beam will not be a perfect

Gaussian, but will have diffracted through the circular aperture. According to Fourier optics the beam profile

at the focus is the Fourier transform of the beam profile at the far field [112]. For a beam with a Gaussian

profile this is also a Gaussian which makes calculating the focus width simple, but for a circular beam of uniform

intensity (such as would result if the iris aperture was uniformly illuminated) the Fourier transform is an Airy

disk:

I(r,R) = I0

[

2J1(πDrλR )
πDr
λR

]

, (6.6)

where D is the diameter of the aperture, λ is the wavelength, r is the radius as above, R is the distance from

the aperture to the focus and J1 is a Bessel function of the first kind [196]:

Jn(x) =
1

π

∫ π

0

cos(nτ − x sin τ) dτ. (6.7)

However, this form is fairly unwieldy to use. Fortunately, the center of the Airy disk is where the majority of

the intensity is, and the subsequent rings are fairly shallow. We can then approximate the central profile with

a Gaussian [197]

I(r) ≈ I ′
0 exp(

−r2

2σ2
) (6.8)

where σ is the corrected RMS width of the disk center,

σ = 0.45
λf

D
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where f is the focal length of the lens. Convolving this pattern with the Gaussian profile of the beam will give

another Gaussian (another favourable property of the Gaussian distribution), with a corrected beam waist of

ωg = 2

√

(ω0)2 + (0.45λ
f

D
)2. (6.9)

This then can be placed into equation 6.5 to give a corrected intensity

I =
2Ep

τpπω2
g

. (6.10)

The energy contained in the pulse was measured after the attenuation of the iris, but we also needed to take into

account losses from windows and the sheet itself for an accurate value of Ep. From the point of measurement

there is an uncoated CaF2 lens, an uncoated fused sillica window into the chamber and the liquid sheet itself.

The lens is 6.1 mm thick at the center, which is where we assumed our peak intensity is, with a transmission of

96.66%. The window is 3 mm thick, with a transmission of 98.06% (both values calculated from data provided

by Thorlabs), and the jet is around 1.5µm thick with a transmission of 99.97% (from data provided by the

NIST [198]), all at a wavelength of 1.8µm. This all adds up to an attenuation of 94.76% of the measured value

of Ep.

In order to find the duration of the pulse we performed a second harmonic FROG measurement of the pulse

before the lens in front of the chamber, the results of which are shown in Figure 6.4. From this measurement

we determined the duration of the central pulse spike to be 13 fs before all the glass in it’s path. Although

there is a reasonable amount of glass between the point of measurement and the interaction point (the lens

and the window), we assume that as we tune the wedges for optimal harmonic production the effects of these

optics on the pulse leads only to a slight broadening to 15 fs or so. The other conclusion to note from Figure

6.4 is that only around 70% of the energy is contained in the central spike. Assuming that this is the only part

of the driving pulse that is intense enough to produce harmonics, we therefore needed to reduce our measured

energy further. After all of this, we can be confident that our estimated values for the intensity are a good

apprioximation of the true value at the interaction region, and that we can base our conclusions on them.

6.3.2 Intensity scan using a half waveplate and a polariser

The first intensity scan we did was to use a half waveplate and polariser to reduce the intensity. This scan

did not use an iris, so we could in theory use the uncorrected beam waist to determine the intensity. However

this waist would be around 45µm, which is much smaller than previous measurements of the focus spot in the

chamber [194] that put it at around 100µm. This could have been due to plasma defocusing either in or before

the jet due to the vapour, or simply due to some non-ideality in our focusing. We therefore used the value of

100µm as a minimum focus diameter. In addition, due to the extra glass in the beam path the pulse duration



6.3. DEPENDENCE OF HHG UPON LASER INTENSITY 157

Figure 6.4: A second harmonic FROG trace, showing the retrieved temporal profile (blue line) and phase (red line). Around 70%

of the intensity in the pulse is contained in the central spike, with FWHM of 13 fs. The rest of the power in the wings is assumed

to not be enough to generate harmonics.

was stretched to around 33 fs. These effects decreased the peak intensity of the pulse dramatically, from around

90 TWcm−2 for the highest variable aperture scan (see Figure 6.7) to around 34 TWcm−2. As such we did not

see any of the effects of the intensity being too high as we did in the variable aperture scan. The results of

this scan are shown in Figure 6.5. Interestingly there appears to be a threshold intensity where the harmonics

‘turn on’, with several harmonics appearing at once at around 12 TWcm−2. This is somewhat similar to the

phenomenon seen in Ndabishimiye et al. [142], where after a certain intensity threshold was passed suddenly a

new range of harmonics became available to the system, as a new conduction band was able to be reached.

The power allowed through the half waveplate and polariser combination varies with the angle of the half

waveplate nonlinearly, so in order to provide a mapping between the half waveplate position and the power

allowed through as a proportion of the maximum power a calibration was performed, where the power was

measured in several different half waveplate positions between the position of maximum transmission and the

position of minimum transmission, and a polynomial fit was performed to these points. Using the coefficients

of this fit we then determined the power relative to the maximum power that was allowed through at a given

half waveplate position, and this could then be used in conjunction with the expected pulse length and the

measured maximum power to work out the intensities.

6.3.3 Intensity scans using an iris

As we were concerned about the effects of stretching of the pulse by the half-wave plate on the intensity we

also used an iris to aperture the beam in order to reduce the intensity without putting a lot of extra glass in

the beam. As would be expected, this lead to a much higher peak intensity (70 TWcm−2 for a 15 fs pulse), and

allowed us to observe the effects of increasing the intensity through the optimum value and over to the other
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Figure 6.5: Intensity scan using the half waveplate and polariser. The clour scale shows the base 10 logarithm of the intensity

values, in order to better show the variation of the cutoff. The MCP was at 3 cm when this data was taken, so the behaviour of the

cutoff beyond around 15 TW/cm2 cannot be determined. However, at this intensity it does seem like multiple harmonics ‘switch

on’ at once, an effect that is not observed in the variable aperture scan.

side. The results of this scan are shown in Figure 6.6.

Above a certain threshold intensity we observed a significant distortion of the harmonics, which also coincided

with their displacement in space and a reduction in the cutoff intensity. This occurs because (as described in

Chapter 3) the plasma affects the refractive index as

nplasma(ω) =

√

1 −
(

e2ρe

ωǫ0me

)2

. (6.11)

The larger ρe (the density of electrons) is, the further away from 1 the refractive index becomes and the greater

the effect on the harmonics produced. The phasematching condition becomes less favourable, causing the loss

of intensity and reduced cutoff, and the harmonics also distort due to this refractive index change.

The other point to make is that this shows that the cutoff is limited by the threshold at which the ionisation

fraction becomes too much for the efficient phasematching of the HHG. In solid phase harmonics (even the rare

gas ones) the cutoff is limited by the energies of the conduction bands that can be reached, and no plasma

breakdown is observed [35, 142], although perhaps this is because the solid targets would be destroyed before

they got to this point.

Interestingly, in this scan the harmonics do not appear to ‘turn on’, as they do in the half waveplate scan.

The most likely explanation for this fact is that the half waveplate scan effectively takes a finely grained look
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Figure 6.6: The intensity scan using the iris to control the intensity. Each horizontal line is a spectrum taken at the iris position

corresponding to the intensity on the y-axis, rather than being interpolated together as has been done to the rest of the graphs in

this chapter. The reason for doing this is to show how the spectrum changes with the intensity. Up to the 48 TW/cm2 spectrum,

the harmonics get more intense, and the cutoff extends linearly. No change of shape happens up to this point. Past that point

however, the intensity starts to fade away and the shapes of the harmonics start to distort, whilst the cutoff no longer extends,

and in fact starts to slide back. By the time 70 TW/cm2 is reached the harmonics are very distorted, with only harmonics up to

around 27 eV or so clearly visible and even those are very squashed. This is because past a certain threshold intensity the effect of

the ionisation of the liquid on the refractive index becomes significant, which affects the phasematching leading to the lower cutoff

and intensity, whilst also causing the distortion.

over the harmonic generation over a small range of relatively low intensities, whereas the iris scan cannot take

this fine a step, and also looks over a much greater range of intensities. The iris scan might therefore be less

sensitive to such effects than the half waveplate scan, as the intensity range between the harmonics appearing

might be smaller than a step in the iris scan. The other possibility is that in the regime of either a shorter pulse

or a higher intensity (or both) any band-like structure in the liquid is disrupted and the harmonic generation

mechanism becomes more gas-like than that of the longer and less intense pulse of the half waveplate scan,

which could be more solid-like.

6.3.4 Dependence of the harmonic cut-off energy upon laser intensity

Figure 6.7 shows the dependence of the cutoff on the intensity of the driving field. The two sets of data were

both taken with the iris being used to control the intensity, as the half waveplate data does not extend high

enough in intensity to show the overall trend, and the cutoff extends past the end of the MCP at the higher

intensities. Both sets of data (taken on different days, with an estimated pulse duration of 15 fs for the yellow

dots and 12 fs for the purple dots) show an increase in cutoff as the intensity increases towards 50 TW/cm2,



160 CHAPTER 6. HIGH HARMONIC GENERATION FROM A LIQUID JET

Figure 6.7: The left graph features two sets of data showing the change of cutoff with intensity, while the right graph shows the

dependence of the ionisation rate on the intensity of the electric field. In the left figure the yellow dots are the cutoffs of the iris scan

shown in Figure 6.6, and the purple dots are from a cutoff scan taken on the same day as the CEP scan, at which point the pulse

was slightly better compressed. The dotted line shows the path that the cutoff would be expected to follow given an Ip of 10.5 eV.

The right figure shows the ionisation rate calculated according to the equation in Chapter 3 for intensities from 10 to 90 TW/cm2,

an Ip of 10.12 eV and a 15 fs Gaussian pulse. From around 50 TW/cm2 the ionisation rate shoots up (as might be expected due to

the exponential dependence on the electric field). The left graph was made by Clement Ferchaud, for our paper in preparation [81]

and then a plateau afterwards. The yellow dots seem to follow this trend up to around 50 TW/cm2, where the

plasma breakdown starts to affect the harmonics that are generated. The purple dots also rise up to around

50 TW/cm2, which seems to be the point at which the electron density becomes too much for HHG, and then

plateau off. However the rise does not seem to follow a linear scaling, and in fact may be closer to a square root

of the intensity dependence, which is what would be expected from a solid.

However, it must be said that these cutoffs were determined by counting the highest observable harmonic,

and so the cutoff energies may be off by ± one harmonic separation. As such, the main conclusion that can

be drawn from this analysis is that the threshold for plasma breakdown affecting the harmonic generation is

consistently 50 TW/cm2, which is also around the intensity at which the plasma plume appears. Some more

light can be shed on this if we consider the ionisation rate of the isopropanol molecule. As set out in Chapter 3,

we can use the ADK method with some modifications to work out the ionisation rate, an approach which has

been shown to work for small molecules [199]. When we do so, we see that it is at around 50 TW/cm2 that the

ionisation rate starts growing noticeably, which provides a confirmation that the effects which switch on around

that intensity really are due to the increase in the ionisation fraction.
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6.4 Cut off variation by means of the CEP

One of the fundamental features of gas phase HHG is the attochirp. This is due to the electron recollision based

mechanism of HHG as different energies are produced by electrons taking different excursion lengths into the

continuum. These different lengths are due to the phase of the generating field at the time the electron is ionised

into the continuum, and mean that different energy harmonics are produced at different times, leading to a

fundamental chirping of the pulse, the attochirp. With a sufficiently short pulse, only a few attosecond bursts

are created. As the pulse envelope is short, the optical cycles generating the harmonics have different peak

intensities, and so photons of the same energy birthed from different cycles will have been born at a different

time on the cycle, and thus will have a different phase. Or, to put it another way, as the CEP changes the

phase profile of the attosecond burst is correspondingly altered. This leads to interference between these bursts,

which leads to the harmonic structure, and therefore the harmonic structure can be changed by changing the

CEP. Typically strong CEP effects can be observed for pulses shorter than two optical cycles.

One of the notable things about solid phase harmonics is that sometimes (depending on the solid), they do

not exhibit this CEP dependence in their harmonics. This is explained by invoking an alternative mechanism

to recombination, that of Bloch oscillations in the conduction band of the solid (see Chapter 3), which release

their harmonics all at the same time, so there is no phase difference and therefore there should be no CEP

dependence. In order to verify the recollision model of HHG in a liquid we performed a CEP scan of our

harmonics to see if they exhibited this CEP dependence or not. As described in Chapter 4 we scanned the CEP

by changing the thickness of a pair of fused silica wedges, and the resulting data is shown in Figure 6.8.

A CEP dependence can be clearly observed in this figure, with three separate regions of behaviour corre-

sponding to the three regions identified in Rudawski et al. [200]. In this paper they show in gas phase harmonics

with a few cycle pulse that the expected change of the relative phase of successive pulses (∆Φ) of harmonics

with CEP (φcep) is
∂∆Φ

∂φcep
∝ αΩI0

τ2
, (6.12)

where αΩ is the photon energy, I0 is the intensity of the driving field and τ is the duration of the generation

pulse. When this fraction is small, so for long pulses, low intensities and low photon energies, there will be

no change in phase and so no CEP dependence, as in region A. When this is not true, there will be a phase

change between successive harmonic pulses, which leads to a CEP dependence in the position of the harmonic

peaks, which will increase with increasing photon energy and intensity, and decreasing pulse duration. When

the dependence is close to 1, then the phase difference changes as the CEP changes, leading to the nice 1:1

dependence in region C. Region B is the case when the dependence is non-integer, which leads to discontinuities

in the CEP dependence.

This all therefore indicates that we are generating harmonics with a few cycle pulse (one cycle of a 1.8µm
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Figure 6.8: a) shows the variation of harmonics generated with the CEP of the generating field. Three sections of the spectrum

can be clearly identified, corresponding to those in Rudawski et al. [200]: A is the low energy region where the phase of successive

pulses is invariant with CEP, C is the high energy region where there is a 1:1 correspondance between the CEP and the phase of

the pulses, so there is a nice diagonal interference pattern where odd and even harmonics turn on and off as the phase is scanned,

and B is an intermediate region between the two. b) and c) are spectra taken at π and 1.5π radians, showing the lack of movement

at the region marked A, compared with the region marked C where the harmonic disappears.

field is 6 fs long, so our generating pulse is 2.5 cycles long, which should be sort enough), and that the harmonics

that we generate are generated with attochirp in exactly the same way as gas phase harmonics are. Whilst this

does not rule out some kind of interband model as opposed to accelerating the electron in free space, it points

very strongly towards a recollision model.

6.5 Cut off variation with ellipticity of the driving field

Another potentially important diagnostic test of the properties of this liquid phase HHG is the ellipticity

dependence of the harmonics. A key difference between harmonics generated via an interband recollision

mechanism and a propagation in the vacuum recollision mechanism is that the hole left behind by the excited

electron in the interband mechanism can be delocalised across multiple sites. This means that the electron

could recombine at several sites instead of just the parent site, and so an elliptical field will not have as drastic

an effect on the efficiency of the harmonics as it does in gas phase HHG, where it kills the harmonics almost

immediately [35] (see Chapter 3).

Although obviously highly liquid dependent, one could imagine a relatively short-chain alcohol like iso-

propanol might be able to form H-bond networks, and so when an electron is ionised from one of these molecules

the charge could be delocalised over two or more molecules. Panman et al. [169] have suggested that such in-
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stantaneous ordering could be relatively long lived (on the order of picoseconds for some molecules, in ethanol

they predict it will be on the order of hundreds of femtoseconds). As the electron spends only a matter of

femtoseconds being accelerated by the electric field such instantaneous ordering could conceivably have an

effect.

In order to test this we used a quarter waveplate to change the ellipticity of the driving field (the ratio of

the minor to the major axis). Due to the extra glass in the beam the driving pulse was stretched to around

19 fs, so we did not observe as high harmonics as in the CEP scan and they are a little more washed out. The

results of the scan are shown in Figure 6.9.

Figure 6.9: The ellipticity dependence of the harmonics generated from a liquid. The top panel shows the plots of the HHG spectra

as the ellipticity is scanned through. These plots are made by averaging together four sets of ellipticity data. The middle panel

shows the relative mean intensity at each value of ellipticity. The red curve behind them is a Gaussian that was fitted to the data,

showing the FWHM of the ellipticity dependence. The third panel shows the threshold ellipticity (the ellipticity when the intensity

passes 0.5 of the maximum) against harmonic order. There is a slight decrease in threshold ellipticity with increasing energy, which

is what one would expect,as a shorter trajectory leads to less drift due to ellipticity, and thus the probability of recombination is

higher.

The ellipticity dependence of these harmonics is roughly the same as produced by gas phase HHG (which

is also similar to that produced by solid noble gases [142]) at 0.12–0.13 ellipticity FWHM, which indicates

that such H-bond networks are not sufficiently long lived (or are insufficiently strong) in isopropanol to allow

delocalisation of the electron hole. In solids with well defined band structures the ellipticity dependence is

typically much greater than this. While this does not completely rule out a interband recollision mechanism
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(as in rare gas solids an interband recollision mechanism is proposed whilst not having a delocalised hole left

behind), we can at least say that there is no evidence from this data that there is an interband recollision type

mechanism happening, and no evidence of any H-bond network allowing a delocalised hole.

6.6 Mechanism of HHG

Having assembled all of our evidence, we can make a conclusion about the likely mechanism of HHG from

the liquid phase. From the half waveplate intensity scan we have a suggestion of an interband mechanism, as

the harmonics appear to turn on at a threshold intensity, but this was not replicated in the variable aperture

intensity scans, which we believe are superior due to a wider pulse energy span and a shorter pulse duration. The

cutoff harmonic scales approximately linearly with the intensity of the driving field in the iris scan (although

this is not conclusive), until a threshold is reached at which point the amount of ionisation overpowers the

harmonic generation and destroys the phasematching. The CEP dependence of the harmonics demonstrates

clear evidence of recollision and the ellipticity dependence suggests that the hole that the excited electron leaves

behind during the HHG process is pretty much entirely localised in the molecule that was originally ionised.

From this we can conclude that the most likely mechanism is the ‘gas like’ recollision model, where the

electron is tunnel ionised, accelerated in the continuum and then recollides with the parent ion to release a

high energy photon. Whilst at low intensities it is possible that there are some effects from instantaneous

local ordering leading to discrete energy levels that the electron can occupy, for the most part the liquid high

harmonics generation source acts like a very dense gas.

However, this raises a big question, which I have avoided until now. This question is how can an electron

propagate through the liquid without significant scattering due to the dense liquid environment?

6.6.1 Scattering

As the liquid does not possess long range order like a solid, and it is much more dense than a gas, the electron

does not have conduction bands to be accelerated in without being scattered as it would in a solid, and it has

many more particles that it can scatter off in its immediate vicinity than a gas. In fact the maximum excursion

range for an electron in the three step model at 1.8µm is 140 nm, which is orders of magnitude greater than

the mean free path in most liquids — roughly the size of the liquid molecules themselves (a few angstroms).

As laid out in Chapter 3, the probability of the electron not scattering in the vacuum is

Pn.s. = e
−ρN

∫

tmax

t0
σ|v(t)| dt

, (6.13)

where ρN is the number density of the medium, σ is the scattering cross section for the medium (in this case

isopropanol), v(t) is the velocity of the electron at time t, t0 is the birth time of the electron into the continuum
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and tmax is the time spent in the continuum by the electron before recollision. Two different scattering cross

sections were used - a simple theoretical one based on an isopropanol molecule being a spherical potential well

of diameter 4.9 Å [201] and one based on experimental values found from scattering low energy electrons off of

isopropanol [74, 202, 203].

With the spherical well model the scattering cross section is simply πr2, that is, independent of the velocity

of the electron in the continuum. This makes the calculations easier, as the result of the integral is then just

the distance travelled in the continuum. However in general scattering cross sections are not independent of

the velocity of the electrons that are scattering, with higher energy electrons scattering less [204].

In order to take this into account I used the approach laid out in the supplementary information of Kurz

et al. [204] for water. I fitted a straight line to a log/log plot of electron scattering data in propanol variants

taken from [202] and [203]. One of these sources is for 1-propanol, not isopropanol (2-propanol). However, as

is remarked upon in [202] itself, the data are very similar in the range where they overlap, and by including

the 1-propanol data I have a dataset that extends to 100 eV meaning that all of the electron kinetic energies I

am considering fall within the bounds of the data used to generate the fit. From this fit we obtain a power law

relationship of

σ = αEγ , (6.14)

where α and γ are the parameters of the fit and E is the kinetic energy of the electron — 1
2mev

2. We can

combine the non time dependent parts together into a new constant,

β = α
(me

2

)γ

, (6.15)

which then gives us a probability of not scattering of

Pn.s. = e
−ρNβ

∫

tmax

t0
|v(t)2γ+1| dt

. (6.16)

The results from the two different approaches are shown in Figure 6.10. The cross sections from the published

data show a much higher probability of scattering than those from the spherical quantum well, indicating that

we should not see harmonics beyond around 10 eV as the scattering should quench them completely. Even the

quantum spherical well model indicates we shouldn’t see harmonics beyond around 20 eV. As we clearly do, the

question arises — what are we missing from our model that allows the harmonics to be generated from this

dense medium?

The answer is that this approach to using these cross sections (both the spherical well and measured) is

too naive. These cross sections are found by scattering low energy electrons off a diffuse gas without a strong

field in place to drive the electrons along and without any other potential sources of scattering in the vicinity.
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Figure 6.10: The first panel shows the probablity of return of an electron against the time of its return using the cross sections

derived from the infinite spherical well (blue) and those interpolated from experimental data (red). The second panel shows the

kinetic energy of the electrons at the time of recollision, and so therefore the energy of the photons released. The third panel shows

the generating electric field. This simple approach predicts that no photons above 20 eV should be observed.

Neither of these assumptions is true in the case of liquid HHG, and this has a large effect on the probability of

the free electron scattering.

This is highlighted by Boyle et al. [205] in discussing the difference between scattering cross sections between

gaseous Xe and liquid Xe, and Michaud et al. [206], discussing the difference between gaseous water and ice

electron scattering. In the gas phase the electron will only encounter one atom at a time, so the scattering effect

can be found by just considering single atom scattering effects (as above). However, in the condensed phase the

quantum mechanical nature of the electron have to be taken into account — it can act like a wave, scattering

off many centers at once and interfering with itself in the process [205]. In addition, due to the proximity of

the neighbouring molecules to the molecules the electron is scattering off, there is a screening effect on the

scattering, which decreases the magnitude of the effect compared to the gas phase case where the scattering

center is unaffected by its nearest neighbours [206]. This all means that the magnitude of the scattering effect
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Figure 6.11: Harmonics calculated using the saddle point approximation to the single atom response in Lewenstein et al. [31] for a

2.5 cycle 1800 nm pulse (which gives a duration of around 15 fs). The black lines in each figure are the calculated harmonics, and

then the coloured lines show these harmonics multiplied by the probability of not scattering calculated using our two approaches.

The k in the legend is a scaling factor that the calculated crossection is multiplied by, and the black lines show a gap of two orders

of magnitude, which is the dynamic range of our detector.

in condensed phase should be several times smaller than would be predicted using gas phase cross-sections and

a classical model of the electron trajectory.

Boyle et al. suggest that the liquid cross-sections (Σ) can be obtained from gas phase cross sections (σ) by

Σ(v) = k(v)σ(v), (6.17)

where v is the velocity of the electron, and

k(v) =
ν̃(v)

ν(v)
. (6.18)

ν(v) and ν̃(v) are the collision frequencies in the gas and the liquid respectively. The calculation of these

collision frequencies involves expanding in terms of Legendre polynomials and the calculation of the structure

factors of isopropanol, and as such are beyond the scope of this thesis. However we can estimate the value of

k(v) from comparing our measured harmonics to the predicted ones.

Figure 6.11 shows the results for this comparison. It shows simulated harmonics from a single atom calculated

using the strong field approximation (see Chapter 3), multiplied by the probability of not scattering for various

different values of k(v)σ(v), calculated with the two models above. As might be expected from the results shown

in Figure 6.10 the billiard ball model is somewhat more optimistic than the fitted scattering data. However,

taking the observed cutoff to be the point by which the spectrum dips below two orders of magnitude, the value

of k for both models is around 0.4 for billliard ball and around 0.2 for the fitted data. Given the inherent error

in judging something like this, these two results are not too dissimilar. The fitted scattering data are more likely

to be reflective of the actual scattering properties of the isopropanol molecule, so from this we can conclude
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that a k of around 0.2 is likely to be roughly right.

This conclusion can be compared to various papers that have been published on this subject. In Boyle et al.

[205] for the highest energy electrons they looked at (which only went up to 10 eV) the liquid phase crossections

are around 5 times smaller than the gas phase ones. In Michaud et al. [206] (which went up to 100 eV) the

crossections are between 2% and 80% of those in the gas, with the gap decreasing for higher energy electrons (50

eV is somewhere between 8 and 10 times smaller). Our observed spectra therefore make sense, as a scattering

effect is observed with roughly the same magnitude as that calculated from electron scattering experiments in

solids, liquids and gases. Obviously this is quite crude, as k should depend on v rather than being constant,

but for a simple check to see if we are on the right track it seems to show that we are.

6.6.2 Plasma distortion and comparison to Luu et al.

Above a threshold of 50 TW/cm2 the harmonics produced by the jet start to distort due to the plasma produced

by ionisation of the liquid sheet target. The jet thus acts as we would expect a dielectric material to act —

with no noticeable damage effects until a threshold is crossed, at which point there is a close to 100% certainty

that the material will break down [207]. We observe this easily in the experiment by the presence or absence

of the plasma plume, as under the conditions in which we observed the highest harmonic cutoff we generated

no visible plume at all from the interaction between our sheet and the laser, and the presence of the plume

coincides with the distortion of the harmonics.

The damage threshold of isopropanol is not readily available, but that of water is, and has been measured to

be 25 TW/cm2 for a 140 fs pulse at 800 nm [208]. Assuming (as in Luu et al.) that isopropanol resembles water

in terms of its bulk electronic structure then this would seem to be around half as high as we expect. However,

the damage threshold of a dielectric material actually increases as the pulse length decreases and the wavelength

increases [207, 209–211], so our figure of 50 TW/cm2 for a pulse of shorter duration and longer wavelength is

not unexpected.

Luu et al. do not give an intensity figure for their generating field, but they do give an electric field strength,

which is between 0.9 and 1.3 VÅ−1. Converting to intensity using Equation 6.2 gives intensities of between 107

and 224 TW/cm2, which are both much above the damage threshold that we find for isopropanol. As a result

we would expect their jet to experience plasma breakdown during the generation process, and this is what we

find — they report a much bigger plume than we do, which extends out of both sides of the jet. This points to

the interaction region being totally destroyed by the laser pulse, such that it becomes entirely plasma and the

plasma is then ejected out of both sides equally. This also explains the other two main differences to our spectra

— the cutoff and the distorted look of the harmonics. Both of these are due to the large ionisation fraction

changing the refractive index, throwing the phasematching off (which reduces flux and cutoff) and causing the

distortion of the XUV pulses themselves.
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6.7 Conclusion

We have created high harmonics from a thin liquid sheet target consisting of isopropanol. The harmonics show

CEP and ellipticity dependence similar to harmonics produced by a gas. The intensity dependence of the

harmonics is indeterminate, but it is likely to be the same as that produced by a gas. Our cutoff is roughly

twice that of the other reported study of HHG in liquids (by Luu et al.), most likely due to the lower intensities

used in our experiment, which avoids ionisation clamping and so allows for the best phasematching conditions.

We propose a recollision based model for understanding the generation of these harmonics, as it seems

unlikely that any long range electronic structure is present in liquids to allow any other type of mechanism, and

this is confirmed by our experimental results which are as would be expected for a recollision model. There was

a concern that scattering might stop the generation of harmonics due to the fact that the mean free path in a

liquid is much smaller than the necessary excursion depth of the electron, but analogies from other experimental

and theoretical work on electron scattering show that at this density we cannot just look at the probability of a

collision along the path using a gas phase scattering cross section, but instead need to scale the scattering cross

sections by a factor to take into account the fact that the electron is interacting with many molecules at once.
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Chapter 7

Conclusion

Over the course of this thesis I have covered the development of a thin liquid sheet target that is suitable to be

deployed in a vacuum chamber. I have also covered the use of this thin liquid target as an HHG source, and

the progress so far towards the use of this target as a source for solution-phase X-ray spectroscopy. Here I will

summarise my conclusions and ideas for future research.

The main subject of this thesis has been the development and use of the liquid sheet jet as a target in

vacuum. This has some significant advantages over the other major design of colliding jets, as the sheet

produced is alignment free and easily reproducible, whilst also producing a larger target with fewer surface

waves than the colliding jets geometry. This target was shown to be usable as an HHG source and also stable

enough to be run in vacuum for several hours at a pressure of around 10−3 mbar, low enough to allow XUV light

transmission. The HHG produced does not appear to have any special properties, but a liquid sheet target as

a source could potentially be useful in a situation where a solid HHG source would need replacing due to laser

damage. No meaningful solution phase spectra have yet been collected when the sheet was used as an X-ray

absorption spectroscopy target, but the X-ray transmission spectrum of an ethanol sheet proves absorption

spectrum measurements are possible using this target.

Maintaining a liquid sheet in vacuum is, somewhat understandably, a significant challenge. However, the

challenge arises not so much for the integrity of the vacuum (a problem that can be solved by improved pumping

of the vapour) but from the stability of the flat sheet. The sheet would often change size slowly as the local

pressures, both that forcing the liquid through the nozzle and the ambient pressure around the sheet, were not

constant. This was especially a problem with the gas driven system, where the pressure differential between

the atmosphere and the backing pressure could change quite significantly over time. Since the nozzle and the

collector orifice are not fixed in relation to each other the system occasionally misaligns. The above quirks did

not prevent measurements, but rather made it harder to collect them. A fixed system, as presented in Chapter

5, could solve the misalignment problem, but an automated system would be needed to run the experiments

171
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without supervision. Such a system would be required to adjust the flow rate to keep the sheet size constant

and to be able to shut everything off in the case of a major issue.

The 3D printing of the nozzles was very effective for the initial rapid prototyping of the nozzle design, but

once the design was finalised the downsides of this manufacturing process became obvious. The nozzles are

fragile, especially during printing, and as a consequence had a high failure rate (around one in ten were usable).

Fortunately successful nozzles wore out at an acceptable rate. In the future we would like to machine or cast

the nozzles out of a more durable material such as ceramic, hopefully avoiding the difficulties we had with

manufacture.

As a result of the issues we had with the printed nozzles, for the X-ray absorption experiments we switched

to one of the gas dynamic virtual nozzles invented by Koralek et al. [55]. As these can be bought off the shelf

(from Micronit GmbH) we were spared having to create our own nozzles, and our technical workshop were able

to create a housing for these chips. They are cheap and reliable (£1240 for 10 at time of writing), but do not

produce as large or as smooth a sheet as our fan spray nozzle.

Moving forward, the possibilities of thin liquid sheets in vacuum are only starting to be explored. They are

not particularly efficient HHG sources, but the self healing nature means that liquid sheets could replace solid

targets where target replacement is an issue but a low cut off is not. The potential for liquid sheets in time-

resolved soft X-ray spectroscopy is only just starting to be explored. We hope to carry out some experiments

to expand our knowledge of the ultrafast behaviour of chemically and biologically relevant molecules in the

solution phase within the next few years .

The existence of HHG from the liquid in and of itself was surprising, especially the extent of the cutoff. Such

extended HHG was not expected because the mean free path is far too short to allow free space acceleration

of the electrons, and liquids as disordered dielectric materials do not have any conduction bands into which an

electron can be promoted and accelerated. The observation of harmonics therefore indicated that our initial

thoughts about the likely mechanism of HHG in a liquid were wrong, and required a more nuanced explanation.

At this initial stage it appears that the electron will scatter less than predicted due to correlation effects within

the condensed phase.

There is a lot more scope for investigation of HHG in liquids. The difference (or lack thereof) in the harmonics

produced in very polar liquids (like water) and very non-polar ones (like cyclohexane) would be able to tell us

some more about how this form of HHG takes place. Comparing the results to amorphous solids would also be

interesting — is there any difference between the two forms of matter on the timescale of HHG? Ultimately the

differences observed (or lack thereof) would function as an HHG spectroscopy experiment on the behaviour of

disordered condensed phase materials when exposed to a strong laser field.

The time-resolved X-ray absorption spectroscopy experiment proved much more challenging than expected

— the lack of flux, issues with the target and then finally severe contamination problems meant that little
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meaningful data was collected. However, once the contamination issue is resolved, we will be in good stead to

make progress towards solution phase measurements.

The use of the thin liquid sheet target is not confined to our lab. Although facility experiments have many

orders of magnitude more flux than our HHG beamline, the transmission of common solvents in the soft X-ray

range is sufficiently low that a thin target will be of use in soft X-ray transient absorption experiments at these

facilities as well. In addition the low thickness and optical flatness means that they potentially enable more

ambitious solution phase experiments at these facilities for which the flux is not necessarily very high, such as a

two pulse soft X-ray pump-probe scheme or an impulsive Raman type experiment using a very broad bandwidth

X-ray pulse to simultaneously excite a liquid molecule to a high lying electronic state and de-excite it to a lower

state.

Thin liquid sheet jets of this type will surely have a long and productive future enabling soft X-ray experi-

ments on liquid and solution phase targets, and hopefully the findings presented in this thesis will be of use to

experimenters wishing to build and operate thin sheet jets of their own.
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1. The publisher for this copyrighted material is Elsevier.  By clicking "accept"  in connec on

with comple ng this licensing transac on, you agree that  the following terms and

condi ons apply to this transac on (along with the Billing and Payment  terms and

condi ons established by Copyright  Clearance Center, Inc. ("CCC"), at  the me that  you

opened your Rightslink account  and that  are available at  any me at

RightsLink Printable License h ps:/ / s100.copyright .com/ CustomerAdmin/ PLF.jsp?ref=0447714d-3...

2 of 8 07/ 05/ 2021, 10:31



h p:/ / myaccount .copyright.com).

GENERAL TERM S

2. Elsevier hereby grants you permission to reproduce the aforemen oned material subject

to the terms and condi ons indicated.

3. Acknowledgement: If any part of the material to be used (for example, figures) has
appeared in our publica on with credit  or acknowledgement  to another source, permission

must  also be sought  from that  source.  If such permission is not  obtained then that  material

may not  be included in your publica on/ copies. Suitable acknowledgement  to the source

must  be made, either as a footnote or in a reference list  at  the end of your publica on, as

follows:

"Reprinted from Publica on t le, Vol / edi on number, Author(s), Tit le of ar cle /  t le of

chapter, Pages No., Copyright  (Year), with permission from Elsevier [OR APPLICABLE

SOCIETY COPYRIGHT OWNER]."  Also Lancet  special credit  - "Reprinted from The Lancet, Vol.

number, Author(s), Tit le of ar cle, Pages No., Copyright (Year), with permission from

Elsevier."

4. Reproduc on of this material is confined to the purpose and/or media for which
permission is hereby given.

5. Altering/ M odifying M aterial: Not  Permi ed. However figures and illustra ons may be

altered/ adapted minimally to serve your work. Any other abbrevia ons, addi ons,

dele ons and/ or any other altera ons shall be made only with prior wri en authoriza on

of Elsevier Ltd. (Please contact Elsevier ’s permissions helpdesk here). No modifica ons can

be made to any Lancet figures/tables and they must be reproduced in full.

6. If the permission fee for the requested use of our material is waived in this instance,

please be advised that  your future requests for Elsevier materials may a ract  a fee.

7. Reserva on of Rights: Publisher reserves all rights not specifically granted in the
combina on of (i) the license details provided by you and accepted in the course of this

licensing transac on, (ii) these terms and condi ons and (iii) CCC's Billing and Payment

terms and condi ons.

8. License Con ngent  Upon Payment : While you may exercise the rights licensed

immediately upon issuance of the license at  the end of the licensing process for the

t ransac on, provided that  you have disclosed complete and accurate details of your

proposed use, no license is finally effec ve unless and un l full payment is received from

you (either by publisher or by CCC) as provided in CCC's Billing and Payment  terms and

condi ons.  If full payment  is not  received on a mely basis, then any license preliminarily

granted shall be deemed automa cally revoked and shall be void as if  never granted. 

Further, in the event  that  you breach any of these terms and condi ons or any of CCC's

Billing and Payment  terms and condi ons, the license is automa cally revoked and shall be

void as if never granted.  Use of materials as described in a revoked license, as well as any

use of the materials beyond the scope of an unrevoked license, may cons tute copyright

infringement  and publisher reserves the right  to take any and all ac on to protect  its

copyright  in the materials.

9. Warran es: Publisher makes no representa ons or warran es with respect  to the

licensed material.
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10. Indemnity: You hereby indemnify and agree to hold harmless publisher and CCC, and

their respec ve officers, directors, employees and agents, from and against any and all
claims arising out of your use of the licensed material other than as specifically authorized
pursuant  to this license.

11. No Transfer of License: This license is personal to you and may not  be sublicensed,

assigned, or transferred by you to any other person without  publisher's wri en permission.

12. No Amendment Except  in Wri ng: This license may not be amended except in a wri ng

signed by both par es (or, in the case of publisher, by CCC on publisher's behalf).

13. Objec on to Cont rary Terms: Publisher hereby objects to any terms contained in any

purchase order, acknowledgment, check endorsement  or other wri ng prepared by you,

which terms are inconsistent with these terms and condi ons or CCC's Billing and Payment

terms and condi ons.  These terms and condi ons, together with CCC's Billing and Payment

terms and condi ons (which are incorporated herein), comprise the en re agreement

between you and publisher (and CCC) concerning this licensing t ransac on.  In the event  of

any conflict between your obliga ons established by these terms and condi ons and those

established by CCC's Billing and Payment  terms and condi ons, these terms and condi ons

shall cont rol.

14. Revoca on: Elsevier or Copyright  Clearance Center may deny the permissions described

in this License at their sole discre on, for any reason or no reason, with a full refund

payable to you.  No ce of such denial will be made using the contact informa on provided

by you.  Failure to receive such no ce will not  alter or invalidate the denial.  In no event  will

Elsevier or Copyright  Clearance Center be responsible or liable for any costs, expenses or

damage incurred by you as a result  of a denial of your permission request , other than a

refund of the amount (s) paid by you to Elsevier and/ or Copyright  Clearance Center for

denied permissions.

LIM ITED LICENSE

The following terms and condi ons apply only to specific license types:

15. Transla on: This permission is granted for non-exclusive world English r ights only unless

your license was granted for t ransla on rights. If you licensed transla on rights you may

only t ranslate this content into the languages you requested. A professional translator must

perform all t ransla ons and reproduce the content  word for word preserving the integrity

of the ar cle.

16. Pos ng licensed content on any Website: The following terms and condi ons apply as

follows: Licensing material from an Elsevier journal: All content  posted to the web site must

maintain the copyright  informa on line on the bo om of each image; A hyper-text  must  be

included to the Homepage of the journal from which you are licensing at

h p:/ / www.sciencedirect .com/ science/ journal/ xxxxx or the Elsevier homepage for books at

h p:/ / www.elsevier.com; Central Storage: This license does not  include permission for a

scanned version of the material to be stored in a cent ral repository such as that provided by

Heron/ XanEdu.

Licensing material from an Elsevier book: A hyper-text  link must be included to the Elsevier

homepage at h p:/ / www.elsevier.com . All content  posted to the web site must  maintain

the copyright  informa on line on the bo om of each image.

RightsLink Printable License h ps:/ / s100.copyright .com/ CustomerAdmin/ PLF.jsp?ref=0447714d-3...

4 of 8 07/ 05/ 2021, 10:31



Pos ng licensed content on Electronic reserve: In addi on to the above the following

clauses are applicable: The web site must  be password-protected and made available only

to bona fide students registered on a relevant course. This permission is granted for 1 year
only. You may obtain a new license for future website pos ng.

17. For journal authors: the following clauses are applicable in addi on to the above:

Preprints:

A preprint  is an author's own write-up of research results and analysis, it  has not  been peer-

reviewed, nor has it  had any other value added to it  by a publisher (such as forma ng,

copyright , technical enhancement  etc.).

Authors can share their preprints anywhere at  any me. Preprints should not  be added to

or enhanced in any way in order to appear more like, or to subs tute for, the final versions
of ar cles however authors can update their preprints on arXiv or RePEc with their

Accepted Author M anuscript  (see below).

If accepted for publica on, we encourage authors to link from the preprint  to their formal

publica on via its DOI. M illions of researchers have access to the formal publica ons on

ScienceDirect, and so links will help users to find, access, cite and use the best available
version. Please note that Cell Press, The Lancet and some society-owned have different
preprint  policies. Informa on on these policies is available on the journal homepage.

Accepted Author M anuscripts: An accepted author manuscript  is the manuscript of an

ar cle that  has been accepted for publica on and which typically includes author-

incorporated changes suggested during submission, peer review and editor-author

communica ons.

Authors can share their accepted author manuscript :

immediately

via their non-commercial person homepage or blog

by upda ng a preprint in arXiv or RePEc with the accepted manuscript

via their research ins tute or ins tu onal repository for internal ins tu onal

uses or as part  of an invita on-only research collabora on work-group

direct ly by providing copies to their students or to research collaborators for

their personal use

for private scholarly sharing as part  of an invita on-only work group on

commercial sites with which Elsevier has an agreement

A er the embargo period

via non-commercial hos ng pla orms such as their ins tu onal repository

via commercial sites with which Elsevier has an agreement

In all cases accepted manuscripts should:

link to the formal publica on via its DOI

bear a CC-BY-NC-ND license - this is easy to do

if aggregated with other manuscripts, for example in a repository or other site, be

shared in alignment with our hos ng policy not  be added to or enhanced in any way

to appear more like, or to subs tute for, the published journal ar cle.

Published journal ar cle (JPA): A published journal ar cle (PJA) is the defini ve final record
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of published research that  appears or will appear in the journal and embodies all value-

adding publishing ac vi es including peer review co-ordina on, copy-edi ng, forma ng, (if

relevant) pagina on and online enrichment .

Policies for sharing publishing journal ar cles differ for subscrip on and gold open access

ar cles:

Subscrip on Ar cles: If  you are an author, please share a link to your ar cle rather than the

full-text . M illions of researchers have access to the formal publica ons on ScienceDirect ,

and so links will help your users to find, access, cite, and use the best available version.

Theses and disserta ons which contain embedded PJAs as part of the formal submission

can be posted publicly by the awarding ins tu on with DOI links back to the formal

publica ons on ScienceDirect .

If you are affiliated with a library that subscribes to ScienceDirect you have addi onal

private sharing rights for others' research accessed under that  agreement. This includes use

for classroom teaching and internal t raining at  the ins tu on (including use in course packs

and courseware programs), and inclusion of the ar cle for grant  funding purposes.

Gold Open Access Ar cles: May be shared according to the author-selected end-user

license and should contain a CrossM ark logo, the end user license, and a DOI link to the

formal publica on on ScienceDirect .

Please refer to Elsevier's pos ng policy for further informa on.

18. For book authors the following clauses are applicable in addi on to the above:

Authors are permi ed to place a brief summary of their work online only. You are not

allowed to download and post  the published electronic version of your chapter, nor may

you scan the printed edi on to create an electronic version. Pos ng to a repository:

Authors are permi ed to post  a summary of their chapter only in their ins tu on's

repository.

19. Thesis/ Disserta on: If your license is for use in a thesis/ disserta on your thesis may be

submi ed to your ins tu on in either print  or electronic form. Should your thesis be

published commercially, please reapply for permission. These requirements include

permission for the Library and Archives of Canada to supply single copies, on demand, of

the complete thesis and include permission for Proquest/ UM I to supply single copies, on

demand, of the complete thesis. Should your thesis be published commercially, please

reapply for permission. Theses and disserta ons which contain embedded PJAs as part  of

the formal submission can be posted publicly by the awarding ins tu on with DOI links

back to the formal publica ons on ScienceDirect .

Elsevier Open Access Terms and Condi ons

You can publish open access with Elsevier in hundreds of open access journals or in nearly

2000 established subscrip on journals that support  open access publishing. Permi ed third

party re-use of these open access ar cles is defined by the author's choice of Crea ve

Commons user license. See our open access license policy for more informa on.

Terms & Condi ons applicable to all Open Access ar cles published with Elsevier:

Any reuse of the ar cle must not  represent  the author as endorsing the adapta on of the
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ar cle nor should the ar cle be modified in such a way as to damage the author's honour
or reputa on. If any changes have been made, such changes must be clearly indicated.

The author(s) must  be appropriately credited and we ask that  you include the end user

license and a DOI link to the formal publica on on ScienceDirect .

If any part of the material to be used (for example, figures) has appeared in our publica on

with credit  or acknowledgement to another source it  is the responsibility of the user to

ensure their reuse complies with the terms and condi ons determined by the rights holder.

Addi onal Terms & Condi ons applicable to each Crea ve Commons user license:

CC BY: The CC-BY license allows users to copy, to create ext racts, abst racts and new works

from the Ar cle, to alter and revise the Ar cle and to make commercial use of the Ar cle

(including reuse and/or resale of the Ar cle by commercial en es), provided the user gives

appropriate credit  (with a link to the formal publica on through the relevant  DOI), provides

a link to the license, indicates if  changes were made and the licensor is not represented as

endorsing the use made of the work. The full details of the license are available at

h p:/ / crea vecommons.org/ licenses/ by/ 4.0.

CC BY NC SA: The CC BY-NC-SA license allows users to copy, to create ext racts, abst racts and

new works from the Ar cle, to alter and revise the Ar cle, provided this is not  done for

commercial purposes, and that  the user gives appropriate credit  (with a link to the formal

publica on through the relevant  DOI), provides a link to the license, indicates if  changes

were made and the licensor is not  represented as endorsing the use made of the work.

Further, any new works must  be made available on the same condi ons. The full details of

the license are available at h p:/ / crea vecommons.org/ licenses/ by-nc-sa/ 4.0.

CC BY NC ND: The CC BY-NC-ND license allows users to copy and distribute the Ar cle,

provided this is not  done for commercial purposes and further does not permit  distribu on

of the Ar cle if it  is changed or edited in any way, and provided the user gives appropriate

credit  (with a link to the formal publica on through the relevant  DOI), provides a link to the

license, and that  the licensor is not  represented as endorsing the use made of the work.

The full details of the license are available at  h p:/ / crea vecommons.org/ licenses/ by-nc-

nd/ 4.0. Any commercial reuse of Open Access ar cles published with a CC BY NC SA or CC

BY NC ND license requires permission from Elsevier and will be subject  to a fee.

Commercial reuse includes:

Associa ng adver sing with the full text  of the Ar cle

Charging fees for document delivery or access

Ar cle aggrega on

Systema c dist ribu on via e-mail lists or share bu ons

Pos ng or linking by commercial companies for use by customers of those companies.

20. Other Condi ons:

v1.10
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Ques ons? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or
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Terms and Condi ons

AIP Publishing -- Terms and Condi ons: Permissions Uses

AIP Publishing hereby grants to you the non-exclusive right  and license to use and/or

distribute the Material according to the use specified in your order, on a one- me basis, for

the specified term, with a maximum distribu on equal to the number that  you have

ordered. Any links or other content accompanying the M aterial are not  the subject  of this

license.

1. You agree to include the following copyright  and permission no ce with the

reproduc on of the Material:"Reprinted from [FULL CITATION], with the permission

of AIP Publishing."  For an ar cle, the credit  line and permission no ce must  be

printed on the first page of the ar cle or book chapter. For photographs, covers, or

tables, the no ce may appear with the M aterial, in a footnote, or in the reference list .

2. If you have licensed reuse of a figure, photograph, cover, or table, it is your
responsibility to ensure that  the material is original to AIP Publishing and does not

contain the copyright  of another en ty, and that  the copyright  no ce of the figure,
photograph, cover, or table does not  indicate that  it  was reprinted by AIP Publishing,

with permission, from another source. Under no circumstances does AIP Publishing

purport  or intend to grant  permission to reuse material to which it  does not  hold

appropriate rights.

You may not  alter or modify the M aterial in any manner. You may t ranslate the

M aterial into another language only if you have licensed t ransla on rights. You may
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not  use the M aterial for promo onal purposes.

3. The foregoing license shall not take effect unless and un l AIP Publishing or its agent,

Copyright  Clearance Center, receives the Payment  in accordance with Copyright

Clearance Center Billing and Payment  Terms and Condi ons, which are incorporated

herein by reference.

4. AIP Publishing or Copyright Clearance Center may, within two business days of

gran ng this license, revoke the license for any reason whatsoever, with a full refund

payable to you. Should you violate the terms of this license at  any me, AIP

Publishing, or Copyright  Clearance Center may revoke the license with no refund to

you. No ce of such revoca on will be made using the contact  informa on provided

by you. Failure to receive such no ce will not  nullify the revoca on.

5. AIP Publishing makes no representa ons or warran es with respect  to the M aterial.

You agree to indemnify and hold harmless AIP Publishing, and their officers, directors,
employees or agents from and against  any and all claims arising out  of your use of the

Material other than as specifically authorized herein.
6. The permission granted herein is personal to you and is not  t ransferable or assignable

without  the prior wri en permission of AIP Publishing. This license may not  be

amended except in a wri ng signed by the party to be charged.

7. If purchase orders, acknowledgments or check endorsements are issued on any forms

containing terms and condi ons which are inconsistent  with these provisions, such

inconsistent  terms and condi ons shall be of no force and effect. This document,
including the CCC Billing and Payment  Terms and Condi ons, shall be the en re

agreement  between the par es rela ng to the subject ma er hereof.

This Agreement  shall be governed by and const rued in accordance with the laws of the

State of New York. Both par es hereby submit to the jurisdic on of the courts of New York

County for purposes of resolving any disputes that may arise hereunder.
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Will you be t ransla ng? no

Circula on/ dist ribu on 1 - 29

Author of this Springer Nature

content
no

Tit le
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Por ons Figure describing Kerr lens modelocking in Chapter 3

Requestor Loca on

Mr. Jonathan Barnard

A n: M r. Jonathan Barnard

Total 0.00 GBP

Terms and Condi ons

Springer Nature Customer Service Centre GmbH

Terms and Condi ons

This agreement  sets out  the terms and condi ons of the licence (the Licence) between you

and Springer Nature Customer Service Centre GmbH (the Licensor). By clicking 'accept ' and

comple ng the t ransac on for the material (Licensed M aterial), you also confirm your
acceptance of these terms and condi ons.

1. Grant of License

1. 1. The Licensor grants you a personal, non-exclusive, non-transferable, world-wide

licence to reproduce the Licensed Material for the purpose specified in your order
only. Licences are granted for the specific use requested in the order and for no other
use, subject  to the condi ons below.
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1. 2. The Licensor warrants that  it  has, to the best  of its knowledge, the rights to

license reuse of the Licensed Material. However, you should ensure that  the material

you are reques ng is original to the Licensor and does not  carry the copyright  of

another en ty (as credited in the published version).

1. 3. If the credit  line on any part  of the material you have requested indicates that  it

was reprinted or adapted with permission from another source, then you should also

seek permission from that  source to reuse the material.

2. Scope of Licence

2. 1. You may only use the Licensed Content  in the manner and to the extent

permi ed by these Ts&Cs and any applicable laws.

2. 2. A separate licence may be required for any addi onal use of the Licensed

M aterial, e.g. where a licence has been purchased for print  only use, separate

permission must  be obtained for elect ronic re-use. Similarly, a licence is only valid in

the language selected and does not  apply for edi ons in other languages unless

addi onal t ransla on rights have been granted separately in the licence. Any content

owned by third par es are expressly excluded from the licence.

2. 3. Similarly, r ights for addi onal components such as custom edi ons and

deriva ves require addi onal permission and may be subject to an addi onal fee.

Please apply to

Journalpermissions@springernature.com/ bookpermissions@springernature.com for

these rights.

2. 4. Where permission has been granted free of charge for material in print,

permission may also be granted for any elect ronic version of that  work, provided that

the material is incidental to your work as a whole and that the elect ronic version is

essen ally equivalent  to, or subs tutes for, the print  version.

2. 5. An alterna ve scope of licence may apply to signatories of the STM  Permissions

Guidelines, as amended from me to me.

3. Dura on of Licence

3. 1. A licence for is valid from the date of purchase ('Licence Date') at  the end of the

relevant  period in the below table:

Scope of Licence Dura on of Licence

Post  on a website 12 months

Presenta ons 12 months

Books and journals Life me of the edi on in the language purchased

4. Acknowledgement

4. 1. The Licensor's permission must  be acknowledged next  to the Licenced Material in

print. In elect ronic form, this acknowledgement  must  be visible at  the same me as the
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figures/tables/illustra ons or abst ract , and must be hyperlinked to the journal/ book's

homepage. Our required acknowledgement format  is in the Appendix below.

5. Restric ons on use

5. 1. Use of the Licensed M aterial may be permi ed for incidental promo onal use and

minor edi ng privileges e.g. minor adapta ons of single figures, changes of format,
colour and/ or style where the adapta on is credited as set  out in Appendix 1 below. Any

other changes including but  not  limited to, cropping, adap ng, omi ng material that

affect the meaning, inten on or moral rights of the author are st rict ly prohibited.

5. 2. You must  not  use any Licensed M aterial as part of any design or t rademark.

5. 3. Licensed Material may be used in Open Access Publica ons (OAP) before

publica on by Springer Nature, but  any Licensed M aterial must be removed from OAP

sites prior to final publica on.

6. Ownership of Rights

6. 1. Licensed Material remains the property of either Licensor or the relevant  third
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