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Abstract 

Microscopy allows us to peer into the complex deeply shrouded world that the 

cells of our body grow and thrive in. With the emergence of automated digital 

microscopes and software for anlysing and processing the large numbers of image 

that they produce; quantitative microscopy approaches are now allowing us to 

answer ever larger and more complex biological questions. In this thesis I explore two 

trends. Firstly, that of using quantitative microscopy for performing unbiased 

screens, the advances made here include developing strategies to handle imaging data 

captured from physiological models, and unsupervised analysis screening data to 

derive unbiased biological insights. Secondly, I develop software for analysing live cell 

imaging data, that can now be captured at greater rates than ever before and use this 

to help answer key questions covering the biology of how cells make the decision to 

arrest or proliferate in response to DNA damage. Together this thesis represents a 

view of the current state of the art in high-throughput quantitative microscopy and 

details where the field is heading as machine learning approaches become ever more 

sophisticated. 
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Microscopy has remained a staple modality for studying biology since the first 

description of cells by Robert Hooke in his seminal work Micrographia (published in 

1665 by the Royal Society), that contained intricately detailed hand drawn images of 

natural objects invisible to the naked eye, Fig. 1-1A. Hand drawn images remained the 

primary means of disseminating microscopy data, until the emergence of cameras 

some 200 years later, and development of the first ‘photoelectric’ microscope by 

Alfred Francois-Donne. Using this photographic microscope he discovered both the 

microorganism Trichomonas vaginalis, now known to be a parasite responsible for 

the sexually transmitted disease Trichomoniasis, as well as being the first person to 

observe the enormous expansion of ‘mucus goblet’ cells, now termed leukocytes, in 

leukemia (Thorburn 1974), Fig. 1-1B. Charged coupled devices or CCD chips were 

developed in the Bell laboratories over the 1960’s, that allow for the direct conversion 

of  light into digital data (Smith 2010), and have since spawned a huge growth in the 

amount of imaging information captured around the world, now estimated to be over 

70% of all data traffic (Cisco 2017).  This massive growth in imaging data globally has 

also been paralleled by an increase in the amount of microscopy imaging data we are 

able to collect. Key factors driving this rise include the wide adoption of digital 

microscopes, as well as the development of automated microscopy systems,  that in 

https://paperpile.com/c/HjVDIT/ffA9
https://paperpile.com/c/HjVDIT/ffA9
https://paperpile.com/c/HjVDIT/AtI0
https://paperpile.com/c/HjVDIT/AtI0
https://paperpile.com/c/HjVDIT/J81k
https://paperpile.com/c/HjVDIT/J81k
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combination with the miniaturization of imaging plates, e.g. 384 wells, now allow 

imaging of tens to hundreds of thousands of conditions every week (Wollman and 

Stuurman 2007), Fig. 1-1C&D. 

Yet despite this digital revolution in the way we collect and store microscopy data, 

many analyses of imaging data are still performed using qualitative methods and the 

intuition of human experts in the field (Sailem et al. 2016; Pepperkok and Ellenberg 

2006). This limits both the number of images that can be analysed and the size of 

experiments that can be performed, as well as introducing potential bias in the 

observations and conclusions of the researcher. For example, an experimenter may 

select fields of view, or specific cells that support a hypothesis, rather than making an 

unbiased assessment of the overall phenotypic effect of a treatment. At best this 

means important novel findings could be missed, at worst it leads to conclusions and 

findings that cannot be reproduced, and may mislead future studies (Caicedo et al. 

2017). Thus, quantitative approaches to image analysis are critical for performing 

unbiased analysis of experimental conditions and yielding reproducible results. 

The lack of widespread adoption of quantitative methods is likely driven by the 

fact that collecting quantitative data from microscopy images can often be incredibly 

tedious, requiring extensive manual input. Even now, biologists will often find 

themselves using standard digital software packages, such as Image-J (Abràmoff et al. 

2004), to manually measure the length of hundreds of yeast (Smith et al. 2014), count 

the number of thousands of cells displaying mitotic phenotypes in cancer 

histopathology images (van Diest et al. 1992; Veta et al. 2015), or measure intensity 

changes in a fluorescently stained protein over imaging time courses that may last 

https://paperpile.com/c/HjVDIT/6olr
https://paperpile.com/c/HjVDIT/6olr
https://paperpile.com/c/HjVDIT/6olr
https://paperpile.com/c/HjVDIT/K0h3+JSbU
https://paperpile.com/c/HjVDIT/K0h3+JSbU
https://paperpile.com/c/HjVDIT/K0h3+JSbU
https://paperpile.com/c/HjVDIT/5RHJ
https://paperpile.com/c/HjVDIT/5RHJ
https://paperpile.com/c/HjVDIT/5RHJ
https://paperpile.com/c/HjVDIT/GRRt
https://paperpile.com/c/HjVDIT/GRRt
https://paperpile.com/c/HjVDIT/GRRt
https://paperpile.com/c/HjVDIT/5gq1
https://paperpile.com/c/HjVDIT/5gq1
https://paperpile.com/c/HjVDIT/e4IC+xE6h
https://paperpile.com/c/HjVDIT/e4IC+xE6h
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several days (Barr et al. 2016). Thus, there is a desperate need for better tools and 

workflows that are able to automate complex and time consuming quantitative image 

analysis tasks and perform unbiased analysis on the ever-increasing volumes of 

image data now being produced. 

 

Figure 1-1, Development of high throughput microscopes: A) Illustrations of cork tree specimens 

that for the first time revealed the existence of cells, that are now known to be the fundamental living unit 

in biology; B) The photographs of microscopic specimens, demonstrated significant over proliferation of 

white-blood cells in patients with blood diseases, now termed leukemias, due to excessive proliferation of 

leukocytes; C) One of the first automated microscopes, the ArrayScan®, was able to capture hundreds to 

thousands of fields of view every day, storing data digitally for quantitative analysis. D) Today standardised 

96, 384 and 1536 well formats allow advanced robotic platforms, coupled to sophisticated high-content 

microscopes, to prepare and image stacks of microplates collecting hundreds of thousands of images and 

equating to several terabytes of data, every day. 

  

https://paperpile.com/c/HjVDIT/DIw0
https://paperpile.com/c/HjVDIT/DIw0
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1.1.2 Automated image analysis 

The earliest use-cases of automated analysis of microscopy images emerged from 

studies that looked to drive automation and accuracy improvements in the detection 

of cancer cells from pappenheim-stained blood, or vaginal swab smears, such that 

population wide screening of leukemia, or cervical cancers, respectively could be 

performed (Bostrom et al. 1959; Harms et al. 1979). These approaches progressed 

over a period of a decade or so, from classification of one-dimensional readouts from 

electronic scanners (Bostrom et al. 1959; Spencer and Bostrom 1962), through early 

image based classifiers developed using custom optical scanning techniques (Prewitt 

and Mendelsohn 1966), to more advanced techniques that made use of computers to 

segment regions, before subsequent extraction and processing of basic features such 

as area and intensity from images captured using early digital microscopes (Harms et 

al. 1979; Harms et al. 1986; Jaggi et al. 1988). 

The use of quantitative image analysis applied to molecular biology research first 

arose in the analysis of hybridisation between fluorescent reporters and DNA for 

genetic applications, termed fluorescent in-situ hybridisation (FISH) (Nederlof et al. 

1992). It wasn’t then until the pharmaceutical industry got heavily involved that 

automated image analysis for molecular biology research became wide spread. Here, 

researchers began to develop secondary cell-based in vitro assays to validate hits 

emerging from increasingly high-throughput biochemical target-binding screens 

(HTS), that often had more complex endpoints. For example, Htun et al. labelled the 

glucocorticoid receptor with GFP fluorescent reporter to identify agonists that would 

induce this protein to translocate from the membrane to the nucleus, as was known 

https://paperpile.com/c/HjVDIT/Z3I6+oKQZ
https://paperpile.com/c/HjVDIT/Z3I6+oKQZ
https://paperpile.com/c/HjVDIT/Z3I6+Gubl
https://paperpile.com/c/HjVDIT/Z3I6+Gubl
https://paperpile.com/c/HjVDIT/n3DL
https://paperpile.com/c/HjVDIT/n3DL
https://paperpile.com/c/HjVDIT/n3DL
https://paperpile.com/c/HjVDIT/oKQZ+6bNi+w18M
https://paperpile.com/c/HjVDIT/oKQZ+6bNi+w18M
https://paperpile.com/c/HjVDIT/oKQZ+6bNi+w18M
https://paperpile.com/c/HjVDIT/bgiG
https://paperpile.com/c/HjVDIT/bgiG
https://paperpile.com/c/HjVDIT/bgiG
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to occur following binding of glucocorticoids (Htun et al. 1996). This assay required 

imaging data to be collected and the nuclear and membrane regions to be identified 

using separate stains and thresholding operations on the images. The ratio of 

membrane protein intensity to nuclear intensity could then be calculated and the level 

of glucocorticoid receptor translocation quantified  (Htun et al. 1996; Giuliano et al. 

1997). This analysis made use of early ArrayScan software developed by Cellomics, 

Fig. 1-2A. In another key example, voltage sensitive dyes and reporters were also used 

as an imaging readout of membrane potential. Here, image analysis steps consisted of 

identifying and quantifying intensity differences between regions on the inside and 

outside of the membrane (González and Negulescu 1998; Epps et al. 1994). This 

allowed the identification of a small molecule activator of ATP sensitive K+ ion 

channels in vascular smooth muscle cells. By interfering with membrane potential 

this small molecule, in turn, inhibited chloride transport and reduced vascular smooth 

muscle contraction (Holevinsky et al. 1994). Taken together, over the 1990s, an 

explosion in the use of high-throughput imaging approaches for research occurred; 

this was driven by novel screening approaches in the pharmaceutical industry. 

Typically however, such early automated image analysis pipelines remained 

tailored for a specific phenotypic assay, or readout, such as cell proliferation, or 

viability (Boutros et al. 2004). In key work by Murphy et al. it was shown that by 

extracting larger numbers of features describing the shape and texture properties of 

regions defined by fluorescently labeled proteins, accurate classification of the 

localisation of the protein to a cellular compartment, such as the endoplasmic 

reticulum, could be performed automatically (Boland and Murphy 2001; Murphy et 

https://paperpile.com/c/HjVDIT/5GKV
https://paperpile.com/c/HjVDIT/5GKV
https://paperpile.com/c/HjVDIT/5GKV+KkSi
https://paperpile.com/c/HjVDIT/5GKV+KkSi
https://paperpile.com/c/HjVDIT/5GKV+KkSi
https://paperpile.com/c/HjVDIT/zIKl+lXIf
https://paperpile.com/c/HjVDIT/Z79t
https://paperpile.com/c/HjVDIT/ynTX
https://paperpile.com/c/HjVDIT/ynTX
https://paperpile.com/c/HjVDIT/lqJM+23dj
https://paperpile.com/c/HjVDIT/lqJM+23dj
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al. 2000). This study therefore paved the way towards using high-dimensional 

morphological profiles to classify and predict biological behaviour from images. For 

example, Perlman et al. demonstrated that high-content imaging profiles from 

compounds with a known mechanism of action could be used to predict the 

mechanism of action of an unknown compound using its phenotypic profile (Perlman 

et al. 2004). That high-content phenotypic profiles can be used to infer mechanism of 

action has now been replicated in a number of retrospective studies since this first 

work (Young et al. 2008; Abassi et al. 2009; Kraus et al. 2016; Towne et al. 2012). Most 

notably, in recent work by Simm et al., prospective predictive power of such an 

approach has been shown. Specifically, the authors demonstrated that by cherry 

picking a set of small molecules from a large HTS compound screening library, 250-

fold enrichment in the likelihood target binding could be achieved by using a previous 

high-content screen to predict target binding (Simm et al. 2018). Relational studies 

also emerged that looked to infer genetic, physical, or functional interactions between 

genes and/or proteins. For example, Moffat et al. demonstrated that siRNA gene 

depletions that resulted in similar image based phenotypic profiles, would likely fall 

within the same biological signalling pathway (Moffat and Sabatini 2006). In another 

landmark study, Bakal et al. found that RNAi depletions that resulted in similar 

morphological characteristics in Drosophila BG2 cells, led to validated predictions as 

to a protein’s function, localisation, and binding partners (Bakal et al. 2007). 

This increasing use of large arrays of single cell features extracted from high-

content screens, termed phenotypic profiles, also motivated the development 

CellProfiler, an open-source software package that could be broadly applied to high-

https://paperpile.com/c/HjVDIT/lqJM+23dj
https://paperpile.com/c/HjVDIT/JEdM
https://paperpile.com/c/HjVDIT/JEdM
https://paperpile.com/c/HjVDIT/JEdM
https://paperpile.com/c/HjVDIT/Bggq+Vce6+Bjd0+VWp4
https://paperpile.com/c/HjVDIT/Bggq+Vce6+Bjd0+VWp4
https://paperpile.com/c/HjVDIT/kvSG
https://paperpile.com/c/HjVDIT/FPa1
https://paperpile.com/c/HjVDIT/FPa1
https://paperpile.com/c/HjVDIT/DHsR
https://paperpile.com/c/HjVDIT/DHsR
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content imaging data (Carpenter et al. 2006; Lamprecht et al. 2007; Jones et al. 2008). 

This software continues to be used today to analyse both chemical and genetic 

screens, Fig. 1-2B. For example, Shan et al. more recently performed a high-content 

screen of small molecules against primary human hepatocytes looking for small 

molecules that could either induce their proliferation or cause them to differentiate 

further towards mature hepatocytes as detected by a phenotypic profile extracted 

from imaging data. The authors identified a handful of compounds that could perform 

each task and thus represented important tools for generating a ready supply of 

human hepatocytes for research and potential future cell-therapies (Shan et al. 2013). 

Commercial software has also kept pace and driven perhaps even greater 

developments in the high-content imaging field. The Columbus software package  is 

used by a huge number of pharmaceutical and research labs around the world 

(Zanella et al. 2010), Fig. 1-2C. Enabling such a diverse array of high-content imaging 

studies as profiling compound toxicity based off morphology and proliferation 

markers (Martin et al. 2014), screening of potential chemotherapies against live 

tumour spheroid models (Reid et al. 2014), studying the infection of macrophages by 

parasites (Aulner et al. 2013), and even the detection and characterisation of 

biological weapons of mass destruction (Peruski et al. 2002). Thus, by extracting high-

dimensional phenotypic profiles from imaging data, screens can now be performed 

with complex endpoints, that may involve either the determination of multiple 

phenotypes, or relational studies that look to correlate the similarity between 

different conditions in order to identify the connection between different conditions. 

These studies together define the common high-content profiling workflow used by 

the majority of groups today (Caicedo et al. 2017). 

https://paperpile.com/c/HjVDIT/Xeiu+mocj+izBh
https://paperpile.com/c/HjVDIT/Xeiu+mocj+izBh
https://paperpile.com/c/HjVDIT/DdfU
https://paperpile.com/c/HjVDIT/DdfU
https://paperpile.com/c/HjVDIT/zMAw
https://paperpile.com/c/HjVDIT/zMAw
https://paperpile.com/c/HjVDIT/zMAw
https://paperpile.com/c/HjVDIT/Jvbq
https://paperpile.com/c/HjVDIT/Jvbq
https://paperpile.com/c/HjVDIT/oIj6
https://paperpile.com/c/HjVDIT/oIj6
https://paperpile.com/c/HjVDIT/qqHH
https://paperpile.com/c/HjVDIT/qqHH
https://paperpile.com/c/HjVDIT/owY6
https://paperpile.com/c/HjVDIT/owY6
https://paperpile.com/c/HjVDIT/5RHJ
https://paperpile.com/c/HjVDIT/5RHJ
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Figure 1-2, Example interfaces developed for analysis of high-content imaging data: A) Software 

that accompanied the ArrayScan® microscope allowed research to use simple thresholding operations to 

identify regions that intensity readings could be collected from. From these measurements, dose response 

curves and other key assay readouts could be plotted; B) CellProfiler represents perhaps the first open 

source software for performing high-content image analysis, that continues to be developed today, this 

allows pipelines to be created that can be used to process and extract thousands of single-cell features from 

very large, 10,000 conditions/1,000,000 image, screens. C) Perkin Elmer maintain the Columbus™ software 

that remains perhaps the most popular and easy to use software developed for analysis of high-content 

imaging data. Here a simple plug and play, format allows you to drag and drop functions to create an 

imaging pipeline for high-content analysis. 

 

  



 

16 

1.2 The high-content analysis workflow 

Currently, high-content image analysis workflows are generally tailored to a given 

screen being analysed, due to the unique combination of the cell line and fluorescent 

labels used, as well as the biological questions being asked of the dataset. However, 

across researchers in the field, a set of common themes and steps emerge. Together 

these underpin the standard workflow that includes the most common process used 

by labs today in the field of high-content imaging, Fig. 1-3. Although the exact number 

of steps is trivial, the process typically involves: 1) image-capture and storage 2) 

preprocessing of imaging data; 3) object detection and segmentation; 4) feature 

extraction; 5) feature reduction, processing and aggregation; and 6) Analysis and 

visualisation of results (Caicedo et al. 2017; Swedlow et al. 2009; Boutros et al. 2015; 

Carpenter 2007). Prior to studying how different conditions affect phenotypic 

profiles, analysis of single cell data can also be performed to identify and analyse 

subpopulations of cells, such as those in different stages of the cell cycle  (Neumann 

et al. 2010; Jones et al. 2008; Mukherji et al. 2006). Additionally in live cell 

experiments, after extraction of object coordinates and other features, cell tracking 

and time-series analysis can be performed  (Cooper and Bakal 2017). Finally, deep-

learning strategies have now been developed that facilitate direct conversion of raw 

data to visualisations and screening results (Kraus et al. 2017; Godinez et al. 2017). 

https://paperpile.com/c/HjVDIT/5RHJ+5EkF+iMLd+k2iS
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Figure 1-3,  A standard high-content microscopy workflow: 1) Cells are automatically prepared 

and imaged using robotic plate handling and high-content automated microscopes; 2) Image preprocessing 

steps look to normalise images across microplates and reduce batch effects; 3) Segmentation steps involve 

detection of objects and identification of unique binary masks that cover each region; 4) Hundreds to 

thousands of features describing each region are extracted from segmented cells; 5) Features are typically 

reduced to non-redundant spaces, using either feature selection or transformation algorithms; 6) Extracted 

features can then be explored and visualised using a range of graphics and clustering approaches. 
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1.2.1 Image Capture and Storage 

The first step following the fixing and staining of cells in a high-content screen is 

to image the screen and store images in an accessible format for processing. Typical 

high-content microscopes can capture tens to hundreds of thousands of images every 

day using automation to supply microplates for imaging. Managing the huge amount 

of data that is produced can represent a significant challenge. A number of solutions 

exist for handling this data and are typically commercial. However, in a notable 

example Swedlow et al. have developed the Open Microscopy Environment (OME) an 

open-source software solution that is able to host and visually display image based 

screening data (Swedlow et al. 2003; Li et al. 2016; Allan et al. 2012). However, setting 

up and maintaining such servers remains challenging for most labs, thus commercial 

packages are typically used such as those marketed by PerkinElmer as the 

Columbus™ platform.  

1.2.2 Image preprocessing  

Image preprocessing involves clipping and illumination correction algorithms, 

that seek to ensure all conditions, and cells, being imaged are represented and treated 

equally over the entire imaging screen. Clipping, or the removal of high-intensity 

outlier pixels is performed as microscopes will often capture a very wide range of 

pixel intensities that may include artifacts, such as aggregated clumps of 

immunofluorescent probes. These can distort subsequent steps such as the 

calculation of intensity thresholds, aggregation of single cell data, or illumination 

correction. 

https://paperpile.com/c/HjVDIT/iCHU+mBhw+WPyG
https://paperpile.com/c/HjVDIT/iCHU+mBhw+WPyG
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Illumination correction, in turn, accounts for variations in the background image 

intensity over the field of view; these are generally an inherent property of the light 

path between the illumination source and camera. A number of strategies have 

therefore been devised to reduce this source of variation: 1) Prospective correction: 

Background images are captured with no sample present, and negated from future 

images (Singh et al. 2014); 2) Single image correction: A very wide filter, such as a 

gaussian blur, is applied to the image to give a rough intensity map that is then 

negated from the original image (Likar et al. 2000; Babaloukas et al. 2011); and 3) 

Multiple image correction: Average intensities are taken over the entire screen, and 

then negated from every individual image (Singh et al. 2014; Babaloukas et al. 2011). 

Generally, prospective methods and multi-image correction are preferred as 

adjustment of intensity values within single images can reduce the true range of 

intensity changes captured over an imaging dataset (Caicedo et al. 2017; Singh et al. 

2014). 

1.2.3 Object detection and Segmentation 

In object detection and segmentation steps, the goal is to identify regions of the 

image that correspond to objects of interest. A vast amount of research has gone into 

developing better algorithms for these tasks (Pal and Pal 1993; Haralick and Shapiro 

1985). Many of these approaches have been transferred to nuclei and cell 

segmentation in high-content imaging.  In the most straightforward approach objects 

can be detected with simple thresholding operations, for example Otsu’s method 

(Otsu 1979). However, these will often classify multiple touching nuclei and/or cells 

as a single object. Cell segmentation is thus typically split into two steps: 

https://paperpile.com/c/HjVDIT/bbbu
https://paperpile.com/c/HjVDIT/bbbu
https://paperpile.com/c/HjVDIT/ykAH+qZH1
https://paperpile.com/c/HjVDIT/ykAH+qZH1
https://paperpile.com/c/HjVDIT/bbbu+qZH1
https://paperpile.com/c/HjVDIT/bbbu+qZH1
https://paperpile.com/c/HjVDIT/5RHJ+bbbu
https://paperpile.com/c/HjVDIT/5RHJ+bbbu
https://paperpile.com/c/HjVDIT/5RHJ+bbbu
https://paperpile.com/c/HjVDIT/7lae+WJq7
https://paperpile.com/c/HjVDIT/7lae+WJq7
https://paperpile.com/c/HjVDIT/7lae+WJq7
https://paperpile.com/c/HjVDIT/sqpS
https://paperpile.com/c/HjVDIT/sqpS
https://paperpile.com/c/HjVDIT/sqpS
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1. The centers of nuclei are found. As these appear as round regions of intensity, 

consecutive radial blurring and erosion/dilation operations are often 

sufficient to transform the image such that a single intensity peak corresponds 

to each nuclei center, peak picking can then be used to detect nuclei centers 

(Carpenter et al. 2006). Other algorithms can also be used to detect nuclei 

where they may be touching, although are less common. For example, by 

assuming nuclei are round, a Hough transform, that is designed to detect 

circular objects, can be used to identify candidate nuclei (Thomas et al. 1992). 

Model based approaches, have also demonstrated high levels of performance 

(Molnar et al. 2016). 

2. A mask of the nuclei/cell region must then be created based off the detected 

centers. By far the most common approach here is the watershed algorithm 

(Beucher and Meyer 1992; Roerdink and Meijster 2000), that treats cell nuclei 

and background markers as valleys, and cell edges as ridges and then expands 

regions to cover the space between ridges (Malpica et al. 1997), [described in 

more detail in Chapter 3]. However, higher levels of performance have been 

shown (Meijering 2012) by using both graph-cuts (Shi and Malik 2000)(Al-

Kofahi et al. 2010) and learnt textures (Sommer et al. 2011). More recently, 

deep-learning approaches such as fully convolutional neural networks (Long 

et al. 2015), implemented as U-net for biomedical imaging data (Ronneberger 

et al. 2015), mask R-CNN (He et al. 2018), and  learnt watershed algorithms 

(Wolf et al. 2017; Bai and Urtasun 2017) have achieved human-level 

performance in nuclei segmentation challenges. 

https://paperpile.com/c/HjVDIT/Xeiu
https://paperpile.com/c/HjVDIT/Xeiu
https://paperpile.com/c/HjVDIT/Xeiu
https://paperpile.com/c/HjVDIT/5w5p
https://paperpile.com/c/HjVDIT/5w5p
https://paperpile.com/c/HjVDIT/PAlB
https://paperpile.com/c/HjVDIT/Akoj+rvoF
https://paperpile.com/c/HjVDIT/Akoj+rvoF
https://paperpile.com/c/HjVDIT/Akoj+rvoF
https://paperpile.com/c/HjVDIT/gbwH
https://paperpile.com/c/HjVDIT/gbwH
https://paperpile.com/c/HjVDIT/z0Ss
https://paperpile.com/c/HjVDIT/z0Ss
https://paperpile.com/c/HjVDIT/uKQy
https://paperpile.com/c/HjVDIT/uKQy
https://paperpile.com/c/HjVDIT/0WQu
https://paperpile.com/c/HjVDIT/0WQu
https://paperpile.com/c/HjVDIT/Kbj3
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https://paperpile.com/c/HjVDIT/bcS8
https://paperpile.com/c/HjVDIT/bcS8
https://paperpile.com/c/HjVDIT/D3Ob
https://paperpile.com/c/HjVDIT/D3Ob
https://paperpile.com/c/HjVDIT/Kskk
https://paperpile.com/c/HjVDIT/obgr+Kcpa
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1.2.4 Feature Extraction 

Following detection of cells and segmentation of regions, or masks, that define 

these objects features are then extracted that describe the shape of the cell, as well as 

the texture and intensity properties of different fluorescent markers inside the cell 

mask (Boland and Murphy 2001; Carpenter et al. 2006). Many features important for 

studying the shape of cells were described by Boland and Murphy, and include 

measures of size, eccentricity, and membrane/edge smoothness (Boland and Murphy 

2001). These measures can also be performed on geometrically defined sub-regions 

of the overall cell, such as protrusions that extend outward from the main cell body 

(Sailem et al. 2014; Yin et al. 2013). Features based on channel intensity and texture 

are also typically extracted and include: Haralick features; these analyse the 

relationship between neighbouring pixels (Haralick et al. 1973); Gabor features; that 

measure the intensity of a region following transformation with kernels tailored to 

find textures such as edges, spots and ridges (Jain and Farrokhnia 1991); and Zernike 

moments; a type of statistical moment that describes the distribution of intensity over 

a specific region (Khotanzad and Hong 1990; Zernike 1934). More recently features 

have also been engineered that describe the environment a cell is in with respect to 

other cells, such as stretches of cell membrane that are in contact with other cells, 

termed neighbour fraction, (Sero et al. 2015), or the spatial location of a cell relative 

to the center of clusters of cells, or other cells in a locally connected neighbourhood 

(Snijder et al. 2009).  

In high-content analysis the emphasis is upon building a broad and effective 

description of segmented regions, as opposed to specific features that have been 

https://paperpile.com/c/HjVDIT/lqJM+Xeiu
https://paperpile.com/c/HjVDIT/lqJM
https://paperpile.com/c/HjVDIT/lqJM
https://paperpile.com/c/HjVDIT/lqJM
https://paperpile.com/c/HjVDIT/Fgaz+36Uj
https://paperpile.com/c/HjVDIT/Fgaz+36Uj
https://paperpile.com/c/HjVDIT/Fgaz+36Uj
https://paperpile.com/c/HjVDIT/jH8h
https://paperpile.com/c/HjVDIT/jH8h
https://paperpile.com/c/HjVDIT/cYnn
https://paperpile.com/c/HjVDIT/cYnn
https://paperpile.com/c/HjVDIT/1I9C+3TkY
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https://paperpile.com/c/HjVDIT/Pp8G
https://paperpile.com/c/HjVDIT/Pp8G
https://paperpile.com/c/HjVDIT/TobU
https://paperpile.com/c/HjVDIT/TobU
https://paperpile.com/c/HjVDIT/TobU
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engineered into the assay, such as intensity (Boutros et al. 2015; Caicedo et al. 2017). 

However, in some cases features must be engineered into the design of the analysis 

to reflect the proteins being fluorescently labelled; for example a number of proteins 

translocate into the nucleus on activation. Features that quantify the ratio of nuclear 

intensity levels versus intensity in a perinuclear ring region, are more robust for 

example, than those that give the ratio of nuclear to cytoplasmic intensity (Sero and 

Bakal 2017). Overall tens to hundreds of features can be extracted from each 

region of the cell; concatenated together these features should form a 1-

dimensional vector that effectively describes the morphology of a single cell. 

1.2.5 Feature aggregation and reduction 

Where very large numbers of features have been extracted, high levels of 

correlation and redundancy will often exist between features. For many analysis 

methods, such as determining the similarity between phenotypic profiles of different 

treatment conditions, having large groups of highly correlated features presents 

challenges. For example, in identifying effects that may be strong and highly relevant, 

but only present in a small number of features, versus correlated noise that may be 

present in tens to hundreds of features. Thus, identifying non-redundant feature 

spaces represents an important step in preparing high-content data sets for 

exploratory analysis (Caicedo et al. 2017). 

There are two approaches that are typically used to reduce the number of features 

that are used to describe a high-content imaging dataset, and both lend from large 

amounts of research that have been carried out on this task in other fields: 

https://paperpile.com/c/HjVDIT/iMLd+5RHJ
https://paperpile.com/c/HjVDIT/iMLd+5RHJ
https://paperpile.com/c/HjVDIT/YjgJ
https://paperpile.com/c/HjVDIT/YjgJ
https://paperpile.com/c/HjVDIT/YjgJ
https://paperpile.com/c/HjVDIT/5RHJ
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1) Feature selection: In feature selection approaches, algorithms seek to 

iteratively select an optimal set of features. In one example of a greedy approach, 

the most correlated pair of features in the dataset is identified and the feature in 

this pair that is most correlated with the rest of the dataset is then removed, this 

is iterated until a minimum correlation threshold is reached (Woehrmann et al. 

2013). Minimum-redundancy maximum-relevance selection have also been 

tested (Ding and Peng 2005; Ng et al. 2010). In more advanced algorithms, 

combinatorial optimisation methods such as genetic algorithms can be used to 

optimise against metrics such as Akaike or Bayesian information criterion 

(Akaike 1998; Schwarz 1978), with a penalty for features number. 

2) Linear transformation: Linear transformation methods in contrast look to 

rotate or transform the data such that a reduced number of features capture the 

majority of information in the dataset. The most common transformation 

method is principle component analysis (PCA). In PCA variance is maximised in 

successive orthogonal dimensions (Hotelling 1933). Meaning that, following 

transformation, dimensions are linearly uncorrelated with the first principle 

component capturing the most variance in the dataset, followed by the second, 

and so on. Typically, PCA is performed by singular value decomposition of the 

matrix of cell or well-level data following mean centering of feature 

distributions. Factor analysis where non-orthogonal linear combinations of 

features that represent frequent patterns in the data are found, and linear 

discriminant analysis where projections of the data that maximise separation 

between positive and negative controls have also been tested in high-content 

workflows (Young et al. 2008; Kümmel et al. 2010). 

https://paperpile.com/c/HjVDIT/k1s6
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https://paperpile.com/c/HjVDIT/FoUd+CsOQ
https://paperpile.com/c/HjVDIT/cAU6
https://paperpile.com/c/HjVDIT/Bggq+Ve6Z
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Following reduction of feature spaces aggregation of single cell data to well-level 

readouts is performed, where each well corresponds to an experimental condition 

and a unit of a microwell plate. This converts an array of data for each well, where 

rows represent single cell objects and columns represent features, into a single 1-

dimensional vector for that well. Multiple aggregation techniques exist, though 

typically mean or median feature values are taken across the population of cells 

(Caicedo et al. 2017). These have consistently performed well (Ljosa et al. 2013), 

although more advanced measures such as divergence from control population values 

as measured using the KS-statistic have also been used (Perlman et al. 2004). 

Typically multiple wells will exist for each condition, however these will not be 

aggregated prior to downstream analysis, as these constitute technical replicates of 

each condition and thus contain valuable information on the reproducibility of a given 

condition. Aggregation may also occur prior to feature reduction in certain cases. 

1.2.6 Data set exploration and visualisation 

The major goal of most high-content imaging workflows is to understand how the 

effect of different conditions relate to one another, and to control data. This relational 

understanding is achieved through similarity metrics that allow comparison and 

hierarchical clustering of different conditions, a strategy that’s typically used with 

larger non-redundant feature spaces.  The two most common similarity-metrics that 

are used are: 1) Pearson’s correlation, this represents how similar two different 

profiles are based on the features values of both conditions (Schulze et al. 2013; Singh 

et al. 2015); and 2) Euclidean distance, this gives the total distance between the two 

data points in Euclidean space, (Adams et al. 2006; Woehrmann et al. 2013). Rank 

https://paperpile.com/c/HjVDIT/5RHJ
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https://paperpile.com/c/HjVDIT/LVkY
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https://paperpile.com/c/HjVDIT/uiIc+lI4o
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https://paperpile.com/c/HjVDIT/hANF+k1s6
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correlation metrics and other metrics have been tested but are typically less common, 

and only used in cases where standard normalisation and feature reduction strategies 

have been used (Reisen et al. 2013; Ljosa et al. 2013). 

Where a smaller number of dimensions contain the majority of information, it can 

often be easier just to plot well-level data points directly and interpret results. High-

dimensional visualisation techniques, such as t-Stochastic Neighbor Embedding 

(Maaten and Hinton 2008) and Isomap (Tenenbaum et al. 2000), that look to identify 

manifolds and unwrap these into lower dimensional spaces have also been explored, 

as in (Amir et al. 2013). However, these approaches can generate data structures that 

may be over-interpreted without care (Balasubramanian and Schwartz 2002). 

Typically the choice of visualisation technique will depend on the biological question 

being asked in the experiment or screen. 

1.3 Single cell analysis 

Aggregating populations of single cell features into readouts that describe the 

overall effect of a condition typically works very well for identifying hits that are 

similar or dissimilar to controls, as well as to relate conditions to one another 

(Caicedo et al. 2017). However, such aggregation techniques disregard the presence 

of potential subpopulations of cells, that may point towards exciting new biology that 

can be explored  (Snijder et al. 2012), and may also significantly aid biological 

interpretation of high-content imaging datasets (Snijder and Pelkmans 2011; 

Altschuler and Wu 2010). This includes understanding shape (Fuchs et al. 2010; Bakal 

et al. 2007; Yin et al. 2013; Sailem et al. 2014), cell-cycle phase (Neumann et al. 2010; 

https://paperpile.com/c/HjVDIT/Ke2D+LVkY
https://paperpile.com/c/HjVDIT/0m1j
https://paperpile.com/c/HjVDIT/8ZoE
https://paperpile.com/c/HjVDIT/pmRB
https://paperpile.com/c/HjVDIT/09oJ
https://paperpile.com/c/HjVDIT/5RHJ
https://paperpile.com/c/HjVDIT/5RHJ
https://paperpile.com/c/HjVDIT/5RHJ
https://paperpile.com/c/HjVDIT/E0TE
https://paperpile.com/c/HjVDIT/D8zH+XqfA
https://paperpile.com/c/HjVDIT/D8zH+XqfA
https://paperpile.com/c/HjVDIT/D8zH+XqfA
https://paperpile.com/c/HjVDIT/rpli+DHsR+36Uj+Fgaz
https://paperpile.com/c/HjVDIT/rpli+DHsR+36Uj+Fgaz
https://paperpile.com/c/HjVDIT/rpli+DHsR+36Uj+Fgaz
https://paperpile.com/c/HjVDIT/vkhg+izBh+oLOj
https://paperpile.com/c/HjVDIT/vkhg+izBh+oLOj


 

26 

Jones et al. 2008; Mukherji et al. 2006), and even the likelihood of viral infection 

(Snijder et al. 2009). As well as developing a better understanding of biological 

processes, subpopulation identification can also provide important clinical insights. 

For example, a high-content analysis of specific signaling and morphological 

subpopulations, in H460 lung cancer cells, demonstrated that some groups were more 

likely to be specific for resistance to paclitaxel, versus others, due to a distinct 

signalling state (Singh et al. 2010). 

Typically in identifying subpopulations of cells in high-content imaging screens, 

manual qualitative inspection of conditions is performed and alongside prior 

knowledge, is used to identify examples for each population (Kiger et al. 2003). These 

in turn are used to train classifiers for these subpopulations that can then be applied 

to the dataset as a whole (Fuchs et al. 2010; Eggert et al. 2004; Neumann et al. 2006; 

Loo et al. 2007).  For example Bakal et al. used a weakly supervised approach to 

identify reference shapes, in an RNAi screen for modulators of drosophila BG-12 

morphology. Specifically, 7 treatments were identified that qualitatively produced 

cell morphologies that were highly visually distinct from control conditions. Neural 

networks were then trained on extracted features that sought to classify cells into 

each of these conditions, and thus learnt the dominant morphology in each of these 7 

conditions (Bakal et al. 2007). A similar technique was also used to study the 

organisation of Rho GTPase signalling pathways in drosophila cells, using a single cell 

approach in which different Rho GTPases were depleted using siRNA (Nir et al. 2010). 

Classification of cells into distinct morphologies has also been used to map signalling 

networks using double knockout siRNA screens where network connections were 
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inferred from non-additive effects, calculated using a pairwise interaction matrix 

(Horn et al. 2011). Finally, where subpopulations have been manually identified on a 

limited group of cells, online learning methods have also been used to expand the 

number of subpopulations to include additional groups not qualitatively described in 

the original training set (Jones et al. 2009; Yin et al. 2007). Classification of single cells 

into distinct subpopulations, can therefore be used as an effective strategy to aid 

interpretation of the effect of experimental conditions and in the inference of genetic 

interaction and signalling networks.  

However, such supervised approaches still introduce bias into dataset analysis, 

and also require extensive manual input in defining the presence of subpopulations. 

Unsupervised analysis in turn offers the potential to quickly identify subpopulations, 

without also introducing potential bias of the experimenter. In analysing a screen of 

genes that regulate morphology and cytoskeleton dynamics in melanoma cancer cells 

plated upon collagen matrices that mimic physiological condition I therefore explored 

how unsupervised approaches could be used to test whether or not discrete 

subpopulations of cells exist within a population or whether a more continuous set of 

forms are present. This analysis being the subject of Chapter 2. 
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1.4 Live cell imaging 

Traditionally, whilst high-content workflows were engineered by pharmaceutical 

companies and academic groups to screen large libraries of drugs and genetic 

conditions, live-cell imaging approaches have been developed by academics with a 

focus on understanding the dynamics of specific biological pathways, and how 

information is propagated through these pathways (Purvis and Lahav 2013). In live 

cell-imaging experiments, throughput is limited by the fact that tens to hundreds of 

images may need to be captured, for each and every condition, to build up an accurate 

profile of how any given gene may be behaving over time (Cooper and Bakal 2017). 

Moreover, the number of fluorescent reporter genes and non-toxic dyes that can be 

employed has also been traditionally limited to only a handful of genes within 

mammalian systems. 

However, with advances in gene editing capabilities an increasing number of live 

cell reporters are now available that can quickly be introduced into cells and provide 

accurate readouts of the localisation and expression levels of key proteins, using only 

a single channel (Gaudet and Miller-Jensen 2016). Meaning that, the gap in 

throughput and diversity of protein readouts captured in a single experiment is 

closing between high-content analysis and live cell imaging. For example, Stewart-

Ornstein et al.  used CRISPR gene editing technology to engineer a system, termed 

eFlut, that allows efficient tagging of proteins with fluorescent reporters at their 

endogenous loci, thus providing a detailed readout of protein expression levels 

(Stewart-Ornstein and Lahav 2016), Fig. 1-4A. Meanwhile, Regot et al. developed 

kinase translocation reporters, that possess a target sequence engineered to be 
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homologous to the consensus binding sequence of a specific kinase. Upon 

phosphorylation of this target sequence, these reporters translocate into the nucleus 

and therefore act as a readout of the upstream kinases’ activity (Kudo et al. 2018; 

Regot et al. 2014), Fig. 1-4B.  These one channel reporters are much more amenable 

to high-content type live imaging screens, as they are able to capture the effects of 

multiple signaling pathways, whilst leaving channels free for automated nuclei 

detection and segmentation. This is in contrast to more traditional readouts of 

signalling activity such as Forster Resonance Energy Transfer (FRET) reporters, Fig. 

1-4B. With FRET reporters, signalling activity is quantified by the ratio of emission 

from a donor fluorescent protein to an acceptor fluorescent protein, that may be 

connected (Zhang and Allen 2007). When donor and acceptor proteins/domains are 

in close proximity, the donor absorbs at a higher wavelength, and resonance transfer 

shifts this energy to the acceptor which in turn can then emit light at a lower 

wavelength. A number of different strategies can then be used to link signalling 

activity to proximity changes (Fritz et al. 2013). However, these reporters occupy two 

different wavelengths, or channels, in imaging experiments. This limits their 

effectiveness in studies that look to relate multiple reporters. As such, advances in 

reporter technology have facilitated automated imaging and tracking of entire 

populations of cells, in combination with the ability to measure multiple readouts of 

signaling activity. 
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Figure 1-4, Fluorescent Sensors for Signalling Dynamics  (Cooper and Bakal 2017): (A) The levels 

and localisation of a protein may be determined by linking a fluorescent protein (FP) to the N or C terminus 

of the protein and measuring fluorescence intensity. Ideally this is done at the endogenous loci, such that it 

is under control of the natural promoter (B) Förster resonance energy transfer (FRET) reporters make use 

of resonance energy transfer between donor and acceptor proteins where resonance transfer has been 

engineered to change as a result of biological signalling. Activity levels are quantified as the ratio of donor 

emission intensity to acceptor emission intensity. (C) Studies characterising the behaviour of proteins that 

translocate out of the nucleus upon phosphorylation have led to the development of kinase activity reporters 

(KTRs). Kinase activity is then recorded as the cytoplasmic: nuclear (C:N) fluorescence ratio (Kudo et al. 

2018; Regot et al. 2014). ** Reproduced, with permission, from John Albeck (C). 

Significant improvements in auto-focus, stage control, and incubation 

technologies have also increased the number of fields of view that we can capture in 

a single experiment as well as the length of time cells can be imaged for (Pepperkok 

and Ellenberg 2006). Yet, these improvements have now created major bottlenecks 

in tracking cells over long periods of time, especially around automating entire 

tracking pipelines and integrating different steps in data analysis (Coutu and 
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Schroeder 2013). In development of a tracking workflow, typically the canonical high-

content workflow of image preprocessing, object detection and segmentation, and 

feature extraction is adopted as described previously (Cooper and Bakal 2017). 

However, notable variations on this pipeline occur, for example, frequently tracking 

is performed on bright-field images which can introduce additional challenges (Kerz 

et al. 2016; Buggenthin et al. 2013; Olivier et al. 2010). Following these stages an 

additional step is then included that seeks to track cells, or more commonly cell nuclei, 

over the period of imaging, Fig. 1-3. Yet, current solutions to live cell tracking typically 

require independent software packages to be used for segmentation, tracking of cells, 

and correction of tracks. This can create issues, and reduce throughput, for the 

majority of biologists who do not have experience in building software pipelines. This 

can be especially problematic when different software packages may use different 

programming languages and/or import and export images data in varying types of 

file format. To improve throughput and ease of use, new software tools are 

desperately needed for to enable simple tracking of cells and extraction of time-series 

data. This motivated the development of NucliTrack, a cross-platform package that 

allows segmentation, features extraction, tracking, and correction of tracks from live 

cell datasets in a single application.  Development of this application is detailed in 

Chapter 3. 

By using higher throughput live cell approaches, we can also start to ask the 

question of whether subpopulations of cells exist that display distinct patterns of 

signaling behaviour. For example, in heterogeneous populations, where does a 

continuous set of behaviours become two discrete populations, defining a bifurcation 

https://paperpile.com/c/HjVDIT/Sd2W
https://paperpile.com/c/HjVDIT/Npca
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point in dynamics, that can for example determine a cell fate decision. In key studies 

for example, Spencer et al. identified a bifurcation point following mitosis in CDK2 

activity that governs a cell decision to proliferate or quiesce at the restriction point 

(Spencer et al. 2013). Studying the dynamics of how bacteria enter a competent state 

Süel et al. also identified a bifurcation point that underpins where a bacteria enters a 

limit cycle of competency, before transitioning back to a proliferative state  (Süel et 

al. 2006). Finally, previous work by Barr et al. demonstrated hysteresis at the G1/S 

transition in Hela cells, governing their ability to commit to DNA synthesis or remain 

in a G1 state (Barr et al. 2016). 

Following on from these studies we used a live high-content approach to explore 

how p21 modulates the decision point between arrest and quiescence in G1 phase in 

cells in response to DNA damage. Here using a combination of reporters, most 

importantly p21 tagged with GFP at its endogenous locus in hTert-RPE1 cells. 

Specifically, we found that two double negative feedback loops, between the cell cycle 

inhibitor p21 and the E3  ubiquitin ligases CRL4-Cdt2 and SCF-Skp2 underpin a bi-

furcation point between proliferation and arrest that occurs at the restriction point in 

populations of hTert-RPE1 cells in response to endogenous replication stress 

occurring in mother cell S-phase (Barr et al. 2017). This work being the subject of 

Chapter 4. 
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1.5 Deep-learning strategies for analysis of high-content data 

Shortly prior to, and during the course of this thesis, the field of deep-learning was 

rapidly emerging as a major new force in machine-learning and data analysis (LeCun 

et al. 2015). This was driven by both significant improvements in processors, known 

as Graphics Processing Units (GPUs), that are able to very efficiently handle large 

matrix operations such as those required to train and evaluate deep-neural networks, 

as well advances in software for managing such operations (Abadi et al. 2016; 

Bergstra et al. 2010). Together, these improvements allowed researchers to go from 

achieving superhuman performance on toy benchmark challenges such as classifying 

handwritten digits (LeCun et al. 1998), to such levels of accuracy on large image 

databases consisting of thousands of images that may have dimensions of hundreds 

to thousands of pixels (Krizhevsky et al. 2012), as well as segmenting these images 

(Long et al. 2015), detecting objects within them (Girshick 2015; Ren et al. 2017). 

This ability to handle larger images such as those captured by microscopes has 

driven the transfer of such deep-learning approaches to tasks in quantitative 

microscopy (Kraus and Frey 2016). For example, in early work Ronneberger et al. 

demonstrated how a fully convolutional neural network architecture, U-net, could be 

used to achieve state-of-the-art performance for segmenting cell images using 

brightfield and fluorescence microscopy in a  key benchmark challenge (Ronneberger 

et al. 2015). Moreover, Kraus et. al. demonstrated how correct pooling of information 

captured from a deep convolutional neural network could be used to accurately 

classify both protein localisation and compound mechanism of action. This used an 

approach termed multiple instance learning, where the network was trained on  data 

https://paperpile.com/c/q2kPz8/GB2t
https://paperpile.com/c/q2kPz8/GB2t
https://paperpile.com/c/q2kPz8/nT95+gTxF
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https://paperpile.com/c/q2kPz8/n8El
https://paperpile.com/c/q2kPz8/qniI
https://paperpile.com/c/q2kPz8/mDvC
https://paperpile.com/c/q2kPz8/yFo3+TIIc
https://paperpile.com/c/q2kPz8/jREu
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that had examples of proteins with known localisation, and compounds with known 

mechanism of action (Kraus et al. 2017; Kraus et al. 2016). Godinez et al. also applied 

deep-neural networks to classifying phenotypes using deep-convolutional neural 

networks in an early approach (Godinez et al. 2017), and transfer of features learned 

on large imaging datasets has also shown promise as a way of improving our ability 

to detect cell phenotypes (Pawlowski et al. 2016).  

Currently, however deep-learning strategies in microscopy require the use of 

labelled control data to train neural networks (Ching et al. 2018). However, often in 

high-content screens new phenotypes may be present. When faced with new 

phenotypes, neural networks trained on control examples will incorrectly classify 

them. This motivates the need for deep-learning strategies that can build meaningful 

hierarchical representations of imaging datasets without prior knowledge of classes. 

Deep convolutional neural networks, known as autoencoders, learn to compress 

images into lower dimensional spaces, known as an embeddings, and then 

reconstruct them in a way that minimises the reconstruction error as compared to 

the original image (Hinton and Salakhutdinov 2006; Vincent et al. 2010).  Such 

autoencoders can learn embeddings that when clustered lead to results that match 

ground truth class labels; this demonstrates that meaningful hierarchical 

representations of imaging datasets can be learnt (Hinton and Salakhutdinov 2006; 

Vincent et al. 2010). However, in contrast to many images, cells on 2D substrates are 

translationally and rotationally invariant, display a diverse range of morphologies 

that may be independent of experimental conditions, and often contain large batch 

effects. As such when applied to high-content images autoencoders typically learn 

https://paperpile.com/c/q2kPz8/r2Tw+dE6A
https://paperpile.com/c/q2kPz8/nFaC
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35 

embeddings that capture batch effects, or meaningless information on the spatial 

localisation of cells. 

This motivates the current line of research into using weakly-supervised deep-

neural networks to learn meaningful embeddings, that can then be clustered using 

traditional unsupervised approaches (Michael Ando et al. 2017; Caicedo et al. 2018). 

The ability to correctly classify technical replicates of a condition versus all other 

conditions also represents a promising weakly-supervised approach to extracting 

biologically meaningful embeddings that unsupervised clustering can then be 

performed on. Some of the concepts developed in this thesis as well as the work of 

Kraus et al. (Kraus et al. 2017; Kraus et al. 2016), have contributed to very recent work 

by Lu et al. who used such a weakly supervised approach to demonstrate state-of-the-

art performance when classifying protein localisation at the single cell level (Lu et al. 

2018), using a technique that can be broadly applied to the task of screening for new 

phenotypes in high-content screens. Thus, the transfer of deep-learning strategies to 

high-content microscopy, will likely underpin the next wave of innovation in the field, 

and is discussed briefly in Chapter 5, Summary and Future Directions. 

https://paperpile.com/c/q2kPz8/i2IX+VStb
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  (Heppt et al. 2017) 



(Caramel et al. 2013). 

For a long time EMT was associated with a single transition to an adherent motile 

phenotype. Though we are now aware that melanoma cells, and cancers more 

generally, display a wide range of migratory modes. Each of these are typically 

associated with varying substrate and/or stiffness of the extracellular matrix (Friedl 

and Wolf 2003). For example, melanoma cells cultured in soft 3D collagen matrix will 

adopt an adhesion independent, amoeboid phenotype, where migration is driven by 

contraction and membrane blebbing, Fig. 2-1A. This allows the cell to squeeze 

through gaps in the extracellular matrix (Sahai and Marshall 2003; Sanz-Moreno et al. 

2011).  In contrast, melanoma cells cultured on stiffer substrates, or in vitro on plastic, 

adopt a more typical mesenchymal form with migration characterised by rounds of 

https://paperpile.com/c/oNmvB8/jxUU
https://paperpile.com/c/oNmvB8/Zp42
https://paperpile.com/c/oNmvB8/PfZL
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https://paperpile.com/c/oNmvB8/O1Ka+hR1i
https://paperpile.com/c/oNmvB8/O1Ka+hR1i
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protrusion, adhesion, and retraction (Parsons, Horwitz, and Schwartz 2010; Yin et al. 

2013), Fig. 2-1B. Where cancer cells are unable to modify their migratory mode, in 

changing environments, traction and forward movement are severely compromised 

(Liu et al. 2015; Tozluoğlu et al. 2013; Ruprecht et al. 2015). The ability of cancer cells 

to adapt to environments of varying stiffness therefore represents a key factor in their 

ability disseminate through the body and metastasise. 

 

Figure 2-1, Melanoma cells adopt different migratory modes in vivo:  A) In soft extracellular 

matrix melanoma cells have been found to adopt an amoeboid migratory mode that involves contraction of 

the cell body. This drives blebbing of the membrane and exploration of new areas that the cell and nucleus 

can squeeze into. B) On stiffer ECM matrices cells migrate through mesenchymal forms that typically involve 

cyclic rounds of protrusion at the leading edge, adhesion to the extracellular matrix, and then retraction of 

the leading edge; this generates force that pulls the nucleus through the matrix. 

 
At the molecular level different migratory modes are driven by distinct signalling 

pathways. Chief among the regulators of migration, cell shape, and cytoskeletal 

dynamics are Rho family GTPases (Sadok and Marshall 2014; Hall 1998; Etienne-

https://paperpile.com/c/oNmvB8/PTGO+xRAf
https://paperpile.com/c/oNmvB8/PTGO+xRAf
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Manneville and Hall 2002). Rho GTPases are activated when bound to GTP and exert 

their effects through protein-protein interactions. Binding of a guanine activating 

protein (GAP) induces intrinsic hydrolysis of GTP to GDP and deactivation of the 

GTPase, subsequent binding of a guanine exchange factor (GEF), catalyses the 

exchange of GDP for GTP re-activating the Rho GTPase (Hall 1998; Etienne-

Manneville and Hall 2002), Fig. 2-2A. 

The Rho GTPases, RhoA, Rac1, and Cdc42 represent the best studied Rho family 

GTPases (Ridley 2012; Nobes and Hall 1995), Fig. 2-2B. RhoA’s major role in 

regulating cell morphology is associated with the induction of contraction, through 

activation of the effector protein Rho-associated kinase (ROCK) (Matsui et al. 1996; 

Amano, Fukata, and Kaibuchi 2000). ROCK promotes stabilisation of actin filaments 

by phosphorylation of the cytoskeleton modulator LIM kinase, an inhibitor of the actin 

polymerisation protein, cofilin (Maekawa et al. 1999). ROCK also phosphorylates and 

activates myosin light chains that generate force and drive contraction of actin 

filaments, overall leading to the development of contractile bundles and creation of 

tension within the cell (Kimura et al. 1996), Fig. 2-2B. In contrast, Rac1 is associated 

with the formation of actin protrusions and lamellipodia, through NED9/DOCK3 

dependent activation of Arp2/3 WAVE complexes that stabilise formation of new 

branched actin filaments (Eden et al. 2002), Fig. 2-2B. Finally, CDC42 is associated 

with induction of polar structures, and filopodia (Nobes and Hall 1995). CDC42 

dependent WASP activation of ARP2/3 complexes is considered a major mechanisms 

that induces filopodia (Rohatgi, Ho, and Kirschner 2000; Rohatgi et al. 1999), Fig. 2-

2B. IRSp53/MENA complexes have also been implicated in this process (Krugmann et 

https://paperpile.com/c/oNmvB8/Tbxe+edzY+c3TD
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al. 2001). Thus, in cells cultured in the lab, distinct morphological characteristics are 

associated with the activity of specific Rho GTPases proteins, and these in turn, 

underpin different migratory forms at the single cell level (Friedl and Wolf 2003). 

 
Figure 2-2, Rho GTPase pathways involved in regulation of the cytoskeleton: A) RhoGTPase’s 

are active when bound to GTP and inactive when bound to GDP. GTPase activating factors (GAPs) catalyse 

intrinsic hydrolysis of GTP to GDP and lead to inactivation of the GTPase. GTP exchange factors catalyse 

exchange of GDP to GTP, and thus activate the GTPase. B) Observations from overexpression studies 

identified key pathways that regulate cytoskeletal dynamics downstream of Rho GTPase activity. Images 

are from (Hall, 1998). 

 
In establishing the link between specific Rho GTPases and their respective cell 

morphologies, typically microinjection or over-expression studies were performed 

(Hall 1998). However more recently, analysis of endogenous Rho GTPase activity in 

live cells using förster resonance energy transfer (FRET) reporters, Fig. 1-4C, has 

shown that in fact discrete spatio-temporal activity of both Rac1 and RhoA is required 

for correct cytoskeletal regulation in migrating cells (Pertz et al. 2006). Localisation 

of Rho and Rac signalling is achieved through negative feedback in which Rac1 
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inhibits RhoA-ROCK activity, and conversely RhoA inhibits Rac1, in part through Rac1 

dependent GAP activity (ARHGAP22) (Sanz-Moreno et al. 2008). High-content 

imaging of Drosophila BG-2 cells following siRNA depletion of different Rho GTPases 

also demonstrated that compartmentalisation of Rho GTPase activity occurs at a cell 

wide level (Bakal et al. 2007). This led to the proposal of a model where Rac1 activity 

at the leading-edge drives protrusions, and RhoA activity at the trailing edge drives 

membrane retraction; this enabling generation of traction and forward movement 

(Bakal et al. 2007). Chemoattractants in turn can then influence the directionality of 

this movement through CDC42 activity regulating the localisation of RhoA and Rac1 

activity (Pertz et al. 2006). Thus, where studies of individual Rho GTPases were able 

to identify the key signalling mechanisms required for Rho GTPases to modulate 

cytoskeletal dynamics, live-cell studies and genetic depletion screens of Rho GTPases 

in vitro have shown how emergent properties such as cell form and migration depend 

on interactions and feedback between key Rho GTPases such as RhoA, Rac1 and 

CDC42. 

However, with such studies being performed in vitro on stiff plastic substrates, 

they likely only captured a subset of the possible interactions and network behaviours 

that can occur in conditions that closer match those seen in vivo. Understanding how 

these networks change and adapt in more physiologically relevant conditions 

remains an open question. Specifically, where multiple migratory modes and forms 

are available to cells migrating in extracellular matrix is the lack of redundancy in Rho 

GTPase signalling that has been demonstrated on plastic maintained (Bakal et al. 

2007; Sailem et al. 2014).  If cells continue to demonstrate reliance on specific Rho 
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GTPases for certain cell shapes and migration modes, these Rho GTPases would then 

represent attractive targets for blocking the dissemination of melanoma throughout 

the body. If in contrast, there is increased levels of redundancy in melanoma cells 

growing and moving in more physiological conditions, this would raise questions as 

to how accurate our understanding of Rho GTPase signalling is based upon studies of 

cells cultured on stiff plastic substrates and suggest that targeting Rho GTPase 

signalling to block migration may not be an effective clinical strategy. 

Looking to answer these questions, as well as exploring the observation that 

melanoma cells exist in two distinct amoeboid and mesenchymal forms on substrates 

that resemble those found in vivo, we sought to perform an unbiased analysis of the 

set of shapes that wild-type populations of melanoma cells can adopt in conditions 

that mimic the stiffness of extracellular matrix in vivo. By then systematically 

depleting Rho family GTPases with small interference RNA (siRNA) we looked to 

understand how the set and/or distribution of cell shapes would change; this in turn 

allowing us to build an understanding of the degree of redundancy exhibited by Rho 

GTPase networks in vivo. Could we block the adoption or maintenance of specific cell 

forms as Rho GTPase depletions on stiff plastic substrates can achieve? A positive 

result here would indicate a viable strategy for blocking cancer cell migration in vivo 

and potentially suggest therapeutic targets for further exploration. A negative result 

would indicate greater redundancy in the system exists than we have previously 

observed in vitro, suggesting our observations on plastic don’t translate well to in vivo 

conditions? 
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2.2 Results 

To study how Rho GTPases affect the set of shapes that melanoma cells can adopt, 

WM266.4 cells were cultured upon thick (300-700μM) matrices of Bovine fibrillar 

collagen I gel. Thick collagen matrices have been shown to approximate in vivo 

conditions and induce amoeboid forms in melanoma cells (Sanz-Moreno et al. 2008). 

Specifically, the elastic modulus of the gel used is estimated to be ~200Pa (Paszek et 

al. 2005) a stiffness resembles that of lung alveolar tissue. WM266.4 cells were 

selected due to previous observations that they exist in a 50:50 mix of amoeboid and 

mesenchymal forms, and frequently transition between these forms on a scale of 

minutes to hours  (Sahai and Marshall 2003; Yin et al. 2013). In contrast other lines 

such as A375M2, adopt a largely amoeboid form at such stiffnesses, and rarely 

transition between different shapes (Sahai and Marshall 2003; Sanz-Moreno et al. 

2008). We reasoned that cells that transition at faster rates and have a more even 

mixture of shapes in wild-type populations, would give us a stronger effect size when 

exploring their ability to adopt and switch between different shapes. 

WM266.4 cells were imaged live, in 3D, in these conditions, over a period lasting 

several hours to capture shape transitions, using high-throughput confocal 

microscopy, Fig. 2-3A (Methods). Initial qualitative inspection of the images showed 

that the majority of cells remained atop of the collagen gel, in the x, y plane over the 

course of imaging, rather than penetrating the gel and moving in the z-dimension. The 

design of the optical path in confocal microscopes means that the point spread 

function is disperse in the z-axis limiting z-axis resolution, versus narrow in the x, y 

axis giving high resolution in these axis. Together these factors meant that we took 
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the decision to reduce each z-stack into a single maximally projected 2D image; here 

each pixel in the maximally projected image corresponds to the pixel with the 

maximum intensity value across the z-stack at that x-y position, Fig. 2-3B. Therefore, 

the output of the screen was a time-series of 2D fields of view, capturing melanoma 

cells plated atop 3D collagen matrix, treated with both control non-targeted siRNA 

and a library of siRNA targeting different Rho GTPases. For each condition at least two 

repeats were captured, though limitations in imaging through thick matrix, often 

prevented more than 2 repeats being captured in the screen. 

 
Figure 2-3, Imaging of melanoma cell plated in thick collagen matrix: A) Cells were imaged by 

confocal microscopy atop thick collagen matrices, in imaging media, live over time; B) Maximum 

projections were taken through the z-region corresponding to the top of the collagen gels. 

2.2.1 Characterising the shape space of the screen 

Segmentation was performed, and a set of 15 features was recorded for each cell 

object, filtering was then carried out to remove debris and out of focus cells, finally 

tracking was performed using a custom script (Methods). Overall after filtering a total 
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of 62,000 segmented cell objects being captured, with 423 being the minimum 

number of objects captured in a time series. A random sample of 2000 cells stratified 

over all conditions was used to identify the set of shapes in the population. By using a 

pooled sample this typically means all shapes observed in the screen are captured 

(Bakal et al. 2007; Bakal et al. 2008). Random samples of 400 cells were taken for each 

well for analysis of the effect of a specific siRNA depletion. We assumed that the speed 

that WM266.4 cells transition between shape would mean a random sample over time 

would approximate imaging a larger population of cells.  

Shape Clusters 

Previous work by the Bakal lab (Bakal et al. 2007; Yin et al. 2013; Sailem et al. 

2014), and others (Jones et al. 2008; Fuchs et al. 2010) have shown that identification 

of distinct cell shapes within a population can: 1) reduce dimensionality, by reducing 

large multiple features to just a few shapes; and 2) improve the interpretability of 

results. For example, understanding differences in the statistical moments of pixel 

intensity over a region is difficult, whilst knowing that more cells in a population have 

a ‘triangular’ shape is both easier to understand and to relate qualitatively to raw data, 

for sanity checks. Here, I quantitatively defined specific cell shapes as spatial clusters 

in the space of features extracted from single cells. Each ‘Shape Cluster’ (SC) 

corresponds to a cell shape seen within the imaged population of cells and is 

identified from the sample of 2000 cells pooled across the entire screen, Fig. 2-4A.  

I defined the ‘Shape Cluster Profile’ (SCP) as a unit vector giving the fraction of 

cells in each SC for any given condition. This allows us to quantitatively ask whether 
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specific conditions almost completely reduce the number of cells in a given shape, 

lead to cells adopting new shapes, or have weaker effects that correspond to shifting 

the distribution of cells in different shapes, Fig. 2-4B.  

 

Figure 2-4, Defining the shape space of a population of cells: A) Shape Clusters (SCs) are defined 

as spatial clusters of cells in feature space; B) Shape Cluster Profiles (SCPs) give the fraction of a population 

of cells in a specific SC. 

Identifying Shape Clusters 

Typically, to identify distinct SCs within a sample of cells, supervised methods are 

used  (Jones et al. 2009; Rämö et al. 2009; Bakal et al. 2007; Boland and Murphy 2001). 

Here, a set of reference manual shapes are selected, and classifiers used to map cells 

to these reference shape classes. However, such methods suffer from two challenges: 

1) to fully understand the set of all possible shapes, humans would need to analyse 

every shape in the sample. Due to time constraints this is difficult; and 2) There is 

natural bias in the way people select shapes, and this can introduce bias into the 

analysis. Thus unsupervised machine learning approaches can lead to more complete 
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and unbiased analysis (Friedman, Hastie, and Tibshirani 2001), and form the basis of 

the analysis conducted here. However, these unsupervised approaches pose 

additional challenges in identifying the number of SCs that should be used to describe 

the population, termed model selection (Tibshirani, Walther, and Hastie 2001). 

In previous work Sailem et. al. developed an unsupervised method to characterize 

SCs based on the mean silhouette statistic (Sailem et al. 2014). In this approach, 

following z-score normalisation, PCA was performed on shape space to reduce the 

number of feature dimensions used to describe shapes (Hotelling 1933). Gaussian 

Mixture Models (GMMs) were fit with expectation maximisation to identify cell SCs in 

the dataset (Bilmes and Others 1998), and the silhouette score used to measure 

clustering quality (Rousseeuw 1987). Model number was chosen to maximise the 

silhouette score. When I used this previously adopted approach, the silhouette score 

for two clusters was high at 0.53, Fig. 2-5A. However further inspection of single cell 

data points after PCA transformation suggested the data was log distributed, and k-

means clustering was capturing the long tail of the log-distribution, Fig. 2-5B. I 

therefore log transformed feature values and reapplied k-means clustering for 

increasing model number. After log transformation the silhouette score never 

surpassed 0.4 suggesting no natural multi-modality, Fig. 2-5C (Dimitriadou, Dolničar, 

and Weingessel 2002; Bolshakova and Azuaje 2003; Rousseeuw 1987), visual 

inspection of individual data points confirmed this Fog. 2-5D. Yet, qualitative analysis 

also highlighted a divergence from the normal distribution along the first principal 

component Fig. 2-5D, indeed a Kolmogorov-Smirnov (KS) test for normality 

confirmed this with P<0.001, and this could be clearly seen in a histogram of the PC1 

https://paperpile.com/c/oNmvB8/bMid
https://paperpile.com/c/oNmvB8/T1v5
https://paperpile.com/c/oNmvB8/kzEr
https://paperpile.com/c/oNmvB8/eL5l
https://paperpile.com/c/oNmvB8/nhbq
https://paperpile.com/c/oNmvB8/pz8u
https://paperpile.com/c/oNmvB8/49CA+MwiU+pz8u
https://paperpile.com/c/oNmvB8/49CA+MwiU+pz8u
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probability distribution plotted alongside a normal distribution of equal mean and 

variance Fig2-5E. Moreover, structure could also be seen qualitatively when 

comparing the 1st and 3rd  principal components Fig2-5F. This gave an early indication 

that no natural multimodality existed in the sampled population of melanoma cells, 

and that more forms than the observed amoeboid and mesenchymal shapes existed. 

However, often feature transformation and selection, as well as optimisation of 

clustering technique can improve results (Caicedo et al. 2017). Therefore, I sought to 

develop an alternative unsupervised approach to analysing cell shape, to further test 

for the existence of natural structure in the dataset that would aid interpretation. 

 

Figure 2-5, The Silhouette score indicated that shape space was continuous: A) The silhouette 

score was calculated for increasing model number, using clusters determined by k-means from the first 3 

PC’s following PCA transformation of raw feature values from a sample of 2000 cells; B) Plotting of single 

cell PC1 and PC2 values showed a log distribution with no clear multi-modality; C) Applying the same 

method to log transformed data showed much weaker silhouette scores for all model numbers; D) In the 

log-transformed feature space no clear clustering could be seen. However, PC1 demonstrated divergence 

from a normal distribution; E) A probability distribution of single-cell PC1 values, versus an equivalent 

https://paperpile.com/c/oNmvB8/T9ZE
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normal distribution further shows this; F) Further structure was seen between principle components 1 and 

3.  

Optimising a method for unsupervised cell shape detection 

I began by looking to transform the feature space into one that would result in the 

most biologically relevant SCs, and SCPs that could best discriminate between 

conditions (signal) and would show minimal variation between technical repeats 

(noise). The Davies-Bouldin index (DBI) is a standard measure of internal clustering 

quality (Davies and Bouldin 1979). Lower DBI scores correspond to better clustering 

of the data. More formally in Euclidean space the separation of a cluster 𝑆𝑖 can be 

defined in terms of the cluster center 𝐴𝑖 , data points within the cluster 𝑋𝑗 , and the 

number of data points in the cluster 𝑇𝑖 , given the set of all clusters,  

𝑆𝑖 = (
1

𝑇𝑖
 ∑(𝑋𝑗 − 𝐴𝑖)

2

𝑇𝑖

𝑗=1

)

1
2

 

In turn the distance between two different clusters in Euclidean space 𝑅𝑖,𝑗  , is the 

Euclidean norm between the two centers, 𝐴𝑖 and 𝐴𝑗 , 

𝑅𝑖,𝑗  = ‖𝐴𝑖  −  𝐴𝑗‖
2
 

For each cluster the worst overlap between that cluster and another cluster is 

defined in (Davies and Bouldin 1979) as, 

https://paperpile.com/c/oNmvB8/d3Cn
https://paperpile.com/c/oNmvB8/d3Cn
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𝐷𝑖 = max ( 
𝑆𝑖 + 𝑆𝑗

𝑅𝑖,𝑗
) , 𝑗 ≠ 𝑖  

The DBI then gives the average overlap between a cluster and the nearest cluster 

to it over the entire dataset, 

𝐷𝐵𝐼 =
1

𝑁
∑ 𝐷𝑖

𝑁

𝑖=1

 

By defining SCP vectors of technical repeats as belonging to the same cluster, and 

different conditions (siRNA gene depletions) as belonging to different clusters, we can 

use the DBI to determine how effectively any given feature reduction technique and 

clustering approach is extracting biological information from technical noise. We 

reasoned that those combinations of approaches result in the best, or lowest, DBI 

scores would be most likely to reveal morphological sub-populations. 

Testing combinations of feature reduction and clustering methods. 

Using the DBI to evaluate the performance of feature reduction and clustering 

techniques, I looked to test several methods for reducing feature space and 

identifying SCs, against a benchmark DBI value. To obtain a benchmark DBI value, I 

took a mean-aggregate of features values from the sample of 400 cells from each 

condition. This has been found to give the most sensitive measure of a conditions 

effects, however suffers from issue with interpretability, and does not help with 

identification of subpopulations (Caicedo et al. 2017). The benchmark DBI was then 

calculated from the Euclidean distance between mean-aggregates of technical 

https://paperpile.com/c/oNmvB8/T9ZE
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repeats, versus the distance between different conditions. Since dimensionality is 

known to affect the DBI (Davies and Bouldin 1979), PCA was performed on the mean 

feature vector as is most commonly performed in high content analysis (Caicedo et al. 

2017), to create a vector with a dimensionality that would match the number of 

extracted SCs a technique was being compared to. This benchmark set of DBI values 

could then be used to assess the performance of different feature transformation and 

clustering strategies, Fig. 2-6 (red line). 

There are several major approaches to reducing the size of the space describing 

cell shapes. Firstly, reducing the dimensionality of the dataset, either through linear 

transformation, or feature selection. Secondly, reducing the space of variables for 

each feature, for example, through binning all features into discrete values. There are 

also several well documented approaches to unsupervised clustering of data, notably 

K-means clustering, Gaussian Mixture Models, fuzzy C-means clustering, and 

hierarchical clustering (Jain 2010). To test combinations of these techniques, each of 

the clustering approaches was tested over SC numbers ranging from 2 to 7, in 

combination with: 1) Raw feature data, Fig. 2-6A; 2) Binning of features into two 

values, those above and below the mean, Fig. 2-6B; and 3) Reduction of feature space 

using PCA to 3 PC’s (capturing >90% of variance), followed by clustering in this 

feature space, Fig. 2-6C.  

This analysis demonstrated that identifying SC’s from both raw data, and reduced 

feature spaces using PCA both led to greater DBI values, independent of the clustering 

method used, or number of SCs selected. In contrast, binning of features into two bins, 

based upon values being above or below the mean, resulted in DBI values that were 

https://paperpile.com/c/oNmvB8/d3Cn
https://paperpile.com/c/oNmvB8/T9ZE
https://paperpile.com/c/oNmvB8/T9ZE
https://paperpile.com/c/oNmvB8/jJ7X
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similar to those of the benchmark, as long as the SC number was greater than 2. 

Following feature binning, all clustering methods performed equally well. K-means 

clustering was significantly faster to run computationally and was therefore used in 

combination with feature binning. Together this analysis defined the feature 

transformation strategy and technique for clustering cells by their shapes. 

 
Figure 2-6, Analysis of different combinations of clustering technique and feature space 

transformation technique: A) Comparison of different unsupervised clustering approaches on raw data, 

versus benchmark score (red). B) Comparison of unsupervised approaches on data transformed by binning 

features into two values, above and below the mean, above 2 clusters scores resemble those of the mean 

feature benchmark; C) Comparison of clustering methods on the first 3 principal components following 

transformation of the feature space by PCA. All methods perform significantly worse than the benchmark 

here. 

Selecting shape cluster number 

Choosing the correct number of SCs with which to describe the data, often termed 

model selection, is a known challenge in unsupervised data analysis (Tibshirani, 

Walther, and Hastie 2001). Following K-means clustering of the data, calculation of 

the mean silhouette value on the transformed feature space showed that whilst the 

https://paperpile.com/c/oNmvB8/T1v5
https://paperpile.com/c/oNmvB8/T1v5
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quality of clustering was improved, the ideal value of 1 was still never approached, 

Fig. 2-7A. Moreover, the silhouette value dropped continuously from 2 clusters, 

further indicating no natural clustering was present, Fig. 2-7A. The Gap statistic was 

also considered (Tibshirani, Walther, and Hastie 2001), and compares increasing 

numbers of clusters compared to a control randomised dataset, here a single peak 

value indicates a positive results, but instead no peak value was observed instead the 

statistic plateaued after 4 clusters indicating a negative result, Fig. 2-7B. Finally, 

Bayesian information criterion (BIC) identified a broad optimum centred on 5 or 6 SC 

rather than a clear minimum as may be expected for natural clustering (Schwarz 

1978), Fig. 2-7C. Together this analysis indicated the data represented a largely 

continuous distribution with no clear discrete clusters emerging, together supporting 

the notion that melanoma shape space is largely continuous for cells cultured atop 

thick collagen matrix. 

To convert features space into a set of SCs for improving interpretability and 

facilitating analysis of dynamics I therefore looked to use measures of clustering 

stability to determine SC number, and identify structure in the continuous 

distribution of melanoma cells shapes. Such stability approaches are known model 

selection methods that seek to identify the number of clusters that leads to most 

reproducible separation, subject to perturbation of the data (Shamir and Tishby 2008, 

2009). I initially explored clustering reproducibility by performing k-means 

clustering 1000 times on cells resampled from a set of 61,000 cells; with a 1000 cells 

held out for validation of stability. How near cluster centroids fell to each other over 

successive iterations of clustering, was analysed using the silhouette score.  

https://paperpile.com/c/oNmvB8/T1v5
https://paperpile.com/c/oNmvB8/gHkg
https://paperpile.com/c/oNmvB8/gHkg
https://paperpile.com/c/oNmvB8/bErV+PmbH
https://paperpile.com/c/oNmvB8/bErV+PmbH
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Using this approach clear peaks at 2 or 6 clusters emerged with high silhouette 

values, when clustering was performed with either k-means, Fig. 2-7D, or fuzzy c-

means Fig. 2-7E. Moreover, 2 or 6 clusters remained stable on analysis of held out 

data, giving again similar centroid values to those obtained from the resampled 

datasets, Fig. 2-7F (large dark points). Given that the DBI score for 2 SCs was 

significantly worse than the benchmark results following transformation of feature 

space, Fig. 2-6B, indicating loss of information, 6 SCs were chosen to describe the data. 

Taken together this unsupervised analysis therefore revealed that whilst melanoma 

shape space was likely continuous, structure existed that could be captured by 

clustering. Both 2 SC’s, perhaps corresponding to the observed amoeboid and 

mesenchymal shapes, as well as 6 SC’s emerged as reproducible SC numbers that 

could be used to describe the data. 

 

Figure 2-7,  Selection of the optimum number of shape clusters with which to describe the data: 

A) Silhouette values were calculated on k-means clustering applied features after binning values above and 
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below the mean; B) Calculation of the GAP statistic from cluster numbers 2 through to 10; C) BIC calculated 

on the full dataset and cluster number increasing to 1; D) The stability score over cluster numbers 2–10, 

calculated as the silhouette value applied to k-means clustering of centroids. Centroids are from 100 

resamples of initial k-means clustering to identify SCs from a sample of 2000 cells;  E) Same as (D) except 

Fuzzy C-means clustering is used; F) Held out data (large dark points) mapped to clusters centroids sampled 

from training data (light circles). 

Corresponding cell shapes 

To interpret SC’s, the mean feature values of cells in each SC was calculated for 

both 2 SCs and 6 SCs, Fig. 2-8A. Classification of cells into two SCs yielded; 1) rounded 

cells, characterised by low length to width ratio, and poor symmetry caused by cells 

in this category having no clear lines of symmetry; and 2) elongated/protrusive cells 

that have a high length to width ratio, and contain typically bipolar cells with distinct 

axis of symmetry. The identification of these two cell SCs supports the canonical 

notion that melanoma cells adopt two distinct amoeboid and mesenchymal from 

when plated in 3D matrix. 

When clustered into 6 shapes, we found that three shapes that qualitatively would 

be classed as mesenchymal emerge, Fig. 2-8A. Specifically, these include the most 

common bipolar or ‘spindle’ like shapes, large stellate or ‘star’ shaped cells that have 

both a large area in the image and are highly protrusive, and finally mono-polar or 

‘tear drop’ shape cells, typified by a round nuclear body with single extending 

protrusion. Three distinct clusters also emerge from the amoeboid group, these are 

‘small elliptical’ and ‘small round’ cell shapes that are largely similar, but 

differentiated by levels of symmetry, and a ‘large round’ group of cells that resemble 
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cells that have lost contractile force. The fact that these allow better separation of 

conditions, and match benchline performance compared to mean aggregated well 

values as measured by the DBI, indicates that these shapes also correspond to 

important forms that are influenced by depletion of different Rho GTPases. 

 

Figure 2-8, Heat maps of normalised feature values were averaged for each SC: A) Mean feature 

values when two clusters are chosen to split single cell data, one cluster is enriched for length and is 

asymmetric, the other is enrich for area and roundness features and is symmetric; B) When split by 6 

categories, finer grained sub-populations emerge, Round shapes correspond to low symmetry and high 

roundness/width:length scores. The teardrop shape scores stronger for odd symmetry measures, whereas 

the spindle/mesenchymal shape is stronger for even symmetry measures and the large star shape scores 

high for all measures, except roundness/width:length; C) SCP of wild type cell populations visualised using 

a contour map, PCA was applied to a pooled sample of 2000 cells; the mean and SD for the first two PCs 

(77% of variance) are then plotted as a normal distribution scaled to cluster membership for wild-type cells. 
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Analysis of the wild-type SCP, or percentage of wild-type cells in each SC 

demonstrated that the majority of wild-type WM266.4 cells existed in the small round 

shape. These forms likely represent the contractile amoeboid shape that correspond 

to the canonical amoeboid form previously observed, Fig. 2-8B. The second most 

predominant shape is the spindle shape, that would classically be defined as 

mesenchymal. In wild-type WM266.4 cells, the ellipse, teardrop, large round and star 

shapes all exist as rarer forms. Thus, in wild-type populations we observed 

dominance of the canonical amoeboid and mesenchymal forms. However all shapes 

were present to some degree in wild-type populations, meaning that Rho-GTPase 

depletions did not give rise to completely new shapes, not-seen in wild-type 

populations. 

2.2.2 Gene depletion of Rho GTPases results in distinct groups 

In the screen of Rho family GTPases, 17 genes were knocked down. Hierarchical 

clustering of resulting SCPs identified four distinct groups of genes Fig. 2-9A. Notably, 

no gene depletions resulted in the formation of a single shape, rather depletions 

enriched for specific shapes with heterogeneity still present, this supporting the 

notion that no single Rho GTPase is responsible for adoption of a single form. Gene 

depletions that enriched cell populations for amoeboid phenotypes including 

teardrop, ellipse and small round represented the largest group of effects following 

gene depletion. These cells also had notably few cells in the star shape. Both Rac1 and 

RhoG depletions enhanced for such transitional shapes. This is in line with studies 

demonstrating that Rac1 is necessary for mesenchymal protrusive states, for 
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example, inhibition of Rac1 causes increased rounding in HT1080 cells cultured in 3D 

matrix (Sanz-Moreno et al. 2008; Yamazaki, Kurisu, and Takenawa 2009), and Rac1 

activity has also been shown to induce protusiveness and polarity in a Rho G 

dependent manner (Damoulakis et al. 2014). RhoA depletion also falls in the same 

large cluster, although demonstrates weaker enhancement of the small round shape. 

The less pronounced effect on morphology following depletion of RhoA, compared to 

similar studies, indicates that in 3D collagen matrix RhoA depletion is either less 

penetrant, or less involved in generation of contractility in melanoma than previously 

reported in in vitro studies. 

The second most prominent group includes those gene depletions that result in 

enhancement of the large round shape. Notably, this group contains the three genes 

Rnd2, Rnd3, and RhoB, agreeing with evidence suggesting that both Rnd2 and Rnd3 

both activate RhoB in endothelial cells, to promote contractility (Gottesbühren et al. 

2013). That we observe depletion of the Rnd2/3-RhoB axis leads to enrichment of 

large round cells provides support to the hypothesis that this shape is associated with 

loss of contractility. This contrasts those depletions that enrich for small round cells 

likely corresponding to the classical highly contractile amoeboid shape. The third 

group contains cells that suppress rounded forms. The three genes Rac3, RhoH and 

RhoD all strongly enrich for mesenchymal forms, suggesting a role for these genes in 

suppressing protrusions and/or formation of adhesions. Of these genes Rac3 has been 

demonstrated to exert an opposing effect to Rac1, blocking outgrowth of neurites in 

neuronal cell lines that share a similar developmental lineage to melanocytes (Hajdo-

Milasinovic et al. 2009; Hajdo-Milasinović et al. 2007). The final group enriches for 

https://paperpile.com/c/oNmvB8/5mkK+ULbR
https://paperpile.com/c/oNmvB8/m6Vq
https://paperpile.com/c/oNmvB8/9u1n
https://paperpile.com/c/oNmvB8/9u1n
https://paperpile.com/c/oNmvB8/AMOq+YDNV
https://paperpile.com/c/oNmvB8/AMOq+YDNV
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bipolar spindle shapes, though no other shape is notably depleted. Wild-type 

populations feature in this group indicating that generally in wild type populations 

the full range of cell shapes is present. Thus overall the static unsupervised analysis 

that I performed indicated that Rho GTPase depletion by siRNA caused enrichment of 

certain forms over others, versus, emergence of new shapes, or loss of specific 

morphologies, although notably some genes did lead to very strong enhancements of 

the spindle shape vs more amoeboid forms. This meant that sufficient redundancy 

likely exists in Rho-GTPase signalling in WM266.4 cells plated in thick collagen 

matrices as to account for loss of most genes, although this assumes effective gene 

depletion by siRNA. 

 

Figure 2-9, Rho-family GTPases regulate the exploration of shape space in 3D matrices. A) 

Hierarchical clustering of genes based on SCPs. Wards linkage was used for clustering, with a cut-off value 
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of 0.3 (maximum distance 1). Validations with individual OTP siRNAs was performed and p values for the 

best validating siRNA against a null distribution are displayed. B) Images of representative knockdowns for 

the four groups. Scale bars, 50 μm. C) Frequency distribution of Rnd1-depleted cells (left) and Rac3-depleted 

cells (right). Rnd1-depleted cells are enriched in large round cells, and Rac3 is enriched in spindle-shaped 

cells. 

Validation of individual gene depletions 

Seeking to understand the degree to which enrichment, versus loss or gain of 

morphologies, was due to biological redundancy in Rho GTPase signaling, and more 

generally cytoskeletal signalling, we looked to better understand the effects of the 

siRNA depletion technology on cell morphology. For the initial screen we used pooled 

‘siGenome’ siRNA. By analysing how the effect of different ‘onTarget plus’ siRNA 

depletions for each gene compared, we looked to test whether a statistically 

significant number of siRNA invoked the same effect as the siGenome pooled 

knockdown, suggesting a targeted and reproducible biological effect. 

We therefore conducted a screen of both pooled ‘siGenome’ siRNA and four 

individual ‘onTarget plus’ siRNA targeting each of the Rho GTPases, together giving 5 

different siRNA depletions for each Rho GTPase gene. This validation screen was 

conducted using WM266.4 melanoma cells plated on 3D collagen matrix, under the 

same conditions as for the original screen. However, in contrast to the original screen, 

cells were fixed and imaged statically. Overall 4 wells (2 repeat wells per plate, 2 

plates) were captured for each onTarget plus siRNA, alongside the siGenome pools 

used for the original screen. Imaging was then performed on fixed cells and maximum 

projections were taken through the thick collagen, to ensure all four well repeats 
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across two plate repeats were recorded. The same set of 15 features as used in the 

dynamic analysis were recorded from cell segments, and feature vectors were 

normalised plate wise to control for batch effects. Binning to binary values was 

performed and the same SC centroids from the dynamic analysis were used to classify 

shapes in this validation dataset. This led to SCPs which would be directly comparable 

to those obtained from static analysis of the first dynamic dataset. 

To determine the statistical significance of gene depletion effects, Pearson 

correlations were calculated between the SCP of the 5 cell populations created 

following SMARTpool and OTP siRNA gene depletions. This gave total of 20 data 

points (correlation values between depletion SCPs) per gene. A null distribution was 

then calculated by randomly drawing a SCP from a different condition, 4 times, for 

each of the 5 siRNA targeting the same gene and calculating the Pearson correlation 

between the siRNA SCP and the randomly drawn SCP. Overall this demonstrated that 

siRNA induced reproducible shapes changes in melanoma cells, Fig. 2-10A.  

We then looked at individual siRNA gene depletions for each Rho GTPase gene to 

determine whether onTarget siRNA gave rise to SCPs for all Rho GTPase gene 

depletions, or whether for certain gene depletions a higher number of onTarget siRNA 

validated with significant effects than for others. Meaning, where could we be more 

confident that the gene depletion had a biologically meaningful effect? Across the 

screen of deconvoluted siRNA a number of genes validated with high significance, Fig. 

2-10B. This was exemplified by the gene RhoD that demonstrated significant 

reproducibility of the pooled effect across all individual siRNA tested. Many genes had 

at least one individual siRNA demonstrate a similar effect to the pooled siRNA. Several 
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genes also failed to validate. Overall this analysis therefore demonstrated that whilst 

a statistically significant number of depletions are on-target, high levels of off-target 

effects and overall noise contribute to many of the results. Thus, whilst this screen 

effectively induced heterogeneity in the population, and this innate heterogeneity 

produced reproducible results, the results of an individual treatments must be 

treated with a degree of caution. Thus, in discussing the effect of single treatments, 

only those with a significant degree of validation are mentioned. Of note though, RhoD 

was observed to induce both a significant effect size following siRNA depletion, and 

this phenotype was recreated across all other siRNA tested. 

 

Figure 2-10, Validation of Rho GTPase gene depletions: A) OTP vs SMARTpool SCP correlation 

distribution for all wells shows a positive skew versus the null distribution generated by randomly 



 

62 

permuting OTP SCs and calculating correlation between SCPs and SMARTpool SCPs; B) Heatmaps show 

plate normalised SCPs for OTP siRNA against SMARTpool siRNA. OTP data is averaged across 4 well repeats. 

Significance values as shown in the main text are given beside the OTP siRNA numbers, these correspond to 

the final two digits of the catalogue number in the table of OTP siRNAs used (Cooper et al. 2015). 

2.2.3 Quantification of shape dynamics 

To understand how cells explore shape space dynamically I quantified the 

number of transitions that tracked cells (methods) made over time between different 

SCs. To explore these results matrices were created where rows corresponded to 

shapes in any given frame, and columns corresponded to shapes in the subsequent 

frame, Fig. 2-11A. Thus, for every frame that a shape remained the same, the 

corresponding diagonal value was increased by one, and for a shape transition the off-

diagonal value corresponding to the forward transition was increased by one. The 

value of each matrix element was then divided by the total number of transitions 

recorded for that condition, thus giving changes between shapes as a percentage of 

all transitions made. Initial inspection of these matrices revealed that we were likely 

capturing all of the transitions being made by cells between shapes, since typically we 

observed transitions between shapes with more similar morphologies, e.g. elliptical 

to teardrop, versus randomly between shapes with either similar or very different 

morphologies e.g. small-round to star. 

Two routes in shape space 

Noticeably two distinct routes between the amoeboid shapes and mesenchymal 

shapes emerged. One, a polar route, through the elliptical and tear-drop shapes, and 

https://paperpile.com/c/oNmvB8/KGEh
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the other through the large-round and mesenchymal star-shaped cell, here termed 

the ‘apolar’ route. Although transitions directly between amoeboid and mesenchymal 

shapes occurred these happened at much lower frequencies, as visualised using a 

graph of the transition matrix, Fig. 2-11B. I also observed no directionality in the 

shape transitions being made, this was evidenced by symmetry in the matrices along 

the diagonal, i.e. in no cases did cells make forward transitions from one shape to 

another only. Quantitatively the sum of upper triangular elements over lower 

triangular elements averaged over all matrices was 1.0028; with a standard deviation 

of 0.0098, indicating no deviation from this symmetry. This indicated that the various 

different shapes reside in equilibrium, and transitions are likely made due to 

stochastic variability in the signaling state or microenvironment of the cell, rather 

than say through evolved cyclic behaviour. Transitions to self were most-likely for 

cells in the spindle shape and large round shape, indicating these were also more 

stable shapes than the other transitionary forms, Fig. 2-11C. 

The effect of gene depletion on shape transition dynamics 

As well as having distinct effects on how cells explore shape space, siRNA 

depletions of Rho family GTPase genes also affected the dynamics with which cells 

transition between shapes. To quantify this I calculated a ‘dynamic score’ giving the 

number of transitions between different shapes versus a shape staying the same, this 

being the sum of off-diagonal elements in transition matrix divided by the sum of 

diagonal elements. Higher values mean that a population is more dynamic whilst 
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lower values, indicate that cells make less transitions. Across all matrices the average 

value of this score is 0.5, indicating shape transitions occur once every three frames.  

To determine the similarity of different gene depletions on transition dynamics I 

calculated the Euclidean distance between flattened transition matrices, and 

performed hierarchical clustering over all conditions in the live-cell screen, Fig. 2-

11D. Separating the different effects into five major groups gave: 1) cells in which the 

polar route is enriched and mesenchymal morphogenesis is weakly compromised 

(Rnd1 RNAi); 2) cells in which mesenchymal morphogenesis is compromised (Rnd2 

RNAi); 3) cells in which the apolar route is enriched and amoeboid morphogenesis is 

weakly compromised (RhoD RNAi); 4) cells with transition dynamics that are similar 

to wild type; and 5) cells in which amoeboid morphogenesis is compromised and the 

dynamic score is notably lower (Rac 3 RNAi). Thus, different depletions not only 

enrich for distinct morphologies, but also alter the dynamics of how cells transition 

between shapes. Moreover, where gene depletions enrich for similar shapes statically, 

for example, RhoD, RhoH and Rac3; dynamically the effect can be quite different, for 

example RhoH and Rac3 both reduce the number of transitions being made versus 

wild-type, whilst RhoD depletion caused an increase in the dynamic score. Together 

indicating certain genes may play a more significant role in regulating transition 

dynamics, versus controlling adoption of a specific shape. 

When looking at the absolute number of transitions being made versus 

percentage of transitions, through a network graph visualisation, we found that in 

cases where one dynamic transition is enriched, movements through the alternate 

polar or apolar routes were not noticeably lower, with the exception of Rac3 and 



 

65 

RhoH depletions, Fig. 2-11E. This indicates the number of transitions being made is 

generally higher following Rho depletion and is supported by these conditions having 

an increase in the dynamic score. Thus rather than shifting the way cells transition 

between shapes, Rho gene depletions appear to reduce the barriers in signalling 

changes that melanoma cells are required to undergo to transition between shapes. 

 

Figure 2-11, Quantifying the dynamics of shape transitions in melanoma cells plated in thick 

collagen: A) Heat map showing the percentage of transitions between shapes including to self (diagonal) 

averaged across all gene knockdowns; log-scale coloring; B) Alternative visualisation of the matrix shown 

in A. Weighted edges show the mean percentage of transitions made between shapes; the majority of 

transitions are made between “neighboring” shapes. The total joint probability (shown as percentage) of a 

cell going from small round to spindle via either route is given for a sense of the overall flux along each 

route; this is calculated as the sum of joint probabilities for the three possible ways of transitioning along 

either the polar or apolar route; C) Percentage of cells in a given shape staying in that shape; D) Effect of 
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depletion on the number of transitions being made; color as in A. In addition, off-diagonal values divided by 

diagonal values are given beside the gene name as a statistic of how dynamic a knockdown is, termed the 

“dynamic score”; E) Weighted graphs of four representative gene depletions, which emphasise how gene 

depletion affects dynamics. The dynamic score and route percentages based on joint probability are also 

shown for the example depletions. 

 

Information derived from dynamics  

Finally, I looked to determine whether including dynamic information increased 

the ability to discriminate between different conditions, meaning that there is 

additional biological signal captured in the dynamic profiles, that is not detected by 

static imaging alone. To measure this I calculated the Davies Bouldin Index score of 

the flattened dynamic profiles, reduced to a dimensionality of 6, to match the 

dimensionality of the static analysis, by using the first 6 PC’s obtained following PCA. 

Strikingly the Davies Bouldin index score decreased from 2.25 (obtained for static 

clustering using 6 SCs) to 1.88 demonstrating that additional biological effects were 

being captured that were not detected by static imaging alone. Taking the first 6 PC’s 

following transformation by PCA on the combined static SCs and flattened transition 

matrices, also gave rise to a DBI of 1.85 indicating that the dynamic transition 

matrices almost fully capture the information contained in the static profiles, likely 

through the number of identity transitions being made by a shape to itself. Thus taken 

together the dynamic analysis demonstrates that distinct and reproducible effects can 

be detected through analysing live cells that cannot be captured through static 

imaging alone. Moreover, we identify two distinct routes in features space that cells 
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can transition through when converting between amoeboid and mesenchymal 

shapes. 

2.3 Discussion 

2.3.1 Unsupervised analysis of cell shape 

Culturing and imaging of live cells in thick collagen matrices that mimic in vivo 

conditions represents a significant technical challenge, even when conducted in low 

throughput and analysed using manual qualitative approaches. Here we 

demonstrated an approach that allowed us to study the behaviour of thousands of live 

cells imaged in thick collagen matrices over time. Performing such experiments in 

these 3D conditions, is critical as it allows us to study cytoskeletal and cell shape 

regulatory pathways that may be masked when cells are cultured on stiff 2D plastic 

substrates (Yin et al. 2013). Importantly such conditions are also more likely to 

translate into the clinic (Sachs and Clevers 2014).  

By using unsupervised approaches, we designed the analysis to reduce human 

bias, that could be caused by previous qualitative observations of melanoma cells 

plated in 3D collagen matrix. This identified structure in the high silhouette sore of 2 

SC’s that could be likened to the canonical amoeboid and mesenchymal forms (Sahai 

and Marshall 2003), as well as revealing a sub-division of shapes beyond the 

canonically described amoeboid and mesenchymal forms. Importantly, this sub-

division of shapes improves the DBI, and ability to discriminate between different 

conditions implying these are true biological forms. Although we did not observe 

https://paperpile.com/c/oNmvB8/xRAf
https://paperpile.com/c/oNmvB8/o13Q
https://paperpile.com/c/oNmvB8/O1Ka
https://paperpile.com/c/oNmvB8/O1Ka
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these shapes to exist in discrete separable clusters in feature space, the evidence that 

these 6 SCs have biological significance, was strongly supported by the finding that 

cells transition between shapes that are more morphologically similar, and that two 

routes between the canonical amoeboid and mesenchymal forms exist. If these 6 

shapes were an artefact of the analysis, we would expect to observe random 

transitions between polar and apolar transitionary shapes, or directly from spindle 

shaped cells to small round cells. Together this provides important evidence that the 

method developed for quantifying cell shapes, led to SCs that had biological 

significance. Such an analysis approach could be generalised to other studies, and we 

believe is particularly amenable to noisy data sets, where clear clusters do not 

emerge. 

2.3.2 Emergence of polar, and apolar routes between amoeboid and mesenchymal 

forms 

The analysis conducted here identified two distinct routes in shape space that 

enable cells to transition between amoeboid and mesenchymal forms. The polar route 

resembles cases where cells either encounter a chemoattractant signal or migrate 

along 1D fibers in the extracellular matrix (Doyle et al. 2009). Depletions that 

enriched for transitions through this route likely shifted the balance towards 

establishment of polarity, and formation of either one or two protrusions that inhibit 

formation of further protrusions and adoption of the star shape. In the apolar route 

we observe formation of multiple protrusions and adoption of the star shape. Such a 

form is consistent with loss of contractility, the expansion of multiple protrusions and 

https://paperpile.com/c/oNmvB8/GlRS
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adhesion to extracellular matrix components (Paňková et al. 2010). These properties 

could be driven by the absence of chemoattractant or ability to respond to it, or 

alternatively the binding to and exploration of multiple extracellular matrix fibers. 

Together these two routes demonstrate additional plasticity in the ability of 

melanoma cells to adopt different forms, that emerges in environments that mimic 

physiological conditions. 

2.3.3 Role of Rho GTPases in regulating melanoma cell shape 

It has been demonstrated in mouse knockout lines that loss of the Rho GTPases 

Rac1 or Cdc42 both cause early embryonic lethality, demonstrating the critical 

importance of these factors for correct development. However, in the WM266.4 

melanoma cells analysed here, effects were less pronounced, perhaps with the 

exception of RhoD. In no cases did we observe significant levels of cell death or the 

gain of strikingly different shapes that may be associated with say cytokinesis defects, 

or apoptosis. Instead we observed enrichment of specific forms present in wild-type 

populations. We therefore hypothesise that in cancer cells in physiological 

environment, redundancy in Rho GTPase signaling exists, that allows cells to use 

multiple cytoskeletal regulatory pathways to maintain cell form and migrate through 

tissues, in the absence of a single Rho GTPase. Targeting of a specific Rho GTPases 

may however be more effective where activating mutation are present in that Rho 

GTPase. For example, multiple studies have implicated activating mutations in Rac1 

as a major driver of melanoma progression (Hodis et al. 2012; Krauthammer et al. 

2012). In such Rac1 addicted cancers, Rac1 depletion may have a significantly more 

pronounced effect than we observed in WM266.4 melanoma cells. Yet despite this 

https://paperpile.com/c/oNmvB8/OvZM
https://paperpile.com/c/oNmvB8/PJOw+zrcw
https://paperpile.com/c/oNmvB8/PJOw+zrcw
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redundancy, our finding that the Rho GTPAse, RhoD, significantly supressed 

amoeboid forms in all tested siRNAs, suggests it may play a role in influencing 

melanoma’s ability to migrate through amoeboid forms, and thus warrants further 

follow up studies. 

2.4 Conclusion 

In conclusion, our work demonstrates that melanoma cells dynamically explore a 

more diverse shape space in 3D environments than has been observed on 2D plastic 

substrates. Although It remains unclear how transitions between these forms plays a 

role in migration and ultimately metastasis of melanoma cells, in vivo. The ability of 

cells to transitions between migratory modes through these two different routes may 

evolve in cancer populations to allow greater plasticity and ultimately increased 

dissemination capability than either route alone. To shed light on whether targeted 

inhibitors of specific Rho GTPases could be effective against melanoma cell migration, 

further studies would need to test how depletion of genes such as RhoD, mapped to 

the ability of melanoma cells to migrate and metastasise in animal models. Such a 

study would also provide fascinating insights into how much more predictive results 

from cell cultured in environments that mimic in vivo conditions are of behaviour in 

animals. 

2.5 Methods 

Cell cultures were prepared and treated with siRNA by Amine Sadok, as per (Cooper 

et al. 2015). Imaging was performed using the Opera high-content imaging platform 

by Chris Bakal, as also described in (Cooper et al. 2015). 

https://paperpile.com/c/oNmvB8/KGEh
https://paperpile.com/c/oNmvB8/KGEh
https://paperpile.com/c/oNmvB8/KGEh
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2.5.1 Features and data preprocessing 

Cells were segmented using a simple threshold using the Acapella software 

(PerkinElmer). Fifteen features were recorded for each cell, detailed in Table 2.1; 

many as described in Boland and Murphy (2001). Cells touching the edge were 

removed, and a linear classifier, manually trained, removed poorly 

focused/segmented cells. Tracking was performed by searching for the closest 

centroid in the next frame. A track would stop if a movement between two frames was 

greater than the cell width. Cells tracked for fewer than four frames were discarded, 

as these would often be debris or false detections. Tracking and filtering was 

performed using custom written C++ scripts. In analysis of the static siRNA validation 

screen, features were standardised, and cells with a feature outside five SDs were 

removed. All data and code is available at:  

bitbucket.org/samocooper/wmpaper-data-and-code/src/d35c7dc716ba?at=master. 
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Table 2-1, Features extracted from cell segments and used for subsequent data analysis 

1 
Axial length ratio: Eccentricity of the ellipse that is equivalent based on second 
order moments to the segment (Boland and Murphy 2001). 

2 
Axial small length: The width of the ellipse that is equivalent, based on second 
order moments to the segment (Boland and Murphy 2001). 

3 
Symmetry 𝑛, 𝑚: Normalised moments of the segment and set of polynomial 
functions 𝑅𝑛,𝑚(𝜌, 𝜑) =  𝑛𝑒−𝑖𝑚𝜑  

11 Width to length ratio: Width divided by length. 

12 
Length: Maximum shortest path between two points on the edge, where the path 
is bounded by the cell edge. 

13 
Width: Double the minimum distance of the centre point to the cell edge, where 
the centre point is the point which is furthest away from any point on the cell edge. 

14 
Roundness: defined as  

𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟2

4𝜋 𝑎𝑟𝑒𝑎2   this approaches one as the shape approaches a 

circle (Boland and Murphy 2001). 

15 Area: number of pixels in the segment. 

 

https://paperpile.com/c/oNmvB8/fPfi
https://paperpile.com/c/oNmvB8/fPfi
https://paperpile.com/c/oNmvB8/fPfi
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(Cooper and Bakal 2017; Coutu 

and Schroeder 2013) 





          

        

 (Coutu and Schroeder 2013; Hilsenbeck et al. 2016; Maška et al. 2014). 

However, tracking cells is not trivial. Several key factors contribute to making this a 

very difficult problem to solve (Hilsenbeck et al. 2016): 

1. Cells can be highly motile and often make large jumps between frames. 

Imaging cells at higher frequencies would resolve this, but this is often not 

possible due to issues with phototoxicity and throughput. 

2. Where multiple fields of view must be captured, typically the microscope 

stage is not returned to exactly the same position. Here, jitter between frames 

must be managed effectively. 

3. Cells can undergo large morphology changes, divide, and can move into and 

out of the field of view. As such, there is no guarantee that an object will be 

present, or look the same, from one frame to the next, Fig. 3-1A. 

https://paperpile.com/c/Uprlpu/yIMJ+l0ni
https://paperpile.com/c/Uprlpu/yIMJ+l0ni
https://paperpile.com/c/Uprlpu/l0ni+8yun+hB1N
https://paperpile.com/c/Uprlpu/8yun
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4. Cells will also often clump together or migrate over the top of other cells. This 

means that errors in object detection and segmentation are frequently made;  

tracking must be robust to these errors, Fig. 3-1B. 

To address these challenges, and develop software that would allow cells to be 

tracked over the long periods of time necessary to study cell fate decisions, I 

experimented with existing approaches to cell tracking and tested a number of 

software solutions (Hilsenbeck et al. 2016; Klas E. G. Magnusson et al. 2015; Maška et 

al. 2014). It was immediately apparent that whilst many solutions claimed to address 

these challenges, no single package covered the entire segmentation and tracking 

pipeline, and all packages required extensive programming knowledge and 

understanding of file-formats, even to get examples provided with the programs to 

work. As a result of these challenges biologists attempting to track cells would: 1) Be 

forced to navigate multiple programs and fine tune parameters in each of these; 2) 

Have to install multiple software libraries and dependencies; and 3) Have difficulties 

in relating tracking data back to the original time-series images. No biologists have 

this level of computational expertise. Furthermore, to achieve human levels of 

accuracy manual correction is still needed, but no readily available solutions existed 

that allowed simple visual correction of tracking data at the time of creating 

NucliTrack. Since developing NucliTrack, Hilsenbeck et al. developed stand-alone 

software for track correction (Hilsenbeck et al. 2016). 

https://paperpile.com/c/Uprlpu/8yun+pQn5+hB1N
https://paperpile.com/c/Uprlpu/8yun+pQn5+hB1N
https://paperpile.com/c/Uprlpu/8yun
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Figure 3-1, Challenges in tracking cell Nuclei: A) Nuclei frequently undergo divisions and form two 

daughter cells that continue to continue to move and proliferate; B) Cells will often pass over the top of 

other cells, occluding nuclei for specific frame. 

I therefore decided to implement the most promising tracking and segmentation 

algorithms into a standard programming language, Python, and integrate these 

solutions into a single package that would allow users to go from time-series images 

all the way through to extracted time-series data in as short a time as possible. The 

software developed, NucliTrack (Cooper et al. 2017), cuts the time required to extract 

data from a single track lasting a period of several days from roughly 20 minutes to 2 

minutes, giving a 10-fold improvement in throughput. In this Chapter I will outline 

the algorithms and development of the published version of NucliTrack. 

Documentation1 and code2 can both be found online. 

                                                           
1 http://nuclitrack.readthedocs.io 

 
2 https://github.com/samocooper/nuclitrack 

https://paperpile.com/c/Uprlpu/Se9p
http://nuclitrack.readthedocs.io/
http://nuclitrack.readthedocs.io/
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3.2 Development of NucliTrack 

3.2.1 File loading 

The first objective in developing NucliTrack was to construct an interface for 

loading sequences of image files. Frequently videos can be several hundreds of frames 

with each image exceeding several megabytes in file size, the memory requirement 

therefore exceeds that which can be loaded into local memory on most computers. To 

address these problems, images are read directly from drive storage for all 

operations, a list of pointers to the image locations is the either loaded in by the user 

or created by interpolating between the first and last file names in the image 

sequence. In loading a number of checks are performed to ensure: 1) The files are in 

the specified locations; 2) are not corrupted; 3) are in a readable format; and 4) do 

not miss any key timepoints. 

Files are also created at this step that store parameters, and data on the video 

being tracked. The separation of the parameter file and data file, allows NucliTrack to 

be run from the command line in batch mode. Here chosen parameters can be used to 

segment and track cells automatically across an entire screen. At this stage pre-

segmented label images can also be loaded, allowing the user to use external 

segmentation software if desired. 
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3.2.2 Segmentation 

Nearly all automated tracking workflows can be separated into two steps: 1) The 

detection and segmentation of cells or their nuclei; and 2) The construction of tracks 

linking the detected objects over the period of imaging. Such a two-step approach is 

adopted in NucliTrack, as it lets the user visually inspect segmentation results, prior 

to tracking. The key goals for development of NucliTrack’s cell segmentation interface 

were: 

1. To develop a natural intuitive user interface that would allow the user to 

explore different parameter settings and understand how these changes 

affect the results of the segmentation pipeline. 

2. For the interface to be responsive; users would ideally receive real time 

updates on changes that are made to parameters, and how these affect results. 

3. To include the key steps for users to be able to segment cell nuclei that may 

be imaged in a wide variety of conditions and contain varying levels of 

heterogeneity between the appearance of nuclei in the same image. 

These considerations together motivated the choice of algorithm to use for 

segmentation, and the interface design.  

Watershed Segmentation  

The most common method of cell detection and segmentation remains marker-

controlled watershed segmentation. This method is both simple, provides 

intermediate visual outputs e.g. successful detection of nuclei centre, and is 
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computationally fast enough to be applied to hundreds of images on a typical laptop. 

The classical marker-controlled watershed segmentation approach involves two 

major components, firstly detecting foreground objects [nuclei centres] and secondly 

using the watershed algorithm to expand markers until they cover the whole nuclei 

region: 

1. Identification of foreground and background markers, Fig. 3-2 steps 1-6: In this 

stage the objective is to label the center of every cell nuclei with a single 

unique marker. This typically involves processing the image such that a single 

peak of intensity corresponds to a single nuclei center in each image. 

Following pre-processing where illumination effects are removed, the most 

common step is to threshold the image into foreground and background 

masks, based on intensity. This is because nuclei are typically labelled with a 

fluorescent marker and can be easily separated from background regions of 

low intensity. Following thresholding, the main challenge is then de-noising 

and blurring the foreground image such that a single peak of intensity exists 

at the center of each nucleus. A peak picking algorithm is then used to identify 

peaks in the foreground region, with filters being used to identify peaks that 

are separated by either insufficient distance or drop in intensity. 

2. Application of the Watershed Algorithm, Fig 3-2 steps 7&8: The watershed 

algorithm works by identifying segments that are separated by ridges of 

intensity, as per dropping water into a mountain range and identifying river 

basins. An edge filter is used to transform the image such that nuclei edges 

correspond to peaks in intensity, or ridges, whilst markers for nuclei are 
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transferred from the preceding steps. Application of the watershed algorithm 

then expands each marker region until the entire image is labelled. The result 

is that the background and each nucleus is assigned a unique integer label. 

 

Figure 3-2, A typical nuclei detection and segmentation workflow, implemented in NucliTrack: 

Raw data often contains multiple intensity spikes per nuclei and regions of very high intensity (1), clipping 

allows the peaks to be removed, and highlights the region covered by a nuclei (2), blurring transforms the 

image so that a single peak of intensity corresponds to the center of each nucleus. Thresholding separates 

foreground and background regions (3), and the combination of foreground region and blurred image (4) 

can be used to identify a single peak per nuclei (5). An edge transform is applied to the raw data to detect 

where the boundaries of each nucleus lie, this is weakly blurred to emphasise the most significant edges (6). 

By combining the foreground and background markers with the edge image (7), the watershed transform 

can be used to identify region masks covering each nucleus (8). 

Implementation 

To implement the watershed approach in a way that would provide user feedback, 

I developed a segmentation pipeline that involved a series of sliders that allow the 

user to adjust parameters controlling each step of a marker-controlled watershed 
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segmentation workflow Fig. 3-3. On adjustment of the parameter value, an event is 

triggered that calls all of the previous segmentation steps that have not been 

calculated, up to the stage that is being adjusted by the user. This means that on 

adjustment of a slider, the results of that specific change are smoothly returned as an 

image that demonstrates the impact changing that parameter has, with a minimum 

amount of computational effort. Once parameters have been chosen in this user 

interface, the user can then run segmentation across the entire set of images. A 

loading bar gives visual feedback on progression through the set of images. 

Importantly, to accelerate segmentation over the entire set of images where multiple 

CPU’s are available, I also implemented an option for the user to run segmentation of 

different images in parallel, using multiple  CPU threads. 

 

Figure 3-3, Interface for segmenting cell nuclei: Users can control sliders that adjust the 

parameters used for the segmentation workflow described in Fig. 2.1, a window also exists that allows the 

user to compare results to the original image. 
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Pixel wise classifier 

On top of the initial segmentation pipeline, I also implemented a pixel-wise image 

classifier based off a shallow 2-layer convolutional neural network, Fig. 3-4. Here the 

user is able to select example regions of foreground nuclei and background noise. A 

neural network is then trained to classify pixels, based upon a 15x15 region of interest 

(ROI) around each pixel. The trained model is then used to assign a probability of 

foreground or background to every pixel with the transformed image being returned 

to users. The user is then given the option to adjust the training dataset and rerun 

classification or continue the segmentation pipeline on the transformed image. 

Overall, this pixel-wise classifier therefore allows improved segmentation results of 

nuclei where a high level of heterogeneity in intensity and/or background noise vs. 

signal exists in the image. Overall the segmentation script thus allows the user to 

effectively detect and segment cells using a natural and easy to use interface. 
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Figure 3-4, Interface for classifying pixels in image: Users can select training data examples of 

foreground and background regions. A neural network is then trained to classify pixels based on a region of 

interest surrounding each pixel. The results are returned to the user for inspection, allowing either more or 

new training data to be chosen, or segmentation to be continued. This interface allows the user to identify 

nuclei in cases where high levels of noise exist. 

 

3.2.3 Feature extraction 

The segmentation interface and script produce a set of labelled images, with each 

label corresponding to an object. To track these objects over time and quantify 

biological processes, features describing each segmented object must be extracted. 

Simple shape and intensity features were extracted using a standard library in SciKit 

image. Additional features were engineered to detect reporters of cell cycle 

progression (Fig. 4-3C, Chapter 4). Moreover, to accommodate live-cell reporters that 

translocate to the nucleus as a readout of activity, for example kinase translocation 

reporters (Fig. 1-4B, Chapter 1), I also implemented a feature that gives the ratio of 



 

83 

mean intensity within the nucleus, versus mean intensity in a ring region around the 

nucleus, as defined in Sero et al. (Sero and Bakal 2017). The full list of features is 

described in methods. Overall, the output of the extraction process is a matrix giving 

feature values for every object detected, in every frame.  

3.2.4 Tracking 

Tracking algorithm  

Multiple object tracking in microscopy has typically lagged behind advancements 

in segmentation. In the majority of implementations tracks are typically constructed 

by linking objects from one frame to the next (Meijering, Dzyubachyk, and Smal 

2012). This involves the use of algorithms that either look for large overlaps between 

objects in neighbouring images or proceed through K-nearest neighbour approaches 

in which the minimum distance between both sets of objects is sought (Hilsenbeck et 

al. 2016; Cooper and Bakal 2017). Whilst these approaches work well in cases where 

nuclei do not make large jumps between frames, they struggle in cases where nuclei 

are more motile, or the frequency of imaging is lower due to technical or photo-

toxicity reasons. 

In these cases optimisation and machine-learning approaches, developed for 

general multiple object tracking problems, have been successfully modified for the 

challenge of tracking cells (Maška et al. 2014). Such optimisation and classical 

machine-learning approaches remain the gold-standard in object tracking(Milan et al. 

2016; Chenouard et al. 2014). In these approaches cost-functions and algorithms are 

https://paperpile.com/c/Uprlpu/fBpk
https://paperpile.com/c/Uprlpu/VF5Q
https://paperpile.com/c/Uprlpu/VF5Q
https://paperpile.com/c/Uprlpu/8yun+yIMJ
https://paperpile.com/c/Uprlpu/8yun+yIMJ
https://paperpile.com/c/Uprlpu/hB1N
https://paperpile.com/c/Uprlpu/8vw3+8xpS
https://paperpile.com/c/Uprlpu/8vw3+8xpS
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developed which seek to optimise tracks over the entire video sequence as opposed 

to between two frames (Bise, Yin, and Kanade 2011). 

In a recent challenge focused specifically at tracking cells and nuclei, such global 

optimisation approaches performed best (Maška et al. 2014). Notably a probabilistic, 

dynamic programming approach, described by Magnusson et al. stood out as 

outperforming other methods (Klas E. G. Magnusson et al. 2015; K. E. G. Magnusson 

and Jaldén 2012). This method superseded others through carefully handling cases 

where mis-segmentation, gaps, mitotic divisions and entry to and exit from the field 

of view occur. This approach proceeds through the following steps: 

1. Training data is selected by the user that contains examples of any erroneous 

segmentation, as well as normal, mitotic and post-mitotic cells. A model is 

then trained on this data and used to assign probabilities to every object 

detection in the entire image sequence, giving it a likelihood of being one of 

the above-mentioned classes, Fig. 3-5A. A score between nuclei in 

neighbouring frames is also calculated based on the distance between objects, 

Fig. 3-5A. This score assumes that cell movements are exponentially 

distributed, thus small movements are penalised exponentially less than 

larger movements. 

2. In a forward pass, the algorithm determines the highest scoring route to any 

given object, based on the sum of: 1) the scores of moving from an object in 

the previous frame to the object in the current frame; 2) the probability of the 

object in the current frame being a single nuclei; and 3) the scores of objects 

in the previous frame Fig. 3-5B. Scores exist for the probability of the object 

https://paperpile.com/c/Uprlpu/rspV
https://paperpile.com/c/Uprlpu/hB1N
https://paperpile.com/c/Uprlpu/pQn5+1KPH
https://paperpile.com/c/Uprlpu/pQn5+1KPH
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having emerged from a mitotic event, or entering the field of view. Exiting the 

field of view is handled by an additional object in the graph.  

3. At the end of the forward pass the highest scoring track is chosen and added 

to the set of all tracks Fig. 3-5C; this may be selected as the state 

corresponding to a cell that has left the field of view. 

The algorithm then iterates through this procedure until track scores become 

negative, indicating only incorrectly classified objects are left in the video. 

Importantly, the algorithm considers swaps between existing tracks, and thus the 

algorithm performs a greedy heuristic global optimisation. 

 

Figure 3-5, Dynamic programming approach: A) Initially probabilities of objects being correct, as 

well as the cost of a transition between two locations in neighbouring frames are assigned; B) In a forward 

past these scores are summed in a greedy manner; C) The highest scoring route to any given object is than 

calculated and the highest scoring track is then added to the set of all tracks. 
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Assigning classes to segmented objects  

The probabilistic algorithm developed by Magnusson et al. accounts for different 

objects that a segmented object can correspond to by first introducing a classification 

step that assigns a probability of a labelled object corresponding to any one of these 

occurrences (Klas E. G. Magnusson et al. 2015). Tracking then looks to optimise the 

probability of finding a correct track over these classes, Fig. 3-5. I utilised the same 

set of objects as Magnusson et al., additionally introducing a new class for cells exiting 

mitosis. This improved detection of the overall mitotic event. Thus the object types I 

defined for classification are: 

1. A Single nucleus: an accurately captured individual nucleus 

2. Mitotic event:  a detection corresponding to cell undergoing mitosis, the 

appearance of these can vary dramatically depending on the fluorescent 

marker. 

3. Mitotic exit: an object corresponding to a nucleus that has very recently 

exited mitosis 

4. Noise: False detection, corresponding to background noise or debris. 

5. Double detection: A segmentation corresponding to two nuclei captured as 

one, triple detections occurred but these are infrequent enough to warrant 

their own class. 

In the user interface segmentation results are returned to the user, and the user 

selects examples of each of these classes, Fig. 3-6. A classifier (support vector 

https://paperpile.com/c/Uprlpu/pQn5
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machine) is then trained using the feature vector describing each object, to assign a 

class probability for every object in every frame. 

 

Figure 3-6, Class selection interface: The user is presented with segmented objects and can then 

assign a label to the object depending on whether the object is a single cell, multiple cells, error, mitotic cell, 

or cell that has undergone a mitotic exit. Tracking parameters are also selected in this interface. After saving 

of training data, the software classifies all objects in the time-series, prior to tracking. 

Tracking Implementation 

After selection of data classes, a function is then iterated through the procedure, 

described in Fig. 3-5, for adding a single track. This function is called by a loop in the 

main code that that passes the current graph of all tracks, and an array of data 

describing each objects location and class probability. At the end of tracking, each 

object in this array is assigned a track ID, corresponding to the track it belongs to, as 

well as a parent ID if the track emerged from a mitotic event. 
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3.2.5 Track correction 

Whilst the software is capable of automating the majority of the tracking task, 

errors are still made. In studies over longer periods of times, these errors cause major 

inaccuracies in results. A final manual correction and inspection step is therefore 

necessary for allowing the user to edit the set of existing tracks and construct new 

tracks. The interface that I created for this had several key features: 

1. The ability to follow the selected track over the course of imaging. To achieve 

this I randomly coloured each track individually and rendered an image that 

allows the user to see where errors are made as the coloured track changes 

between frames on objects that by eye should be in the same track. 

2. The ability to see the raw images, to make decisions by eye as to what the 

correct track should be where coloured masks are unclear, as well as to see in 

the raw data effects such as changes in texture or intensity that can be seen in 

extracted features. 

3. A graph showing extracted features from objects (nuclei) over the entire 

period the object is tracked for. Here, disconnected jumps in the plot highlight 

potential areas of tracking error. Also the user can get an early understanding 

of how reporters are behaving over the video and inspect the raw data where 

interesting changes occur. 

4. The ability to add events to tracks such as the start or end of different phases 

in the cell-cycle, as well as selecting which tracks are accurate and should be 

exported for further analysis and visualisation. These are enormously helpful 
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for computationally synchronising time-series data to key transitions (for 

example, Fig 4-2A, Chapter 4). 

On top of developing the visual interface for tracking cells, keyboard shortcuts 

were also included that allow much more efficient editing of tracks by the user. 

Overall the interface provides significant throughput advantages over existing 

software, Fig. 3-7. 

 

Figure 3-7, Track correction interface: Here the user is able to inspect the results of tracking. A panel 

is provided that lets the user inspect the results of tracking and look for key biological changes and events, 

such as mitosis, or increases in reporter intensities. Functions are also provided to manually correct tracks 

and select data for export 
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3.3 Performance and benchmarking 

To ensure that my combination of segmentation approach and automated 

tracking were on par with existing approaches, I compared the performance of 

NucliTrack against the benchmark tracking challenge described in Maska et al.(Maška 

et al. 2014). I automatically segmented and tracked six different videos that were 

made available as part of the ISBI Cell Tracking Challenge 3. Each video is a time series 

acquisition of fluorescently-labelled nuclei, from three labelled cell lines. These lines 

are: GFP-GOWT1 labelled mouse stem cells, H2B-GFP labelled HeLa cells, and 

simulated nuclei of HL60 cells stained with Hoechst. Exported tracks were then 

compared to ground truth values to obtain a ‘tracking precision of the method’ score 

(TRA)(Maška et al. 2014). I compared the TRA values obtained by NucliTrack on held-

out data to those obtained by the top teams in the cell tracking competition. Whilst 

the comparison is on held-out training data versus test data, the results indicate that 

NucliTrack is able to obtain tracking results of a similar standard to other top 

performing algorithms. Overall the performance of NucliTrack was limited by the 

more basic segmentation procedures I adopted. To allow for higher accuracies based 

off more accurate segmentation results, I therefore implemented a functionality that 

allows the user to import segmentation results from other potentially more accurate 

packages into the file loading step. 

                                                           
3 http://www.codesolorzano.com/Challenges/CTC/Datasets.html 

 

https://paperpile.com/c/Uprlpu/hB1N
https://paperpile.com/c/Uprlpu/hB1N
https://paperpile.com/c/Uprlpu/hB1N
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Table 3-1, Tracking results of NucliTrack: Due to the test data not being available NucliTrack was 

benchmarked against available training data, specifically, parameters were chosen for a single video, and 

then applied to a second held-out time series. 

Competition Performance [undisclosed test data] 

Rank N2DH-GOWT1 N2DL-HeLa N2DH-SIM 

1 0.976 0.991 0.975 

2 0.925 0.986 0.957 

3 0.916 0.982 0.948 

Performance on Public Datasets public data [training data from the competition] 

NucliTrack 0.952 0.943 0.970 

Teams 

KTH-SE KTH-GE CUNI-CZ HD-Har-GE 

HD-Gau-GE FR-Ro-GE PAST-FR  

 

3.4 Discussion 

Tracking cells represents a significant bottleneck in using live-cell data to 

understand the dynamics of cell signalling behaviour. By developing NucliTrack as an 

easy to use package for extracting data from fluorescently labelled cells/nuclei, 

significantly higher throughput extraction of tracking data can be performed than was 

previously possible. Importantly, by allowing users to inspect and correct tracking 

data, near 100% accuracy can be achieved. This is critical in understanding and 

quantifying the long-term effects that specific patterns and events in signalling 

dynamics have upon the cell, such as fate decisions. 
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Within our lab NucliTrack has been used by others to explore the dynamics of Erk 

activity over time in cancer cells in order to understand how different Erk inhibitors 

affect Erk activity in a cell cycle dependent manner. Importantly this led to the 

discovery that Erk inhibitors were only able to downregulate Erk activity in a window 

that occurs after mitosis and before entry into S-phase, demonstrating cell-cycle 

phase and quiescence may be a critical factor in determining a cancer cells ability to 

resist Erk inhibitors(Simpson and Bakal 2018). NucliTrack was also used extensively 

to study and understand how p21 regulates passage through the restriction point and 

entry into S-phase of the cell cycle, the subject of the next chapter(Barr et al. 2017). 

Moreover, a number of other labs have also implemented NucliTrack into their live 

cell workflow since publication. Overall, by coupling established packages for data 

processing in Python, with more recent solutions to data management (h5py), 

graphical user interface development (kivy) and image processing (skimage), this 

software also provides an example of how user friendly, scientific software may be 

efficiently developed in an open source environment. 

3.5 Methods 

3.5.1 Software and libraries  

To develop NucliTrack I first explored available options for which language to 

develop NucliTrack in and which libraries were available. Previously, I have tracked 

cells using custom software that I have written in C++ and Matlab. Whilst C++ has well 

developed libraries for image analysis, and fast compute speeds, developing user 

interfaces in C++ is highly challenging and typically requires allot of experience. 

https://paperpile.com/c/Uprlpu/uW6r
https://paperpile.com/c/Uprlpu/mhdj
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Meanwhile, Matlab suffers from the issue that the software is both proprietary, 

performance is typically slower than C/C++, and interfacing with other languages is 

very difficult. In contrast, Python is now the dominant language for data analysis, and 

additionally has abilities to integrate with web-packages, manage data storage, other 

languages such as C/C++, and more recently deep-learning libraries such as 

TensorFlow. Moreover, with a strong community behind it Python continues to be 

developed and maintained to a high standard, and thus was the language of choice for 

developing NucliTrack. 

However, Python currently suffers from a lack of good cross-platform tools for 

developing graphical user interfaces (GUI). The most commonly used packages have 

been PyGame, and tKinter, although without significant effort the GUIs developed 

using these libraries are both clunky and difficult to interact with. More recently, a 

more natural and interactive GUI library kivy has been developed by a community of 

programmers at MIT. Kivy allows user interfaces to be easily created  launched from 

the terminal and packaged into cross-platform applications. For these reasons I 

therefore chose to develop the GUI using the Kivy library. 

Overall in developing NucliTrack this combination of Kivy and Python worked 

very effectively. Although in several cases the performance of Python was insufficient 

for specific image processing and rendering tasks. I therefore also included functions 

written in C and a hybrid C and Python language ‘Cython’. These improved the speed 

of NucliTrack significantly. To create a self-contained distributable application, I used 

the PyInstaller library, although there were a number of challenges in creating an 

application that could be run on multiple operating systems, ultimately this goal was 
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achieved, and NucliTrack can now be downloaded and run on Linux, OSX, and 

Windows systems. NucliTrack therefore is coded predominantly in Python, contains 

certain optimised C functions, has a GUI written using the Kivy library, and is 

packaged and distributed as a standalone application that can be run on many 

systems. 

3.5.2 Features extracted 

In total 4 measures of cell shape are extracted as well as 7 measurements of the 

intensity and texture of each fluorescent channel imaged. 

Table 3-2, Features extracted from detected and segmented object in NucliTrack 

Area: the number of pixels in the mask 

Eccentricity:  defined by second order statistical moments 

Length: the longest straight line between two points on the convex hull 

Perimeter: length of the edge in pixels surrounding the region 

Mean intensity: measured for each channel 

Median intensity: measured for each channel 
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Floored mean intensity: all values below the mean are set to the mean, the 

mean of pixels above this value is calculated, measured for each channel 

Standard deviation of intensity: measured for each channel 

Floored mean standard deviation: all values below the mean are set to the 

mean, the standard deviation of pixels above this value is calculated, measured 

for each channel 

Ring-region: what is the intensity of pixels in the perinuclear ring region, 

optionally measured for each channel 

Nuclear to Ring-region ratio: what is the ratio of the perinuclear ring region 

intensity to the nuclear intensity, optionally measured for each channel 
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Across the cell cycle a number of checkpoints exist where cells can either continue 

to proliferate or enter an arrested state. Canonically, these checkpoints are: 1) The 

restriction point (RP) that occurs during G1 phase after mitosis. Passage through this 

point is associated with commitment to the cell cycle   , whilst arrest 

typically causes entry into a quiescent G0 phase (Planas-Silva and Weinberg 1997);  

2) The G2 checkpoint which occurs prior to chromosome condensation and mitotic 

entry. This checkpoint is traditionally associated with ensuring DNA is fully and 

https://paperpile.com/c/2ptL1D/LKoQ
https://paperpile.com/c/2ptL1D/c6K0
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correctly replicated, and prevents propagation of mutations and damage to daughter 

cells (Norbury and Nurse 1992); and 3) The spindle assembly checkpoint (SAC) that 

serves to prevent aneuploidy occurring in daughter cells (Rudner and Murray 1996). 

Finally, an earlier S-phase checkpoint has also been proposed  to exist that would 

prevent DNA damage being propagated into G2 phase (Katou et al. 2003; Hurley and 

Bunz 2009). Whilst the RP acts as the major barrier to cells proliferating in the 

absence of extracellular stimulus, such as the presence of growth factors, all 

checkpoints play a major role in balancing the need for proliferation with the 

maintenance of genomic stability (Hartwell and Kastan 1994). Where these 

checkpoints fail, cells can begin to proliferate excessively and with this acquire 

instable genomes that together form the basis of tumorigenesis and cancer. 

At the molecular level, progression through cell cycle checkpoints is driven by the 

activity of Cyclin Dependent Kinases (CDKs) that phosphorylate a number of 

downstream targets and drive transcription of factors associated with the next cell 

cycle phase (van den Heuvel and Harlow 1993; Graña and Reddy 1995), Fig. 4-1A. 

CDKs are only active when bound to their respective Cyclins, factors whose levels 

oscillate over the course of the cell cycle  (Nurse 1990; Gautier et al. 1990; Evans et 

al. 1983). Passage through each checkpoint is associated with the activity of one or 

more Cyclin:CDK complexes (Norbury and Nurse 1992). CycD:CDK4/6 complexes are 

the principal mediators of passage through the G1 restriction point (Meyerson and 

Harlow 1994; Sherr 1993; Matsushime et al. 1991). CDK4/6 activity drives hypo-

phosphorylation of Retinoblastoma protein (Rb) (Matsushime et al. 1992), that in 

turn releases the bound transcription factor E2F (Weinberg 1995; Dyson 1998; 

https://paperpile.com/c/2ptL1D/E3Jz
https://paperpile.com/c/2ptL1D/NQ4X
https://paperpile.com/c/2ptL1D/XrP9+0yZW
https://paperpile.com/c/2ptL1D/XrP9+0yZW
https://paperpile.com/c/2ptL1D/i0wl
https://paperpile.com/c/2ptL1D/yjzq+goJT
https://paperpile.com/c/2ptL1D/R8A3+P9IQ+fSo2
https://paperpile.com/c/2ptL1D/R8A3+P9IQ+fSo2
https://paperpile.com/c/2ptL1D/E3Jz
https://paperpile.com/c/2ptL1D/YIBu+4q2M+ATz7
https://paperpile.com/c/2ptL1D/YIBu+4q2M+ATz7
https://paperpile.com/c/2ptL1D/aLW4
https://paperpile.com/c/2ptL1D/SwEW+zZjq+EMY6
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Chellappan et al. 1991). E2F causes upregulation of Cyclin E that binds to CDK2 (Geng 

et al. 1996), further phosphorylates Rb protein and establishes a positive feedback 

loop that commits the cell to S-phase, and therefore cell cycle entry (Arthur B. Pardee, 

Li, and Reddy 2004; Johnson and Skotheim 2013). Progression through the G2 

checkpoint meanwhile is associated with the buildup of Cyclin A/B levels that in turn 

induce CDK1 activity (Jackman et al. 2003). This, in turn, leads to phosphorylation of 

a number of targets associated with mitotic entry (Ubersax et al. 2003). Critically one 

of these is the Anaphase Promoting Complex (APC) (Zachariae and Nasmyth 1999). 

Following correct kinetochore attachment during mitosis, activation of the APC 

occurs through silencing spindle assembly complex signalling (Acquaviva et al. 2004). 

A  set of events is then set in motion that leads to ubiquitination of CycA/B, as well as 

a host of other factors that block re-entry into mitosis, by the APC that together ensure 

robust transition into G1 (Q. Yang and Ferrell 2013). In turn, daughter cells begin the 

next G1 phase, and again make the decision to pass through the restriction point or 

enter a quiescent state. Taken together, the activity of different Cyclin:CDK complexes 

over the course of the cell cycle drives passage through key checkpoints, and entry 

into mitosis that splits the cell into daughters ready to begin anew. 

Negative regulation of Cyclin:CDK activity is also observed at each checkpoint, Fig. 

4-1B. Two families of Cyclin:CDK inhibitors (CKIs) have so far been identified. These 

are the INK4 family of genes that contain p15, p16, p18 and p19, and the CIP/KIP 

family of genes containing p21, p27, and p57 (Besson, Dowdy, and Roberts 2008). The 

INK4 genes are primarily associated with inhibition of Cyclin D:CDK4/6 complexes 

and restriction point passage. Meanwhile, the CIP/KIP genes have been shown to 

https://paperpile.com/c/2ptL1D/SwEW+zZjq+EMY6
https://paperpile.com/c/2ptL1D/Nfec
https://paperpile.com/c/2ptL1D/Nfec
https://paperpile.com/c/2ptL1D/Zgz9+AEHL
https://paperpile.com/c/2ptL1D/Zgz9+AEHL
https://paperpile.com/c/2ptL1D/36yK
https://paperpile.com/c/2ptL1D/Fl0g
https://paperpile.com/c/2ptL1D/uAHC
https://paperpile.com/c/2ptL1D/p4xC
https://paperpile.com/c/2ptL1D/ekqw
https://paperpile.com/c/2ptL1D/ejFB
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inhibit all Cyclin:CDK complexes to varying degrees (Sherr and Roberts 1999), and 

have typically been associated with cell-cycle inhibition in response to a specific 

regulatory pathway (Besson, Dowdy, and Roberts 2008).  

The CIP/KIP protein p21 is best known for its role in the DNA damage pathway. 

In response to DNA damage, protein expression levels of the tumour suppressor p53 

increase, through phosphorylation and inhibition of its ubiquitination and 

degradation by the E3 ubiquitin ligase MDM2 (Kastan et al. 1991; Shieh et al. 1997). 

Increased levels of p53 in turn lead to transcriptional upregulation of p21 expression 

(el-Deiry et al. 1993), which in turn can cause p53 dependent G1 (Waldman, Kinzler, 

and Vogelstein 1995) and G2 arrests (Bunz et al. 1998). That are hypothesised to 

occur through p21 inhibiting all Cyclin:CDK complexes to varying degrees (Xiong et 

al. 1993), as well as p21 inhibiting the DNA replication factor Proliferating Cell 

Nuclear Antigen (PCNA) (Waga et al. 1994).  In contrast, p27 has been implicated in 

the ability of cells to arrest in response to serum starvation (Coats et al. 1996), and 

was identified as the major CKI that is upregulated following stimulation of 

fibroblasts by TGF-b in serum starved conditions (Toyoshima and Hunter 1994). 

Unlike p21, p27 is generally associated with a G1 specific arrest rather than the ability 

to arrest the cell cycle beyond the restriction point (Toyoshima and Hunter 1994). 

Specifically, in vitro p27 has been demonstrated to bind CDK1 (Toyoshima and Hunter 

1994), but in cells p27 has been found to bind CDK4/6 and CDK2 complexes, but not 

CDK1 (Soos et al. 1996). Moreover, p21 binds CDK4/6 and CDK2 in animal systems, 

in contrast p21 inhibition of CDK1 in animals had only been seen where levels have 

been elevated through depletion of the E3 ubiquitin ligase SCF-Skp2 that is known to 

https://paperpile.com/c/2ptL1D/bdJk
https://paperpile.com/c/2ptL1D/ejFB
https://paperpile.com/c/2ptL1D/Pgjy+NR7C
https://paperpile.com/c/2ptL1D/7KHJ
https://paperpile.com/c/2ptL1D/JfkP
https://paperpile.com/c/2ptL1D/JfkP
https://paperpile.com/c/2ptL1D/Pumq
https://paperpile.com/c/2ptL1D/2XUx
https://paperpile.com/c/2ptL1D/2XUx
https://paperpile.com/c/2ptL1D/mowz
https://paperpile.com/c/2ptL1D/WfSC
https://paperpile.com/c/2ptL1D/Ha0j
https://paperpile.com/c/2ptL1D/Ha0j
https://paperpile.com/c/2ptL1D/Ha0j
https://paperpile.com/c/2ptL1D/Ha0j
https://paperpile.com/c/2ptL1D/iXQf
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degrade p27 (Pagano 2004). Finally unlike p21 and p27 that are universally 

expressed in mammalian tissues, the CDK inhibitor p57 displays distinct and differing 

tissue localisation patterns in developing organisms and adults, thus implicating it in 

a developmental role (Balint et al. 2002; Georgia et al. 2006; Gosselet et al. 2007; 

Besson, Dowdy, and Roberts 2008). Again like p27 it is typically implicated in arrest 

at the restriction point, for example p57 is required for TGF-beta induced G1 arrest in 

hematopoietic stem cells (Scandura et al. 2004). Thus, whilst evidence supports the 

fact that p21 inhibits all cell cycle checkpoints in response to DNA damage, p27 and 

p57 typically act at the restriction point and are influenced by growth conditions and 

developmental processes respectively. Notably though, experiments demonstrating 

p21’s ability to inhibit all checkpoints used exogenous DNA damage to stimulate cell 

cycle arrest both in cell and animal models (Bunz et al. 1998; Waldman, Kinzler, and 

Vogelstein 1995; Xiong et al. 1993; Abbas and Dutta 2009). Thus, the question of 

which checkpoints and to what degree p21 inhibits cell cycle progression in cells in 

response to endogenous damage remains open. 

https://paperpile.com/c/2ptL1D/Mqox
https://paperpile.com/c/2ptL1D/BrNO+Av4o+WV62+ejFB
https://paperpile.com/c/2ptL1D/BrNO+Av4o+WV62+ejFB
https://paperpile.com/c/2ptL1D/pt4g
https://paperpile.com/c/2ptL1D/Pumq+JfkP+2XUx+HmkG
https://paperpile.com/c/2ptL1D/Pumq+JfkP+2XUx+HmkG
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Figure 4-1, Cyclin CDK activity drives cell cycle progression: A) Cyclin levels oscillate over multiple 

cell cycles. Over a single cell cycle, Cyclin-D activity is highest over the restriction point, afterwards allot of 

uncertainty surrounds whether its levels stay high or if it is degraded. Cyclin E meanwhile peaks over G1/S 

transition and is removed shortly after this (Barr et al. 2016). Cyclin A and B levels accumulate over S phase 

and G2, drive transition through mitotic entry, and play a role in regulating the timing of mitotic events; B) 

A simplified canonical model for regulation of cell cycle progression. In this dynamical system, Cyclin:CDK 

activity drives activation of downstream transcription factors such as E2F, that in turn drive expression of 

subsequent cyclins. Mitogen signalling initiates the cell cycle by driving Cyclin D transcription. The INK4 

proteins act primarily against Cyclin D: CDK4/6 complexes whilst, the CIP/KIP proteins p21, p27 and p57, 

are able to inhibit all Cyclin:CDK complexes, although the timings and relative strength of inhibition is 

uncertain. 

Correct regulation of the cell cycle checkpoints is critical for balancing the need 

for proliferation, required for growth and repair, with the build-up of endogenous 

DNA damage and mutations that can occur over successive rounds of replication and 

https://paperpile.com/c/2ptL1D/ZvjI
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cause cancer (Hanahan and Weinberg 2011). For example, one of the first genes to be 

implicated in cancer, and the first example of a tumour suppressor gene was that of 

Rb, a protein critical in suppressing E2F activity and passage through the restriction 

point (Weinberg 1995; Murphree and Benedict 1984; Cavenee et al. 1983). Here, 

mutations in Rb protein were almost exclusively correlated with the onset of pediatric 

retinoblastomas (Knudson 1971). The tumour suppressor p53 is also perhaps the 

best studied of all tumour suppressors (Hollstein et al. 1991), and has been implicated 

in over half of all cancers (Vogelstein et al. 2013). Moreover, familial mutations in p53 

are associated a wide range of early onset cancers, generally defined as Li-Fraumeni 

syndrome (Malkin et al. 1990; Li et al. 1988). Mutations in driver genes, such as Raf 

and Ras (Hall et al. 1983; Bos 1989; Davies et al. 2002; Wan et al. 2004), also have a 

vast body of evidence behind them implicating them in tumorigenesis. These driver 

mutations typically drive Cyclin-D expression Cyc-D:CDK4/6 activity, which together 

pushes the cell through the restriction point (Massagué 2004). Together, this 

demonstrates the importance of correctly balancing proliferation against the build-

up of somatic mutations in tumour suppressor genes such as TP53 and oncogenes 

such as Raf and Ras. 

Yet despite their major role in cell cycle progression, evidence shows that the 

dysregulation of CKIs such as p21 and p27 has a much weaker effect on 

tumourgenesis (Abbas and Dutta 2009). For example, whilst p21 showed is directly 

responsible for p53 dependent cell-cycle arrest (El-deiry et al. 1993), studies have 

also shown p21 is not responsible for p53 dependent apoptosis  (Deng et al. 1995), 

Fig. 4-2. Moreover, whilst Caballero et al. showed CDKN1A-/- mice spontaneously 

https://paperpile.com/c/2ptL1D/3Yc0
https://paperpile.com/c/2ptL1D/SwEW+4duc+KXxr
https://paperpile.com/c/2ptL1D/EzTI
https://paperpile.com/c/2ptL1D/M2sa
https://paperpile.com/c/2ptL1D/lGcf
https://paperpile.com/c/2ptL1D/K0u6+HuYq
https://paperpile.com/c/2ptL1D/5Md8+jA5m+lUZa+PtVr
https://paperpile.com/c/2ptL1D/WlMZ
https://paperpile.com/c/2ptL1D/HmkG
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develop tumors, this happens with late onset suggesting CDKN1A loss alone is 

insufficient for tumourgenesis as opposed to p53 (Caballero et al. 2001). The fact that 

Ras driven cancers are greatly accelerated by CDKN1A loss (Adnane et al. 2000), and 

CDKN1A null mice are much more susceptible to chemical induced tumorigenesis 

(Topley et al. 1999; Poole et al. 2004; Jackson et al. 2002), further supports the notion 

that p21 mutation must be accompanied by mutation in another tumor suppressor or 

driver gene. Yet, complicating the picture more recent studies that find p21 deletion 

can actually increase the lifespan of mice with telomerase mutations, without 

increasing levels of cancer (Choudhury et al. 2007). Taken together, these studies 

highlight that whilst p21 has tumor suppressive roles, these are not nearly as strong 

as those observed for TP53, and in certain cases p21 loss can be beneficial. 

Mutations in CKI’s also have a much weaker association with familial cancer 

diseases (Rainville and Garber 2008). For example, polymorphisms around CDKN1A, 

CDKN1B genes have been associated as risk-factors for colorectal, breast and prostate 

cancer (Dunlop et al. 2012; Ma et al. 2006; Kibel et al. 2003), but compared with TP53 

mutations in Li Fraumeni syndrome these effects are very minor  (Malkin et al. 1990). 

Similarly, CDKN1B familial mutations have only recently been implicated in a subset 

of patients harbouring multiple endocrine neoplasia. Here tumours and excessive 

growth are observed in multiple endocrine glands (Georgitsi et al. 2007). Familial p57 

mutations are the exception in that they induce lethal developmental defects (Yan et 

al. 1997; Zhang et al. 1997), and mutations in the CDKN1C that encodes p57 are 

associated with familial Beckwith-Wiedemann syndrome, a severe developmental 

disease (Lam et al. 1999). Though together the remarkable lack of somatic mutations 

https://paperpile.com/c/2ptL1D/Dbaj
https://paperpile.com/c/2ptL1D/TuUM
https://paperpile.com/c/2ptL1D/kpWl
https://paperpile.com/c/2ptL1D/icaY+9bPP+OAgH
https://paperpile.com/c/2ptL1D/IH1s
https://paperpile.com/c/2ptL1D/2r8a+mRvf
https://paperpile.com/c/2ptL1D/2r8a+mRvf
https://paperpile.com/c/2ptL1D/F1K2
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in CKIs in cancer stands out. In fact, the CKI p21 is more-frequently over-expressed 

across all tumours than under-expressed, (Forbes et al. 2011), and the presence of 

CDKN1A is in fact critical for maintenance of stem-like population of colorectal cancer 

cells that are able to effectively resist chemotherapy (O’brien et al. 2012). thus, major 

questions remain in our understanding of the role of CKIs, notably p21, in cell-cycle 

regulation and the progression of cancer. 

 

Figure 4-2, DNA damage leads to cell cycle arrest: In the canonical DNA damage response, damage 

leads to stabilisation and upregulation of p53, which in turn transcriptionally upregulates p21 protein 

which in turn inhibits Cyclin CDK complexes. 

These studies collectively highlight that we have identified the major players in 

cell cycle control and determined whether they positively or negatively regulate 

checkpoint progression in response to artificial conditions such as the addition of 

DNA damaging agents. Yet they also show that we have very little understanding of 

the dynamics of these checkpoints and how they function in normal cycling cells 

(Nurse 2000). For example how is it that cell cycle checkpoint are robust and 

irreversible, meaning that factors expressed prior to checkpoint passage cannot be 

re-expressed after passage (Tyson, Csikasz-Nagy, and Novak 2002), and that 

transitions are delayed until the cell is ready and able to commit to the next phase of 

https://paperpile.com/c/2ptL1D/IvVX
https://paperpile.com/c/2ptL1D/FseK
https://paperpile.com/c/2ptL1D/E6QO
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the cell cycle? Here, mathematical modelling has demonstrated that both positive and 

negative feedback loops are  critical to such decision making, and that each transition 

can be considered as a bistable state (Tyson, Chen, and Novak 2003; Sha et al. 2003; 

Chen et al. 2004). Specifically, negative feedback loops create a threshold level of CDK 

activity that must be surpassed to induce transition into the next phase, whilst 

positive feedback loops then ensure robust progression, and block passage back into 

the preceding phase (Tyson, Chen, and Novak 2003). Understanding what these 

feedback loops are, how they create a threshold level that can be surpassed by 

positive regulation, and how their dysregulation contributes to disease remains a 

largely open question (Kolch et al. 2015; Kholodenko 2006).  

Live single-cell experiments allow us to quantify how the activity and levels of 

signalling factors result in cell-fate decisions in individual cells, without the use of 

exogenous agents needed to synchronise entire populations (J. E. Purvis and Lahav 

2013; Cooper and Bakal 2017; Gaudet and Miller-Jensen 2016). As such, they are an 

ideal tool for understanding the dynamics of cell-cycle processes. Specifically, by 

using live cell analysis to analyse how normal, unperturbed, cycling cells behave in 

response to varying p21-levels over the course of the cell cycle we sought to resolve 

the uncertainties and paradoxes surrounding how p21 is linked to cell-cycle 

checkpoint control and cancer. 

In this line of research, a live-cell study by Spencer et al., in unperturbed cycling 

cells, demonstrated that a bifurcation in CDK2 activity after mitosis causes a 

subpopulation of cells to enter a p21-dependent post mitotic quiescent arrest state 

prior to restriction point passage (Spencer et al. 2013). Here, the authors examined 

https://paperpile.com/c/2ptL1D/vtAu+xMTD+p82S
https://paperpile.com/c/2ptL1D/vtAu+xMTD+p82S
https://paperpile.com/c/2ptL1D/vtAu
https://paperpile.com/c/2ptL1D/5l54+Rjst
https://paperpile.com/c/2ptL1D/Vu2X+cwYR+u9dK
https://paperpile.com/c/2ptL1D/Vu2X+cwYR+u9dK
https://paperpile.com/c/2ptL1D/2ENo
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this arrest state in response to mitogen withdrawal and implicated this p21-

dependent arrest as a response to mitogens since they observed after mitogen 

withdrawal that a number of cells shifted from a CDK2 low state to a CDK2 high state. 

Yet, this work stopped short of demonstrating that p21 depletion or knockout further 

sensitises cells to mitogen withdrawal, thus leaving the field open to alternative 

explanations. Independently and prior to this, Lahav et al. demonstrated that in a live-

cell system, in response to DNA damage, p53 displays pulses of expression (Lahav et 

al. 2004). Where these are transient pulses, cells continue to cycle. However, 

following more frequent pulses, or sustained activity, cells will either arrest or 

undergo apoptosis; this being dependent on the rate of p53 increase (Jeremy E. Purvis 

et al. 2012). Given the canonical pathway, in which p53 induces p21 expression that 

then causes cell cycle arrest, we hypothesised that p21 would act to integrate pulsatile 

p53 signalling over time, demonstrating slower non-pulsatile dynamics, and then be 

responsible for the observed bifurcation of CDK activity and the overall proliferation-

quiescence decision that Spencer et al. observed, but attributed principally to mitogen 

signalling withdrawal. To test this hypothesis, we looked to record p21 levels in live, 

unperturbed, cycling cells, over time and analyse how levels were regulated and 

corresponded with cell cycle arrest. 

Alexis Barr working in the Bakal lab conceived this project, following previous 

work looking at G1/S transition in Hela cells (Barr et al. 2016), and conducted all wet-

lab experiments. I used the NucliTrack software that I developed to analyze and 

interpret the live cell imaging data that Alexis collected, including manual inspection 

and correction of every track. Additionally, I created all figures and graphs relating to 

https://paperpile.com/c/2ptL1D/6HCT
https://paperpile.com/c/2ptL1D/6HCT
https://paperpile.com/c/2ptL1D/gmqx
https://paperpile.com/c/2ptL1D/gmqx
https://paperpile.com/c/2ptL1D/ZvjI
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live cell data, with the exception of Fig. 4-7B. My contribution increased the number 

of cells being tracked by ~10 fold compared with previous projects in the Bakal lab 

and allowed us to ask questions about the dynamics of p21 levels over entire 

populations of cells rather than just a select handful of cells (Cooper et al. 2017). We 

also collaborated with Stefan Heldt from Bela Novak’s group, to model the time series 

data being produced and better understand the role of p21 in the establishment and 

passage of the restriction point, and other cell cycle checkpoints. 

4.2 Results 

4.2.1 Quantifying p21 levels over the cell cycle 

To understand how p21 levels vary in live cells over time, a GFP tag was 

introduced into the C-terminus of both alleles of the CDKN1A gene, at the endogenous 

loci, in hTert-RPE1 cells using a CRISPR system.  Visual inspection of the p21 reporter 

indicated it to be exclusively nuclear, matching immunofluorescent staining of p21, 

Fig. 4-3A. Population growth was also unaffected, and cell cycle times matched the 

control cell line. Moreover, in vitro experiments demonstrated that p21 binding to 

CDK was not disrupted either. Together these experimental studies indicated that the 

GFP tag did not interfere with p21 functionality (Barr et al. 2017). 

The GFP reporter was introduced into hTert-RPE1 cells that already contained an 

mRuby reporter on a single allele of the gene Proliferating Cell Nuclear Antigen 

(PCNA)  (Zerjatke et al. 2017). PCNA is a key protein in DNA synthesis; with levels of 

PCNA shown to progressively increase over S-phase. Quantitative analysis of another 

https://paperpile.com/c/2ptL1D/Dw7F
https://paperpile.com/c/2ptL1D/K4GP
https://paperpile.com/c/2ptL1D/H9n5
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hTert-RPE1 cell line expressing both mRuby-PCNA, and Cyclin-A GFP, suggested that 

the point at which PCNA levels begin to increase is precisely timed with the start of S-

phase Fig. 4-3B. A very small jump in the foci feature is also observed here Fig. 4-3C. 

Therefore, by marking where PCNA levels begin to increase G1/S transition can be 

identified. PCNA develops distinct foci structures towards the end of S-phase that are 

rapidly disassembled over the S-phase / G2 transition, the feature engineered in 

NucliTrack is able to quantify the presence or absence of these foci, and allows G2/S 

transition to be demarcated, Fig. 4-3C. The major changes in both area and intensity, 

associated with nuclear envelope breakdown, then allow the mitotic event to be 

identified and G1 and G2 phase to be defined.  As such the three growth phases of the 

cell cycle could all be determined with a single PCNA channel, Fig. 4-3C. This 

represents an important advance as previously two channels have typically been 

required, for example, the commonly used FUCCI system uses a combination of GFP-

geminin for marking S and G2 phase and RFP-cdt1 for marking G1 phase (Zeilke et al., 

2015). Thus, by combining the dual p21, PCNA reporter cell line developed by Alexis 

with NucliTrack, we were able to quantitatively analyse the relationship between p21 

and cell cycle progression across large populations of unperturbed, asynchronously 

growing cells. 
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Figure 4-3, Quantifying the cell cycle: A) p21 and PCNA can only be detected in the nucleus in hTert-

RPE1 cells; B) increasing levels of PCNA correlate with the start of S-phase as marked by increasing cyclin-

A level; C)  Using only a PCNA reporter we are able to capture every phase of the cell cycle, at G1/S PCNA 

levels increase, at S/G2 the engineered PCNA foci measure peaks prior to disassembly of replication foci, 

mitosis can be identified by gross change in morphology.  

4.2.2 Heterogeneity in p21 levels  

Tracking of wild-type populations of tagged hTert-RPE1 cells with NucliTrack 

revealed notable variability in p21 levels over the cell cycle, Fig. 4-4A. Levels of p21 

were greatest and most variable in G1 phase and demonstrated strong positive 

correlation with the length of G1 phase (R = 0.62**; Methods), meaning that cells with 

higher levels of p21 remained in G1 phase for longer periods of time, Fig. 4-4B. In S-

phase p21 levels were undetectable in all imaged cells, indicating the presence of 

strong protein degradation and/or suppression of transcription. G2 phase 
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demonstrated intermediate levels of p21, and a significant positive correlation 

between p21 levels and G2 length (R = 0.51**).   

Notably, in contrast to previous reports we observed no degradation of p21 over 

mitosis, as such, p21 levels were inherited from mother to daughter. Indeed we 

observed strong correlation between the highest p21 levels reached in mother G2 

phase and daughter G1 phase (R = 0.75**), Fig. 4-4C. p21 levels were also highly 

correlated between sister cells (R = 0.81**), as did length of G1 phase between sister 

cells (R = 0.53**), indicating inheritance of factors corresponding to G1 length and 

p21 levels. Unusually, given correlation between mother and daughter cell p21 levels, 

p21 levels in G1 with G1 length, and p21 levels in G2 and G2 length, we observed very 

little correlation between mother G2 length and G1 length (R = 0.07, P = 0.36, 

Pearson’s Correlation). Instead, very high levels of correlation were observed 

between the highest p21 levels reached in G1 phase and the combined length of 

mother G2 phase and daughter G1 phase (R = 0.68**). In fact, this correlation was 

stronger than that observed in either phase individually (G1: R = 0.61**, G2: R = 

0.51**). This indicated that variation in G2 and G1 length was caused by noise in the 

timing of mitosis, Fig. 4-4D. As such, we found that the maximum p21-GFP level 

reached in the G1 phase of daughter cells is most reflective of the time period between 

the end of S-phase in the mother cell and S-phase entry in daughter cells. That we 

observed much weaker correlations between phase lengths before and after S-phase, 

therefore suggested that stochastic events occurring in S-phase determine the p21 

levels in, and the length of, the combined mother G2 and daughter G1 phase. 
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Figure 4-4, p21-GFP levels over the cell cycle: A) Tracks of p21 levels over the cell cycle are 

computationally synchronised to S/G2 transition, identified by the loss of PCNA foci. We observed that 

following S/G2 transition the majority of cells did not express high levels of p21, however, in some cases p21 

levels increased prior to mitosis (Black Marker) often these then increased significantly after mitosis. p21 

levels were below baseline over S-phase in all cells measured, no G2 arrest were observed; B) The maximum 

levels of p21 reached in G1 phase demonstrated strong positive correlation with G1-phase length (Pearson’s 

Correlation R = 0.62** (P < 0.01). We saw no change in the distribution of cells at different exposure 

intensities (Exp1, n = 206 cells; Exp2, n = 90; Exp3, n= 52 (Methods)), indicating exposure levels were below 

those that caused phototoxic effects on p21 levels and phase length; C) A high level of correlation was 

observed between sister cells in both p21 levels and phase length (n = 62, Pearson’s Correlation R = 0.81** 

(P < 0.01)). D) The strongest correlation between maximum p21 levels in G1 phase and phase length 

occurred between the combined mother cell G2 phase and daughter cell G1 phase. This suggests events over 

mother cell S-phase determine the time period until G1/S transition in daughter cells, whilst a level of 

uncertainty not dictated by these events exists in the timing of mitosis. 
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4.2.3 A p21 high G1 arrest state 

Aligning tracks of p21 levels to mitosis immediately reveals that in a fraction of 

cells p21-GFP accumulates to a high level shortly after mitosis and these cells then 

enter an arrest state that we define as G1 post mitotic arrest, where G1 length is 

greater than 600 minutes, Fig. 4-5A. We found these cells also had 

hypophosphorylated Rb indicating this arrested state to be a block before the 

restriction point. Consistent with p21 levels being inherited by daughter cells, linear 

regression between the maximum p21 level in the mother G2 phase and entry to the 

G1 post mitotic arrest state displayed significant positive correlation (R = 0.43**). 

Following both daughter cells after mitosis, we also found that in 70% (45/64) of 

cases both daughters continue to proliferate. In 16% (10/64) of cases both daughter 

cells enter a G1 arrest (twin arrest), whilst 14% of the time (9/64), one daughter 

arrests and the other cycles (single arrest). If arrest were to occur by chance following 

mitosis, we would expect fewer than 4.4% of mitoses to result in twin arrest (21% 

chance of any cell arresting, 0.212=0.044). As such, conditions for arrest are 

frequently inherited by both daughter cells. Finally, where either single or twin arrest 

occurs in daughter cells, mean p21-GFP levels are higher in the mother cell G2, than 

in the mother cell G2 where daughter cells continue to proliferate (twin arrest = 9.6 

a.u.; single arrest = 8.0 a.u.; cycling = 5.9 a.u), Fig. 4-5B. Thus, we propose that factors 

contributing to G1pm arrest are detected prior to mitosis and the single arrest we 

observe is caused by asymmetric inheritance of these factors. Although p21 levels can 

increase further in G1 to promote G1pm arrest. Taken together, these observations 

suggest that the decision between proliferation and arrest in daughter cell G1 phase, 
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in unperturbed cells, is regulated by p21 levels, which in turn are determined by 

events occurring in the mother cell S-phase.  

 

Figure 4-5, A p21 high arrest state: A) Tracks of p21 levels in unperturbed hTert-RPE1 were 

computationally aligned to mitosis. Two distinct subpopulations emerged, those where p21 levels increased 

to very high levels, and cell entered a G1 arrest state that we qualitatively defined as having a G1 length > 

600 minutes, and those that continued to cycle (n = 51 cells); B) Average p21 levels in cells that continued 

to cycle were lower than those where either daughter arrested. Average G2 p21 levels were even higher 

where both cells arrested. Cycling (n = 49 cells; single arrest, n = 9; twin arrest, n = 10). Significant 

differences are observed between arrested and cycling states using a two-sample t-test on log-transformed 

data. Error bar is s.d. (*P < 0.05, **P < 0.01). 

4.2.4 The tumour suppressor p53 drives heterogeneity in p21 levels in cycling cells 

The most well studied regulator of p21 levels is the tumour suppressor p53, due 

to its role in the DNA damage response. To understand the degree to which p53 levels 

are responsible for p21 transcriptional upregulation we depleted p53 with siRNA in 

populations of hTert-RPE1 cells. Following p53 depletion we used NucliTrack follow 

p21 levels in asynchronous cells, and observed a major reduction in basal p21 levels, 
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Fig. 4-6A. Notably the length of G1 also became similar across all cells tracked and we 

observed no cells entering a G1 arrested state, Fig. 4-6B. Thus, we found that p53 

accounted for all detectable heterogeneity in p21 levels, variation in G1 phase length, 

and entry into G1 arrest states in unperturbed hTert-RPE1 cells.  

To further validate this finding, we monitored p21 following addition of the 

compound Nutlin-3. Nutlin-3 is an inhibitor of the interaction between p53 and the 

E3 ubiquitin ligase MDM2 that is responsible for degradation of p53 and suppression 

of p53 levels in the absence of DNA damage (Vassilev 2004; Kojima et al. 2006). Thus, 

by adding Nutlin-3, p53 levels increase, and we hypothesised we would see an 

increase in p21 levels. Indeed, this was the case, as demonstrated by a drastic net 

increase in p21 levels following addition of nutlin 3 to hTert-RPE1 cells, Fig. 4-6D. 

However, only cells in G1 and G2 phase on Nutlin-3 accumulated p21 continuously. 

Cells in S-phase meanwhile maintained low levels of p21 over the course of S-phase 

before rapidly accumulating on S/G2 transition. In these cells exiting S-phase, we 

observed that a fraction entered a G2 arrest state, consistent with the observation that 

following exogenous DNA damage p21 can cause a G2 arrest (Bunz et al. 1998). Most 

strikingly, by computationally synchronizing cells exiting S-phase we found that G2 

arrest was associated with the rate of p21 increase, Fig. 4-6E. Specifically, in those cell 

with the highest rate of p21 accumulation G2 arrest was observed, whilst in those 

with lower accumulation rates, cells would undergo mitosis and arrest in the 

subsequent G1. Potentially indicating competitive feedback, against factors 

promoting mitotic entry. As such, by analysing how p21 levels and cell-cycle 

progression is affected by p53 suppression, and up-regulation, we provide very 

https://paperpile.com/c/2ptL1D/4wWr+ZLSn
https://paperpile.com/c/2ptL1D/Pumq
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strong evidence that observable heterogeneity in p21-GFP levels in hTert-RPE1 cells 

is caused by p53. Moreover, our data supports the notion that factors block p53 

dependent, p21 expression, over S-phase whilst DNA replication is still occurring. 

4.2.5 G1 arrest requires p21, however G1 delay is p21 independent 

Having established that both G1 arrest and delay is dependent on p53 we looked 

to understand the role of p21 in both scenarios. We depleted p21 using siRNA again, 

and this time observed that whilst less cells entered a G1 post mitotic arrest (5/75 for 

p21 siRNA versus 11/64 for NT siRNA, P=0.0536), variability in G1 length remained 

unaffected. To validate these finding Henriette Stoy, also generated p21 knockout cell 

lines, using two CRISPR/cas9 induced deletions, termed p21 knockouts 1 and 2. 

Again, no change in G1 length heterogeneity was observed, Fig. 4-6C, and an even 

stronger reduction in the number of cells arresting was observed, this time 

demonstrating a high level of statistical significance, with only 1 out of 172 cells 

entering an arrested state (P< 0.001). Thus, we found for the first time that in hTert-

RPE1 cells, G1 delay occurs through p21 independent mechanisms whilst G1 arrest in 

asynchronous unperturbed cells is p21 dependent.  
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Figure 4-6, The effects of p53 and p21 on cell cycle progression: A) Following depletion of p53 

(yellow, n=81) we observed a significant reduction in both p21 levels and the length of G1 phase versus 

control populations (blue, n=75). In contrast, following p21-GFP depletion, no change in G1  phase length 

was observed, despite the expected loss in p21 signal (red, n=90); B) Depletion of both p21 and p53 led to a 

significant reduction in the number of cells entering a G1 post mitotic arrest. ‘N-1’ Chi-squared test for 

divergence between arrest (assumed binomial probability) in NT and Wild Type vs. p21 and p53 siRNA/KO 

gave; NT:p21 siRNA: P = 0.0536, NT:p53 siRNA: P < 0.001, WT:p21 KO1: P < 0.001, WT:p21 KO2: P<0.001); 

C) G1 phase length in both p21 knockout lines was not statistically different from control populations; D) 

Following addition of nutlin-3 that is known to increase p53 signalling, we observed am immediate and 

dramatic upregulation in p21 levels, in cells in G1/G2 phase, that increased to higher levels than those 

observed in wild-type populations, (>200 a.u. Versus typical heightened levels of ~100 a.u. However, where 

cells were in S-phase p21 levels remained low until S-phase exit (teal marker) and entered a G2 arrest 

indicated by the absence of mitosis (black marker); E) Cells were computationally synchronised to S/G2 

transition to highlight the transition dynamics. We found G2 phase arrest to be  strongly associated with 

the rate of p21 increase following S/G2 transition. 
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4.2.6 High levels of p21 inhibit CDK2 activity 

Cyclin:CDK complexes represent the best characterised inhibitory target of p21. 

Importantly biochemical studies have demonstrated that p21 is a strong suppressor 

of Cyclin E:CDK2 activity. For example, Spencer et al. demonstrated that CDK2 activity 

bifurcates in cells post-mitosis (Spencer et al. 2013). However, in this study the cause 

of CDK2 activity bifurcation, in multiple unperturbed cycling cell lines was largely 

attributed to mitogen signalling levels. We hypothesised that in hTert-RPE1 cells we 

would observe a bifurcation in CDK2 activity post-mitosis in unperturbed cycling cells 

and that this would be p21 and p53 dependent. To test this hypothesis the CDK2 

reporter used by Spencer et al. was introduced into hTert-RPE1 cells expressing 

mRuby-PCNA only. This reporter translocates out of the nucleus on phosphorylation 

by CDK2, Fig. 1-4B. To quantify the activity of CDK2 in these cells, an additional 

feature therefore needed to be developed within NucliTrack that reported the ratio of 

intensity inside the nucleus, versus the intensity in the perinuclear ring region outside 

of the nucleus.  

In wild-type populations, this feature gave an effective readout of CDK2 activity, 

indicated by detection of the sudden drop in nuclear reporter intensity post-mitosis 

in the majority of cells, indicating loss of CDK2 activity associated with APC mediated 

degradation of Cyclins, Fig. 4-7A. In line with the findings of Spencer et al. we also 

observed a CDK2 low state to emerge post-mitosis, and the percentage of cells 

entering this state was insignificantly different to the number of cells p21-GFP tagged 

hTert-RPE1 cells that we observed entering a p21 high post mitotic arrest state. 

https://paperpile.com/c/2ptL1D/2ENo
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Heterogeneity in CDK2 activity levels post mitosis was also observed. Cells that had 

lower levels of CDK2 activity for longer, had delayed G1 phases, Fig. 4.7A.  

To test whether this CDK2 low state was p53 dependent we depleted p53 with 

siRNA and followed CDK2 activity levels post mitosis. In line with our previous 

observations we observed that following p53 depletion, G1 phase length became 

homogeneous, Fig. 4.7A. Moreover, we observed that CDK2 activity levels also has 

reduced variability, increasing rapidly in all cells following mitosis. Following p21 

depletion, we observed that whilst there remained heterogeneity in CDK2 levels, and 

G1 phase length, significantly fewer cells entered a CDK2 low arrest state. Thus, our 

data showed that in hTert-RPE1 cells, the CDK2 post mitotic arrest phenotype is both 

p21 and p53 dependent, consistent with the notion that high levels of p21 inhibit 

CDK2 activity, and that this activity blocks cell cycle progression. 

Finally, to validate that the p21 high state corresponded to cells with inhibited 

CDK2 activity,  hTert-RPE1 cells expressing p21-GFP only were transiently 

transfected with a CDK2-mRuby reporter. Several cells were identified that were in a 

p21 high state and had low CDK2 activity for prolonged periods of time, Fig. 4-7B. This 

provides critical further evidence that the p21 high post-mitotic arrest state 

corresponds to inhibition of CDK2 activity. Taken together we thus find that a 

percentage of cells enter a p21 and p53 dependent arrest state post mitosis, and this 

corresponds to inhibition of CDK2 activity.  
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Figure 4-7, CDK2 low post mitotic arrest is both p21 and p53 dependent: A) Time-series of CDK2 

activity in cycling cells show a significant drop in activity over mitosis associated with APC degradation of 

Cyclins (Peters 2002; King et al. 1996). Moreover in control cells we observe bifurcation after mitosis into 

CDK high and low states in line with previous observations (Spencer et al. 2013; Overton et al. 2014) (n=51). 

Following p21 depletion, consistent with our previous observations, variability in CDK2 levels of G1 Phase 

were present, although only a single cell to enter a CDK2 low state, suggesting that the post-mitotic CDK2 

low state is p21 dependent (n=68). Depletion of the tumour suppressor p53 resulted in homogenous 

behaviour in CDK2 levels following mitosis, with no cells entering a post-mitotic arrest state (n=25); B) 

Transient transfection of hTert-RPE1 cells expressing p21-GFP only, with a mRuby-CDK2 reporter allowed 

us to quantify p21 and CDK2 level simultaneously in a select handful of single-cells. This demonstrated that 

high p21 levels correlate with suppression of CDK2 activity [Graphs by Alexis Barr]. 

https://paperpile.com/c/2ptL1D/B9Mr+2gYy
https://paperpile.com/c/2ptL1D/2ENo+eplM


 

120 

4.2.7 Expression of p21 correlates with the presence of DNA damage foci 

Given that: 1) The G1 post mitosis state is p53 dependent; 2) p21 levels are most 

reflective of the combined length of G2 in the mother cell and G1 in the daughter cell; 

and 3) p21 levels accumulate after the S/G2 transition, we postulated that DNA 

damage occurring over S-phase in the mother cell underpins p21 levels in G2 phase 

of the mother cell and G1 phase of daughter cells. To test this proposal, we looked to 

correlate the presence of DNA damage in the mother cell S-phase with DNA damage 

levels in daughter cells. Much of the work in this section was performed by Frankie 

Butera working in the Bakal lab.  

The protein γH2AX marks DNA damage, and is typically associated with double 

strand breaks (Kuo and Yang 2008), where it is phosphorylated by the damage 

sensing protein ATM (Burma et al. 2001). By immunostaining for γH2AX we looked 

for correlation between γH2AX expression levels and high levels of p21. Although no 

significant correlation was observed when intensities were related; a striking 

correlation between the presence of at least one strong γH2AX foci in the nuclear 

region, G1 phase length, and high p21 levels was observed, Fig. 4-8A,B&C. 

Immunofluorescence staining of other markers of DNA damage, specifically 53BP1 

(Schultz et al. 2000) and phosphorylated ATM  (Bakkenist and Kastan 2003), also 

demonstrated a similar correlation between a strong foci and p21-GFP levels, Fig. 4-

8C. It was noted that these single foci looked resembled stretches of incompletely 

replicated DNA, that have been shown to result in single-stranded DNA gaps being 

present in G2 cells (Durkin and Glover 2007). Indeed co-localisation of RPA2, a 

marker for ssDNA (Zou and Elledge 2003), was observed with single γH2AX foci in G2 

https://paperpile.com/c/2ptL1D/jkkx
https://paperpile.com/c/2ptL1D/j8aE
https://paperpile.com/c/2ptL1D/9SXH
https://paperpile.com/c/2ptL1D/qr46
https://paperpile.com/c/2ptL1D/H5IA
https://paperpile.com/c/2ptL1D/BstB
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Fig. 4-8D. Finally, time-lapse imaging revealed that in the majority of cell divisions, 

sister G1 cells behave similarly such that in 47% (67/142) of mitoses neither sister 

has a 53BP1 focus, in 24% (34/142) both sister cells have a focus, and in 29% 

(41/142) only one sister has a focus, Fig. 4-8E. Taken together, this analysis suggested 

that incompletely replicated DNA and damage that occurs over the mother cell S-

phase is inherited by daughter cells. Inheritance of this DNA damage in turn correlates 

with up-regulation of p21 levels and induction of G1 post mitotic arrest. 
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Figure 4-8, DNA damage over S-phase correlates with p21 induction: A) Immunofluorescent 

staining γH2AX revealed that the presence of a distinct foci is correlated with high p21 expression; B) The 

presence of a foci is associated with an increase in G1 phase length (unpaired student’s t-test P < 0.001); C) 

Foci of the DNA damage markers, γH2AX, 53BP1and phosphorylate ATM all correlate with increased p21 

levels, indicating that these foci are DNA repair complexes, marking regions of damage; D) After 47% of 

mitosis both daughter cells continue to proliferate, in 24% of cases a single daughter arrests, whilst in 29% 

of cases both daughters undergo a post mitotic arrest. The fact that these percentage are higher than those 

observed for p21-GFP, mRuby-PCNA labelled cells, indicates that the 53BP1 reporter being used may be 

responsible for low levels of DNA damage or replication stress; E) RPA-2 a marker of single strand DNA 

localises alongside γH2AX, indicating that the DNA damage is stemming from under replicated DNA 

originating in S-phase [Figure by Alexis Barr and Frankie Butera]. 
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4.2.8 Replication stress induces high levels of p21 expression 

Taken together our evidence suggested that endogenous DNA damage, occurring 

during DNA replication in the mother cell S-phase, was responsible for p21 

heterogeneity and G1 post mitotic arrests observed in daughter cells. To determine 

whether induction of replication stress with exogenous agents could further increase 

p21 levels and the number of cells arresting in G1 phase, we treated populations of 

cells expressing p21-GFP and mRuby-PCNA with aphidicolin. Aphidicolin is a fungal 

antibiotic that inhibits the processivity of DNA polymerases in S-phase and thus 

causes increased levels of replication stress, and DNA damage specifically during S-

phase (Ikegami et al. 1978). In hTert-RPE1 cells treated with aphidicolin we observed 

an increase in the number of cells expressing γH2AX foci, as well as a major increase 

in the number of foci per cell, Fig. 4-9A. S-phase length was increased and in cells 

exiting S-phase p21 upregulation occurred versus DMSO treated control populations, 

Fig. 4-9B. Following mitosis, we found that a much higher fraction of cells entered G1 

post mitotic arrest (62.5%, 20/32) when compared to DMSO controls (13.2%, 5/38). 

As such, by inducing exogenous replication stress with Aphidicolin we were able to 

significantly shift the fraction of daughter cells entering arrest states, indicating that 

inheritance of DNA damage is indeed behind the G1 arrest that we have observed. 

Moreover, a fraction of mother cells also entered a G2 arrest state after S-phase (25%, 

8/32), with high levels of p21, a phenotype that we previously hadn’t observed in 

wild-type or control populations.  

To test whether this arrest state corresponded to the CDK2 low state we have 

observed in unperturbed populations of cycling cells, we treated hTert-RPE1 cells 

https://paperpile.com/c/2ptL1D/pDKY
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expressing the CDK2 reporter and mRuby-PCNA with aphidicolin, Fig. 4-9C. 

Consistent with the arrest states equating to one another, we observed an increase in 

the number of cells entering G1 post-mitotic arrest, as well as cells arresting in G2. In 

those cells entering a G2 arrest, we found that after a period of time CDK2 activity was 

downregulated, indicating that once p21 levels are sufficiently high they are able to 

effectively inhibit CDK2 activity in G2 phase. 

We also sought to both validate that both p21 and p53 are required to invoke G1 

post-mitotic arrest following exogenous stress and determine whether G2 arrest is 

p53 and p21 dependent. We replicated the p21 and p53 siRNA gene depletions 

previously performed and following knockdown cells were treated with aphidicolin. 

Consistent with the notion that G1 arrest and delay are p53 dependent, we observed 

no variation in G1 length of G1 arrest following p53 depletion and aphidicolin 

treatment, moreover no cells entered a G2 arrest indicating this arrest is also p53 

dependent, although in a rare case extended G2 was observed, Fig. 4-9C. Following 

p21 depletion again we observed heterogeneity in G2 and G1 lengths. Notably G2 

arrest was absent, and G1 arrest was compromised, Fig. 4-9C. Together this verified 

that the observed G1 arrest is p53 and p21 dependent, in response to either 

endogenous or exogenous replication stress in mother cell S-phase. This analysis also 

revealed the presence of a p21 and p53 dependent G2 arrest at higher levels of DNA 

damage, and thus also supports a causal link between the rate of p21 increase versus 

likelihood of G2 arrest. 

We also analysed the response of hTert-RPE1 cells to ATR kinase inhibition using 

the inhibitor AZD6738 (Jones et al. 2013). ATR inhibitors induce additional 

https://paperpile.com/c/2ptL1D/9Ys8
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replication stress through destabilising stalled replication forks that are formed 

during DNA synthesis (Couch et al. 2013). Treatment with ATR inhibitors led to an 

increase in the number of cells with DNA damage foci as marked by γH2AX, Fig. 4-9A. 

In line with Aphidicolin treatment we also observed a marked increase in the number 

of cells entering a G1 arrest state versus DMSO treated cells, and an increase in G1 

length, Fig. 4-9B. However, in contrast to aphidicolin treatment we noted that both S-

phase and G2 phase were shorter, no cells arrested in G2, and the majority of p21 

accumulation occurred rapidly and shortly after mitosis, Fig. 4-9B. This supports 

evidence suggesting that inhibition of progression through G2 phase of the cell cycle 

is ATR dependent (Cliby et al. 2002; Liu et al. 2000). As such, we find that inhibition 

of ATR activity, induces increased levels of DNA damage during and after S-phase, and 

this corresponds to an increase in the number of cells entering a G1 post mitotic 

arrest. Additionally, we find that ATR may be involved in the p53-p21 G2 dependent 

arrest that we identified with aphidicolin. 

https://paperpile.com/c/2ptL1D/3Y2L
https://paperpile.com/c/2ptL1D/b1L5+FKHp
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Figure 4-9, Exogenous replication increases the number of cells entering a p21 high - CDK2 

low post mitotic arrest: A) Following treatment of hTert-RPE1 cells for 24hrs with either 0.3uM or 0.6 uM 

Aphidicolin, there is a dramatic increase in the number of cells that displaying γH2AX foci. ATR inhibitors 

also increase the number of foci per cell and number of cells exhibiting γH2AX foci, however the effect is less 

pronounced. [Graphs by Alexis Barr]; B) Tracking of cells and computational alignment to S/G2 transition, 

after addition of 0.3um Aphidicolin revealed that nearly all cells upregulate p21 following S-phase exit 

compared to DMSO controls cells that typically continue to proliferate (blue). This upregulation of p21 is 

accompanied by either G1 arrest (red) or G2 arrest (yellow). ATR inhibitors had a similar effect causing the 

majority of cells to upregulate p21, however no cells were observed to enter a G2 arres; C) Cells that 

expressed a CDK2 reporter were tracked and computationally aligned to S/G2 transitions following 

addition of 0.3 uM aphidicolin, either after treatment with non targeting, p21 or p53 siRNA. G2 arrest was 

completely compromised following p21 depletion, and significantly fewer cells entered a G1 post-mitotic 

arrest. This effect was ven stronger following p53 depletion where no cells entered either a G1 or G2 arrest, 

however in one rare case we noticed a very extended G2 phase. 

4.2.9 Skp2 and Cdt2 pathways both co-operate to induce p21 degradation prior to S-

phase 

Over all tested conditions p21 levels were undetectable over S-phase, and where 

p21 levels were high in G1, they would drop rapidly prior to S-phase. Together these 

features suggested that active degradation of p21-GFP was occurring prior to and 

during S-phase. Further supporting the role of active degradation in p21 loss prior to 

S-phase was the fact that we observed two rates of p21 loss in wild type cells, a slower 

rate of degradation that occurred over several hours prior to S-phase entry, and a 

much faster switch like degradation of p21 that occurred at the G1/S-phase transition. 

Previous studies had indicated that over G1 and S-phase the E3 ubiquitin ligases SCF-

Skp2 and CRL4-Cdt2 both play a role in degrading p21 (Bornstein et al. 2003; Abbas 

https://paperpile.com/c/2ptL1D/QxBI+y3i0
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et al. 2008). However little work has gone into understanding the timing and rate with 

which these ubiquitin ligases remove p21 protein. 

To determine the roles that these two ubiquitin ligases play in p21 degradation, 

we depleted Cdt2, Skp2 individually and the combination of both Cdt2 and Skp2 using 

siRNA, and then observed the rates of p21 loss across populations of cells 

computationally synchronised to G1/S transition. Following loss of Skp2 we observed 

that all cells entering S-phase, and exhibited switch like loss of p21, Fig. 4-10A. This 

indicated that SCF-Skp2 was responsible for the slower rate of p21 degradation 

observed in the run-up to G1/S transition; p21 levels remained undetectable over S-

phase. Following Cdt2 depletion we observed that cells entering S-phase 

demonstrated active degradation of p21 prior to G1/S transition, however no switch 

like loss of p21 was seen, Fig. 4-10A. After Cdt2 depletion we also saw cells 

reaccumulate p21 in S-phase, in long slow oscillatory cycles. Nuclei also continued to 

increase in size beyond what we had previously observed in cell exiting S-phase into 

G2. Another known role of p21 is as a strong inhibitor of PCNA (Waga et al. 1994), loss 

of p21 is required to initiate DNA synthesis and S-phase (Arias and Walter 2006), thus 

we hypothesised that re-accumulation of p21 during S-phase interfered with the 

reversibility of G1/S transition, leading to incomplete replication occurring. Analysis 

of total DNA content in cell nuclei using fluorescence activated cell sorting, showed 

that following Cdt2 depletion cells frequently had DNA content levels that fell 

between n=2 and n=4 (fully replicated DNA), indicating the presence of incomplete 

replication and the cell cycle stalling in S-phase. Moreover, by depleting p21 this 

phenotype was rescued, demonstrating that Cdt2 is required to prevent p21 

https://paperpile.com/c/2ptL1D/QxBI+y3i0
https://paperpile.com/c/2ptL1D/mowz
https://paperpile.com/c/2ptL1D/jKVY
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dependent inhibition of S-phase.  Following depletion of both Cdt2 and Skp2 we 

observed that the rate of p21 depletion prior to G1/S transition was severely 

compromised, indicating both proteins cooperate to induce degradation of p21, Fig. 

4-10A. Importantly, no cell entered S-phase with detectable levels of p21, despite 

depletion of both of these factors. Thus, indicating that p21 is a highly potent inhibitor 

of S-phase entry, and that active degradation of p21 is essential for proper transition. 

Taken together we found that both Skp2 and Cdt2 co-operate to remove p21 prior to 

G1/S transition in unperturbed cycling hTert RPE1 cells. Whilst SCF-Skp2 complexes 

are responsible for degrading high levels of p21 in G1 phase, CRL4-Cdt2 complexes 

account for the switch like loss of p21 of G1/S transition and maintain low levels of 

p21 over S-phase, where p21 is present both DNA replication and correct temporal 

control of S-phase are interfered with, and this is likely due to inhibition of PCNA 

(Waga et al. 1994). 

4.2.10 Cdt2 and Skp2 are critical for controlling the length of G1 phase 

In line with the notion that Cdt2 and Skp2 degradation are required to remove 

p21 prior to S-phase, I analysed how the length of G1 phase was affected by depletion 

of either of these two ubiquitin ligases as well as the combination of both. Following 

depletion of Cdt2, we observed  a small but significant increase in the length of G1 

phase, though notably only the G1 length of cells that re-enter S-phase was captured, 

Fig. 4-10B. A significant proportion of cells entered a permanent stalled S-phase or G1 

arrest with increasing p21 levels, as evidenced by the increasing average p21 levels 

over the course of imaging, Fig. 4-10C. In contrast, following Skp2 depletion we 

https://paperpile.com/c/2ptL1D/mowz
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observed G1 phase to be much longer and for p21 levels to reach significantly higher 

maximum levels in G1, (Fig. 4-10B. The majority of Skp2 depleted cells also eventually 

re-entered S-phase through Cdt2 mediated depletion of p21, this likely underpins 

why average p21 levels remained only slightly above those of control populations, Fig. 

4-10C. This data is consistent with the notion that Skp2 suppresses p21 levels over a 

much longer period in G1 phase and suggests that CRL4-Cdt2 complexes are unable 

to degrade high levels of p21 either due to direct inhibition of active replication 

complexes by p21 or through reduced Cyclin:CDK activity. If this were not the case, 

G1 phase length would not be compromised following Skp2 depletion. Together 

implying the presence of negative feedback between CRL4-Cdt2 activity and p21 

levels. 
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Figure 4-10, The E3 Ubiquitin ligases SCF-Skp2 and CRL4-Cdt2 co-operate to target p21 for 

degradation: A) p21-GFP levels in hTert-RPE1 cells that were tracked and computationally aligned to G1/S 

transition following treatment with four siRNA conditions; non-targeting, Skp2, Cdt2 and the combination 

of Skp2 and Cdt2. Only cells that underwent G1/S transition and entered S-phase are shown. The number of 

cells captured entering S-phase following Cdt2 or Skp2 and Cdt2 depletion was significantly less owing to a 

large number of cells in an arrested state with high p21; B) G1 length versus p21 levels following treatment 

with the different siRNA conditions. Skp2 depletion led to a significant increase in G1 length, again though 

it should be noted many cells after Cdt2 or Skp2 and Cdt2 depletion did not have defined G1 lengths as they 

did not re-enter the cell cycle; C) The effect of Cdt2 depletion alone or in combination on total p21-GFP levels 

is best observed when all cells in the field of view are considered. Here p21-GFP levels increase ~5 fold over 

the course of imaging in contrast to p21-GFP levels in Skp2 depleted cells that remain similar to control. 

4.2.11 Serum is not responsible for a p21 dependent arrest 

Finally, to exclude the possibility that mitogen signalling is also responsible for a 

p21 dependent arrest we looked to explore how p21-GFP levels in hTert-RPE1 cells 

are influenced by the absence of mitogens. To explore this response we serum 

starved, imaged and tracked hTert-RPE1 cells. Serum contains high levels of mitogens 

required for maintaining this immortalised cell line in a proliferative state. Following 

serum withdrawal, we observed that all cells entered an arrested state. However, in 

contrast to the p21-dependent DNA damage arrest state that we observed, p21 levels 

in arrested cells following serum withdrawal exhibited high levels of variability, 

indicating this arrest state was perhaps p21 independent, Fig. 4-11A. To verify this, 

we withdrew serum from the two p21 KO cell lines that we had previously generated. 

Indeed, in these cells arrest was not compromised, further providing evidence that 

following serum withdrawal arrest is p21 independent, Fig. 4-11B.  
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Mitogen signalling is known to stimulate cyclin D CDK4/6 activity, through either 

driving expression of cyclin D or through phosphorylation and activation of Cyclin 

D:CDK4/6 complexes. Thus, by depleting cyclin D with siRNA we would also expect to 

observe a p21 independent cell cycle arrest. We treated hTert-RPE1 cells with cyclin 

D siRNA and tracked them over time. Following cyclin D depletion in these cells we 

observed that the majority of the population entered an arrested state, evidenced by 

no cells entering S-phase. Importantly, this was independent off p21-levels, further 

supporting the notion that a mitogen withdrawal arrest is p21-independent, and 

probably occurs through a route that involves downregulation of Cyclin D:CDK4/6 

activity as has been traditionally thought (Terada et al. 1999), Fig. 4-11C. However, at 

intermediate mitogen levels, the threshold p21 levels required to induce arrest would 

likely be lowered, as observed in Overton et al.,  due to reduced CDK mediated Skp2 

activity (Overton et al. 2014), this would explain the findings of Spencer et al. (Spencer 

et al. 2013), and is consistent with our model of p21 activity being regulated by two 

double negative feedback loops. 

https://paperpile.com/c/2ptL1D/vL38
https://paperpile.com/c/2ptL1D/eplM
https://paperpile.com/c/2ptL1D/2ENo
https://paperpile.com/c/2ptL1D/2ENo


 

134 

 

Figure 4-11, Serum withdrawal arrest is p21 independent: A) Following withdrawal of serum in 

the previous cell cycle, p21 levels were measured in hTert-RPE1 cells and tracks were aligned to mitosis; n 

= 29 cells. Grey line marks 600 min time point used to define G1pm arrest. In Fig. 4.5A, red curves represent 

cells entering G1pm arrest, blue curves represent cells that enter S-phase; B) Graph showing the percentage 

of cells arresting in G1 in three different mRuby-PCNA hTert-RPE1 cell lines (WT and two p21KO clones) 

after serum withdrawal for 24 h. The mean and standard deviation (error bars), of two independent FACS 

experiments are shown [Graph by Henriette Stoy]; C) hTert-RPE1 cell were treated with Cyclin D siRNA and 

tracked over time. Tracks are aligned to 24 hours after treatment with Cyclin D siRNA. G1 arrests are 

indicated by the absence of cells entering S-phase (blue dots) after S-phase exit (purple) and mitosis (black). 
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4.3 Discussion 

Prior to this work, our understanding of how p21 is regulated over the cell cycle 

was limited to static single cell analysis and studies in which dynamics were 

measured destructively in synchronised populations, for example using western 

blots. Through endogenous tagging of p21 protein in hTert RPE1 cells, we were able 

to directly visualise p21-GFP levels in live cells populations. NucliTrack then allowed 

us to track hundreds of highly motile hTERT-RPE1 and computationally synchronise 

time series-data on p21-levels, preventing the need for using biological agents to 

synchronise populations. This is important as multiple studies have demonstrated 

these can cause unwanted side-effects and behaviour that are not physiologically 

relevant (Urbani et al. 1995). This pipeline allowed us to also track enough cells that 

we could quantify and assign statistical significance to behaviours that we observed 

qualitatively over the cell cycle. In the majority of previous live-cell studies results 

remain qualitative due to only a handful of cells being tracked. Taken together, this 

pipeline therefore represents a step towards being able to easily dissect the dynamics 

of signaling pathways using live-cell reporters, in large populations of live 

unperturbed single-cells. 

Through analysing the time-series data that we collected we were then able to 

build a picture of how p21 is regulated over the cell cycle. This demonstrated that 

induction of p21 in hTert-RPE1 cells could be fully accounted for by the activity of 

p53, consistent with Stewart-Ornstein et al. who identified that p21-CFP levels 

increased following a peak in p53-YFP activity in live cells (Stewart-Ornstein and 

Lahav 2016). We also observed that in unperturbed cells, DNA damage originated in 

https://paperpile.com/c/2ptL1D/H7Kb
https://paperpile.com/c/2ptL1D/fYza
https://paperpile.com/c/2ptL1D/fYza
https://paperpile.com/c/2ptL1D/fYza
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S-phase and was likely due to replication stress. Through p53 dependent 

upregulation of p21 levels in G2 phase, the transfer of DNA damage to one or both 

daughter cells during mitosis, and likely continued p53 signalling in G1 phase, cells 

would then either enter a p21 and p53 dependent quiescent state, or delay 

progression through a still unknown p53 dependent, p21 independent, mechanism. 

Importantly, this p21 dependent arrest accounted for the bifurcation of CDK2 activity 

observed in Spencer et al. (Spencer et al. 2013). Together we therefore quantified the 

dynamics of p21 over the cell cycle and illustrated how endogenous DNA damage in 

mother cells influences the proliferation-quiescence decision in daughter cells. 

We also characterised how p21 levels are degraded prior to G1/S transition. 

Where previously studies had implicated both SCF-Skp2 (Bornstein et al. 2003), and 

CRL4-Cdt2 (Abbas et al. 2008) in the degradation of p21 levels, uncertainty 

surrounded the rates and timings that these two ligases started p21 for proteolytic 

degradation (Abbas and Dutta 2009). We identified that both SCF-Skp2 and CRL4-

Cdt2 cooperate to facilitate the degradation of p21 over the G1/S transition. SCF-Skp2 

targets p21 for degradation at a slower rate, relatively, but is active for a longer period 

of G1 phase, and likely due to weaker inhibitory feedback appears able to remove 

higher p21 levels. CRL4-Cdt2, meanwhile, very quickly degrades p21 at the G1/S 

transition; though we speculate is only active once p21 levels are lower, due to strong 

inhibition of PCNA by p21 that is essential for formation of the active replication 

complexes that are required for CRL4-Cdt2 activity (Hayashi et al. 2014; Havens and 

Walter 2011). Thus, the sequential activity of these two ubiquitin ligases is effective 

in degrading p21 prior to S-phase, even where levels of p21 may be high. Over S-

https://paperpile.com/c/2ptL1D/2ENo
https://paperpile.com/c/2ptL1D/QxBI
https://paperpile.com/c/2ptL1D/y3i0
https://paperpile.com/c/2ptL1D/HmkG
https://paperpile.com/c/2ptL1D/BtJ9+CSZy
https://paperpile.com/c/2ptL1D/BtJ9+CSZy
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phase, we found CRL4-Cdt2 is necessary to maintain low levels of p21, and without it, 

faulty replication is observed. This is in line with previous reports that CRL4-Cdt2 

activity is essential for preventing re-replication (Hayashi et al. 2014; Havens and 

Walter 2011). 

Together, these findings allow us to put forward a working hypothesis that two 

double negative feedback loops exist, that govern establishment of the proliferation-

quiescence decision point and G1/S transition. In the first feedback loop, p21 inhibits 

CDK activity (likely some combination of CDK4/6 and CDK2 activity), whilst CDK 

activity in turn drives increasing SCF-Skp2 activity that degrades and thus inhibits the 

activity of p21. This model is consistent with the theoretical work of  Overton et al. 

who hypothesised that the restriction point is bistable with respect to p21, due to a 

double negative feedback loop that includes CDK2 and SCF-Skp2 (Overton et al. 

2014). In the second double negative feedback system, CDK activity drives the 

formation and activation of replication complexes that bind CRL4-Cdt2 to induce p21 

degradation, whilst p21 inhibits the formation of replication complexes by binding to 

PCNA, mathematical modelling using systems of ordinary differential equations 

demonstrated that such a model can fully explain the behaviour of p21-GFP levels that 

we observed (Barr et al. 2017; Heldt et al. 2018). Thus, the live cell approach has 

allowed us to develop a more comprehensive model of p21’s role in restriction point 

passage. 

Since publication of this work, several papers validating our findings have been 

published.  Notably, Arora et al. and Moser et al. replicated the finding that 

endogenous replication stress in mother cells causes a p21-dependent arrest in 

https://paperpile.com/c/2ptL1D/BtJ9+CSZy
https://paperpile.com/c/2ptL1D/BtJ9+CSZy
https://paperpile.com/c/2ptL1D/eplM
https://paperpile.com/c/2ptL1D/eplM
https://paperpile.com/c/2ptL1D/K4GP+ibcZ
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daughters, using a CDK2 reporter (Arora et al. 2017; Moser et al. 2018). Yang et al. 

also found that levels of mitogen signalling can compete directly with p53 signalling 

activity to effect passage through the restriction point, using a live cell Cyclin-D 

reporter (H. W. Yang et al. 2017). Here, they showed that CycD:CDK4/6 complexes are 

stabilised and bound by a single protein of p21; where cyclin-D expression increases 

fast enough it is able to overcome the inhibitory effects p53-p21 signaling, and drive 

restriction point passage, this work explaining and echoing many of the findings of a 

similar study examining the behaviour of Cyclin-D in live cells (Zerjatke et al. 2017). 

Our finding that DNA lesions occurring in S-phase determine G1 phase lengths has 

also been replicated and published in key work by Lezaja et al. (Lezaja and Altmeyer 

2018). Finally, Schwarz et al. quantified CDK activity levels required for restriction 

point passage in primary fibroblasts, and found variability existed in the timing of 

passage that could not be explained by mitogen signalling only. The authors 

postulated that inheritance of DNA damage, as we uncovered may underpin this 

(Schwarz et al. 2018). 

Together this points towards a model where p21 acts downstream of pulsatile 

p53 signalling to temporally integrate information on DNA damage during the mother 

G2/M phases and the daughter G1 phases. Such a model is consistent with evidence 

that cells can exit an arrested state in response to a reduction in total p53 signalling 

over a distinct period of time (Reyes et al. 2018). In previous work Purvis et al. 

identified that p53 mediated apoptosis is rate-dependent, with slow induction of a 

downstream anti-apoptotic factor (Jeremy E. Purvis et al. 2012). Given p21’s known 

anti-apoptotic role (Jänicke et al. 2007; Yu et al. 2005; Attardi et al. 1996; Polyak et al. 

https://paperpile.com/c/2ptL1D/yjeC+wB2c
https://paperpile.com/c/2ptL1D/P7xH
https://paperpile.com/c/2ptL1D/H9n5
https://paperpile.com/c/2ptL1D/qkPl
https://paperpile.com/c/2ptL1D/qkPl
https://paperpile.com/c/2ptL1D/OmEu
https://paperpile.com/c/2ptL1D/U5ab
https://paperpile.com/c/2ptL1D/gmqx
https://paperpile.com/c/2ptL1D/NmMp+CWpg+8Vaw+yCcB+J7af
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1997; Wettersten et al. 2013), we speculate that this may be the factor whose slow 

build-up blocks apoptosis and instead promotes G1 arrest. Such a hypothesis would 

be consistent with clinical observations as to the role of p21 in cancer (Abbas and 

Dutta 2009).  Degradation of p21 before S-phase entry would then ensure that 

information on DNA damage generated during the previous cycle is fully erased 

before cells commit to a new cell cycle. This would allow the process of gathering 

information on DNA damage and deciding whether to proliferate, arrest, or apoptose, 

to begin anew following S/G2 passage. The idea of information-gathering phase and 

a reset phase leads to the attractive possibility that cells have evolved a DNA damage 

decision making system that is invariant to time and therefore remains consistent 

across both populations and generations of live single cells. 

  

https://paperpile.com/c/2ptL1D/NmMp+CWpg+8Vaw+yCcB+J7af
https://paperpile.com/c/2ptL1D/HmkG
https://paperpile.com/c/2ptL1D/HmkG
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4.4 Methods 

Wet-lab experimental procedures were performed by Alexis Barr, Frankie Butera, 

and Henriette Stoy (working in the Bakal lab) and are described in detail in (Barr et 

al. 2017). Cell segmentation, tracking and correction, was performed by myself using 

NucliTrack, as described in Chapter II. Additionally, I created all of the figures that 

made use of live-cell data with the exception of figure 4-7B. Everyone involved aided 

in interpreting data and conceiving follow up experiments. 

 

4.4.1 Sampling cell tracks for figures and normalisation 

To determine correlations, between p21 levels and phase length, for both control 

data and depletion experiments, a single-cell lineage was used. This was selected 

based on the daughter cell captured within the FOV for the longest period of time. The 

likelihood of arrest observed using this sampling regime very closely matched (21% 

n.47/219) that observed for sampling both daughters, where only mitosis in which 

both daughters are subsequently tracked for greater than 60 frames are used (23% 

n.29/128). The single lineage-sampling regime is used outside of calculations 

comparing daughters, as here n is greater. In all conditions at least two technical 

replicates were analysed, and tracks from each replicate were visually compared to 

ensure dynamics were consistent, prior to pooling of the data. Relative p21 levels 

decreased over imaging, this is due to intensity adjustments made by the microscope 

caused by increasingly bright images, (more p21-GFP expressing cells as population 

expands). No adjustment for this decrease was made, such that data remains faithful 

https://paperpile.com/c/2ptL1D/K4GP
https://paperpile.com/c/2ptL1D/K4GP
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to the original imaging data sets, though baseline levels for arrest thresholds are 

defined at 15 a.u. For all p21-GFP traces except Fig. 4.X, p21-GFP levels were 

normalised using the lowest level of p21-GFP captured across all tracks. This value (4 

a.u. For Fig. 4.X traces) was generally similar to those seen in imaging (p21-GFP 

background levels were 12 a.u. In the first frame at the 10th percentile, while p21-

GFP background levels were 2 a.u. in the last frame at the 10th percentile). The lowest 

track level was used rather than imaging baseline values, to avoid negative values. 

4.4.2 Maximum and mean p21 expression levels and P-values.  

p21-GFP values, used for population mean, s.d. and correlation measures in the 

main text are derived from the maximum p21-GFP value reached within a single cell 

in the cell cycle phase defined. The maximum p21-GFP value was used rather than the 

mean p21 value, as this generally gave stronger correlations to cell cycle phase length, 

though in all cases analysed for both mean and maximum the mean value also 

provided a statistically significant correlation. 

While both maximum G1 p21 levels and G1 length were not normally distributed 

as determined by a one sample Kolmogorov–Smirnov test (G1 p21 levels, P = 1.8677e-

04; G1 length, P = 0.0012). Following log transformation, the sample fell under the 

normal distribution (G1 p21 levels, P = 0.1467; G1 length, P = 0.2408). Therefore, we 

calculated the Pearson correlations on the log-transformed data as well, since 

Pearson’s correlation does not fully describe the association of data which does not 

fall under a bivariate normal distribution. While correlation values did change, at no 

point did a previously significant result become insignificant. As such, for simplicity 
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and to match that data presented in figures, correlations determined on the 

untransformed data are given in the main text. Table 1 gives the values quoted in the 

main text (derived from the maximum p21 value per cell, per phase) alongside the 

respected value derived from the mean p21 level per cell. Full P-values are also 

quoted in this table; otherwise P = 0.01 is marked by **, and P = 0.05 is denoted by *.  

Correlations between p21-GFP levels (mean and maximum) with phase lengths 

following S-phase are also quoted. Results following log transformation of the max 

p21 levels versus length data are also given. Mitotic timing masks correlation between 

G2M and G1D lengths. Given that we observe strong correlation between; 1) p21-GFP 

levels in the mother G2 (G2M) and daughter G1 (G1D), 2) p21-GFP levels in G2M and 

G2M length, and 3) p21-GFP levels in G1D and G1D length; we were initially surprised 

to find no correlation between G2M length and G1D length. However, in this 

comparison noise in the timing of mitosis has the dual effect of increasing G2M length 

and decreasing G1D length, and vice versa. Thus, if noise in mitotic timing is indeed 

masking the relationship between cell cycle phase length and p21 levels, we reasoned 

that the combined length of G2M and G1D would correlate better with the maximum 

p21-level reached than either length alone. We found this to be the case with R.0.68** 

for maximum p21 level in G2M/G1D against length of G2M/G1D, versus against length 

of G1D (R.0.62**) or G2M (R.0.52**) alone. This result was calculated from the merged 

experimental repeats (n.4). Within each repeat this result held as well (see 

Supplementary Table 2). 
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Table 4-1, Summary of R- and P-values for Pearson’s correlations. 

CORRELATION  MEAN P21 LEVEL MAXIMUM P21 LEVEL LOG(TIME) VS LOG(MAX) P21 

 R P R P R P 

G1 LENGTH TO P21 LEVEL 
  
  

0.5939 4.1231E-19 0.6163 7.6580E-21 0.5616 5.4876E-17 

G2 LENGTH TO P21 LEVEL 
  
  

0.4528 1.3023E-15 0.5146 2.1324E-20 0.4719 1.6389E-14 

S-PHASE LENGTH TO P21 LEVEL 
  
  

-0.0741 0.3146 0.0720 0.3285 0.0306 0.6785 

G2 MOTHER P21 LEVEL TO G1 

DAUGHTER P21 LEVEL 
  

0.7012 1.2832E-26 0.7482 6.2568E-32 0.7166 3.0996E-28 

G2 MOTHER LENGTH TO G1 

DAUGHTER LENGTH 
R = 0.0707 
P = 0.3580 

G1 MOTHER P21 LEVELS TO G1 

DAUGHTER P21 LEVELS 
  

0.5272 0.0023 0.5075 0.0036 0.4247 0.0173 

G1 MOTHER LENGTH TO G1 

DAUGHTER LENGTH 
  

R = 0.1258 
P = 0.5002 

G1 DAUGHTER P21 LEVELS TO G2 

MOTHER + G1 DAUGHTER LENGTH 
0.6687 1.6250E-23 0.6834 7.2175E-25 0.6445 1.8888E-21 

G1 Daughter p21 levels to G2 
Daughter p21 levels 
  

0.3308 2.7011e-04 0.3063 7.8206e-04     

G1 Daughter length to G2 
Daughter length 
  

R = 0.1607 
P = 0.0835 
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Table 4-2, R-values for Pearson’s correlations between phase length and maximum 

p21 value for different experimental repeats 

  Length of G1 daughter  vs p21 
max 

Length of G2 mother +G1 
daughter  vs p21 max 

Repeat 1 0.3980 0.5993 

Repeat 2 0.7671 0.8144 

Repeat 3 0.7444 0.7951 

Repeat 4 0.6991 0.7254 
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In Chapter 2, I developed a new data analysis workflow for analyzing an assay 

where cells were cultured on substrates that much closer match those found in the 

body. Specifically, I looked at how our understanding of Rho GTPase signalling built 

up using overexpression studies, biochemical techniques, and systems wide siRNA 

screens on 2D cultures translates into how melanoma cells behave in collagen 

matrices     . Here, we observed that cells adopt a number of 

morphologies that are not observed on flat substrates, such as the “large round” 

shape. The siRNA screen also led to weaker phenotypes than others have observed on 

2D plastic substrates (Yin et al. 2013). Together this showed that by performing 

https://paperpile.com/c/q2kPz8/ZAzo
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phenotypic screens on  3D matrices we can observe additional levels of complexity 

beyond what many have seen on plastic substrates.  

However, this also brought with it challenges in both capturing and analysing the 

dataset. Firstly, the number of technical repeats and fields of view that could be 

captured vs. a typical high-content screen was limited by the distance that cells had 

to be imaged through collagen. Secondly, large numbers of artifact and noise meant 

that extensive effort had to be put into filtering mis-segmented objects and ensuring 

that features were biologically relevant. This motivated careful consideration of how 

to transform feature space, using the DBI as a readout, and highlights that as we move 

away from simple adherent cultures towards 3D matrices (Puls et al. 2018), co-

culture systems (Tape et al. 2016; Bourhis et al. 1997), and even miniature organoids 

(Sachs and Clevers 2014), workflows capable of handling high noise to signal ratios 

will be necessary. Indeed, since publication, this work has been cited by several 

studies looking to analyse the behaviour of cells in 3D matrix, (Kimmel et al. 2018; 

Holmes et al. 2017;  Alizadeh et al. 2018; Baniukiewicz et al. 2018). Together this 

contribution forms part of a larger trend in the pharmaceutical industry towards 

developing physiologically relevant assays  and analysis strategies that improve our 

ability to predict behaviour in the clinic, and is discussed in 5.2, ‘Towards 

physiologically relevant models’. 

In Chapter 3, I developed NucliTrack, that gave myself and others the capabilities 

required to track hundreds to thousands of live-cells over long periods of time 

(Cooper et al. 2017). Specifically, where before tools have been widely available for 

automated segmentation of cell nuclei, as well as automated cell tracking, no tools 

https://paperpile.com/c/q2kPz8/QnsC
https://paperpile.com/c/q2kPz8/D4NQ+ZUsI
https://paperpile.com/c/q2kPz8/OxCP
https://paperpile.com/c/q2kPz8/Zg3z
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combined these two components of the pipeline into a single package. Most 

importantly, there were no solutions for manually correcting and annotating large 

number of tracks. This facilitated the studies in Chapter 4 where we analysed how 

p21 levels vary over the cell cycle (Barr et al. 2017; Heldt et al. 2018). Moreover, in 

work by Simpson et al. NucliTrack was used to investigate the dynamics of Erk 

signalling over the cell cycle, revealing a distinct bi-furcation in ERK activity after 

mitosis, and that BRAF and MEK inhibitors are effective in a cell-cycle dependent 

manner. As such this software relieves a key bottleneck in the live-cell imaging 

pipeline and is allowing those studying the cell cycle within the Bakal lab, and 

elsewhere to increase the number of cells being tracked by and order of magnitude 

when compared to previous work (Barr et al. 2016).  

In Chapter 4 we revealed for the first time how a bifurcation in p21 levels after S-

phase in the mother cell, and continuing into mitosis, underpins the previously 

observed p53 and p21 dependent G1 arrest state that occurs in response to DNA 

damage signalling. Before this investigation, to the best of our knowledge studies of 

p21 had been restricted to fixed endpoint assays, where dynamics were inferred from 

populations of cells that had been synchronised with agents that block cells at specific 

checkpoints (Urbani et al. 1995), or where arrest is induced by high concentrations of 

exogenous DNA damaging agents (Waldman, Kinzler, and Vogelstein 1995;  Bunz et 

al. 1998). Here, for the first time we analysed p21 levels over the cell-cycle in 

unperturbed asynchronous cycling populations.   This allowed us to define a p53 and 

p21 dependent G1 post mitotic arrest state, where elevated levels of p21 suppress the 

activity of CDK2. We found that this bifurcation of p21 activity is caused by stochastic 

https://paperpile.com/c/q2kPz8/6rIF+WdU5
https://paperpile.com/c/q2kPz8/N19T
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DNA damage that occurs during S-phase in the mother cell and is likely the result of 

endogenous DNA replication stress. In turn this  stochastic DNA damage and  p21 

bifurcation underpins the bifurcation in CDK2 activity previously identified by 

Spencer et al. in seminal live cell studies of CDK2 activity (Spencer et al. 2013). Finally, 

we also characterised how p21 is degraded by the two E3-ubiqutin ligases, CRL4Cdt2 

and SCFSkp2, showing that they cooperate to remove high-levels of p21,  and 

both likely participate in double-negative feedback loops with p21, leading to the 

robust bifurcation that we observe in p21 levels prior to G1/S.  Together this work 

led to a major step forwards in our understanding of p21 protein. The significance of 

this is highlighted by the increasing number of studies that our building off these 

results; several are discussed in Chapter 4 ,  though now over 50 publications have 

cited this work in the 2 years proceeding its publication. The significance of this work 

further highlights a growing trend towards the use of live-cell imaging studies for 

understanding the dynamics of biological signalling pathways and is discussed in 5.3, 

‘Towards understanding the dynamics of biological systems’ 

Over the course of this thesis the informatics tools and biology discovered with 

them have both advanced our image analysis capabilities and helped answer key 

questions in fundamental and cancer biology.  These studies continue to impact the 

scientific community, and combined point towards a growing movement to analyse 

the behavior of cells and systems and a single cell level, using fully automated analysis 

tools. How the image analysis approached explored in this thesis, and the work I 

continue to pursue beyond this thesis, is part of an even greater trend towards 

reducing the cycle time between experiments and analysis is the final future direction 

https://paperpile.com/c/2ptL1D/2ENo
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I consider in 5.4, ‘Towards unsupervised and weakly supervised  to close the loop on 

discovery’, and sets the stage for the next chapter in quantitative microscopy.  

5.2 Towards physiologically relevant models 

Perhaps the single greatest challenge currently facing pharmaceutical research is 

that of being able to predict how a drug will behave against a disease in a clinical 

setting, notably phase 2 clinical trials (Paul et al. 2010). A major aspect of developing 

a better understanding of how biology will translate into a clinical setting is 

developing in vitro disease models that better approximate physiological conditions 

(Zanella et al. 2010; Skardal et al. 2016; Li et al. 2016; Breslin and O'Driscoll 2013; 

Tiscornia et al. 2011; Fatehullah et al. 2016). We also need to understand how the 

knowledge that we have built up in adherent cultures translates into these models, 

since where they translate well screening of adherent systems can be much simpler 

and more efficient (Pollard et al. 2009). Together such models and understanding will 

drive better selection of targets, and further drive the resurgence in phenotypic 

screening approaches that is currently happening (Swinney and Anthony 2011).  

Quantitative image analysis approaches are now increasingly being developed 

and used to analyse such physiologically relevant models, such as the method 

developed in Chapter 2. For example, a 3D watershed algorithm originally used for 

segmentation of a handful of cell nuclei (Lin et al. 2003), was recently adapted to 

effectively detect hundreds to thousands of nuclei in a method for analysing 

fluorescently labeled nuclei in large 3D spheroids in high throughput (Boutin et al. 

2018).  Updates to CellProfiler now include the ability to extract features from 3D 

https://paperpile.com/c/q2kPz8/slUY
https://paperpile.com/c/q2kPz8/gavK+KdHn+s6uf+xao6+2KrO+zZEA
https://paperpile.com/c/q2kPz8/gavK+KdHn+s6uf+xao6+2KrO+zZEA
https://paperpile.com/c/q2kPz8/7Yt2
https://paperpile.com/c/q2kPz8/aJJL
https://paperpile.com/c/q2kPz8/vhuu
https://paperpile.com/c/q2kPz8/V75c
https://paperpile.com/c/q2kPz8/V75c
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objects (McQuin et al. 2018). Finally, the development of fully convolutional neural 

networks (Long et al. 2015), and there transfer to cell segmentation (Ronneberger et 

al. 2015), have shown incredible performance in segmenting nuclei in complex and 

cluttered images such as those take from histological stains (Caicedo et al. 2018), and 

can also be applied to 3D imaging stacks (Çiçek et al. 2016). However, performing 

unsupervised analysis of microscopy data, as was carried out in Chapter 2, using 

deep-neural networks remains incredibly difficult, since separating signal from noise 

is almost in possible in the absence of effective training labels, typically data on a cells 

position, rotational orientation, or channel intensity dominate more subtle effects. A 

solution to this is in weakly supervised learning, as discussed in 5.4. As such, trends 

in pharmaceutical research towards more physiologically relevant models, continue 

to motivate the development of better algorithms for managing complex images and 

will remain a major theme as the field progresses over the next five to ten years. If we 

can effectively analyse images of more translational models and extract valuable 

results and data from drug screens against these assays, this represents an exciting 

avenue for potentially reducing the number of phase II failures that occur.  

5.3 Towards understanding the dynamics of biological systems 

Over the last half century an enormous amount of work has gone into firstly 

identifying the factors involved in cellular signalling networks, and then 

understanding the connections between these factors. However, we still have a very 

limited understanding of how these networks function in time and space. For 

example, how do emergent properties such as the ability to integrate information on 

the environment and internal state of the cell in order to respond and make key 

https://paperpile.com/c/q2kPz8/EwFV
https://paperpile.com/c/q2kPz8/mDvC
https://paperpile.com/c/q2kPz8/CbIt
https://paperpile.com/c/q2kPz8/CbIt
https://paperpile.com/c/q2kPz8/T5eD
https://paperpile.com/c/q2kPz8/laQ5
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decisions (Tyson et al. 2003; Nurse 2000), arise? Live single-cell imaging is emerging 

as the dominant method for studying signalling dynamics; this being due to the fact it 

is perhaps one of the only techniques that is non-destructive and provides reliable 

readouts of signalling behaviour (Purvis and Lahav 2013; Gaudet and Miller-Jensen 

2016). However, major challenges remain in processing and analysing live cell data 

(Cooper and Bakal 2017). 

Going forwards, the dynamics of cell cycle regulation continues to be unpicked 

and dissected by live-single cell studies (Yang et al. 2017; Arora et al. 2017; Moser et 

al. 2018; Zerjatke et al. 2017). In the pipeline, signalling studies that include three or 

more live-cell reporters in a single cell promise to shed more light on how the cell 

cycle is regulated over time. Improvements in tracking are also on the horizon, with 

deep-neural networks beginning to yield significant performance improvements 

(Kristan et al. 2015; Wang et al. 2015; Bertinetto et al. 2016), albeit lagging behind 

advances in segmentation accuracies versus classical models. Moreover tools are now 

being developed that will allow us to effectively share and analyse others results, as 

well as perform studies exploring signalling dynamics over multiple datasets 

(Borland et al. 2018). For example, in recent studies of ERK signalling151 in 

Drosophila embryos, spectacular behaviours were observed. These showed how 

spatiotemporal orchestration of ERK signalling151 controls cell fate 

and  segmentation patterning, and that optogenetic techniques can be used to alter 

these spatiotemporal signalling patterns and artificially determine cell fate and 

segmentation (Toettcher et al. 2013; Johnson et al. 2017; Johnson et al. 2018). 

Together, these trends underpin what will be a surge in the number of studies using 

https://paperpile.com/c/q2kPz8/J5jN+ZUey
https://paperpile.com/c/q2kPz8/Z9Mn+GFZZ
https://paperpile.com/c/q2kPz8/Z9Mn+GFZZ
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https://paperpile.com/c/q2kPz8/PTdS+ONQt+C0s4+G00E
https://paperpile.com/c/q2kPz8/PTdS+ONQt+C0s4+G00E
https://paperpile.com/c/q2kPz8/rIec+mpwZ+pLfV
https://paperpile.com/c/q2kPz8/NChw
https://paperpile.com/c/q2kPz8/AzBW+KKar+zhSr
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live-cell analysis to dissect dynamics across large populations of cells. With live cell 

signalling studies also standing poised to uncover the signalling152 behaviours that 

underpin developmental and complex multicellular behaviours, that to date have 

remained largely a complete mystery. 

5.4 Towards unsupervised and weakly supervised deep-learning to close the 

loop on discovery 

A topic of research explored in this Chapter 2 of this thesis was that of using 

unsupervised machine learning strategies to perform unbiased analysis of high-

content imaging data. Here, the DBI was used as a readout for the performance of a 

given feature reduction strategy, and quantified how close members of the same 

cluster were versus how close different clusters are to each one another, where a low 

DBI indicated successful feature reduction. Machine learning models can also be 

trained to directly optimise feature space against the DBI. In this case the primary 

objective is minimising the DBI. The auxiliary task then contains the result that we are 

interested in, which is creating a feature space where the distance between different 

biological conditions represents how similar the phenotypes are to one another. As 

such, an approach in which we optimize directly against a measure such as the DBI 

can be considered a weakly supervised learning problem, where we train a model to 

effectively separation conditions, but are interested in the auxiliary task of where 

conditions lie in the feature space that the model learns. The DBI can also be replaced 

by a simple classification challenge, where a model learns to predict which condition 

an image or cell belongs to. For example, if an effective classification between cells or 

sample images from two conditions can be made in a given feature space, then they 
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are likely different and will appear distant in the learnt feature space. If errors are 

made then they are likely indistinguishable and will appear as close or overlapping in 

the feature space. As such an effective weakly supervised strategy is to train models 

to classify images of single cells, regions of interest, or whole fields of view, as 

belonging to a certain conditions. The feature space learnt in turn can be used to 

effectively map phenotypic similarity between different conditions. 

Critically, this formulates the problem in a way that is amenable to deep-learning 

and solves many of the challenges faced by unsupervised methods. As discussed in 

1.5, convolutional neural networks learn features directly from raw imaging data. By 

training these networks on such a weakly supervised task as in (Caicedo et al. 2018), 

we can extract meaningful embeddings of different conditions directly from raw 

imaging data without any prior knowledge. This means, that there is a much higher 

theoretical limit on accuracy since features are learnt and not engineered, that in 

practice has repeatedly been shown to materialize (LeCun et al. 2015). Moreover, it 

also lets us apply such techniques to complex images where segmentation and feature 

extraction techniques fail. As such, weakly supervised deep learning has been used 

successfully to rapidly profile and detect variations between conditions such as 

compounds with different mechanism of action; results here demonstrated marked 

improvements on traditional engineered feature based methods (Ando et al. 2017; 

Caicedo et al. 2018). Moreover, in work by Lu et al., that I was involved in over the last 

year of my PhD, weakly supervised learning was used to create an effective distance 

map that described how similar the localisation patterns are of 12,000 different 

proteins inside the human cell (Lu et al. 2018). This revealed,  amongst other findings, 

https://paperpile.com/c/q2kPz8/GB2t
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13 proteins that localised to the nucleolar rim and previously had been un-

documented (Lu et al. 2018). Taken together weakly supervised learning is therefore 

letting us move towards analysis pipelines that enable us to rapidly convert raw high-

content imaging data into actionable results, that crucially include detection of 

previously unseen behavior, and overcome issues with pure unsupervised learning of 

embeddings.  

Through training models to jointly embed different data types, for example HTS 

and high-content data, allow conversion from imaging data to other data modalities. 

For example, in recent work, Simm et al. used extracted features from high-content 

images to learn an embedding between high-throughput biochemical binding  (HTS) 

data, that allowed them to predict target binding profiled (Simm et al. 2018). 

Prospectively, this allowed them to screen for new compounds against a target and 

demonstrate 250-fold enrichment (Simm et al. 2018), representing perhaps the first 

significant demonstration of the power of machine and specifically deep-learning 

tools to pharmaceutical research. With trends towards generative models that allow 

novel compounds to be created from embeddings of compounds structure, such 

jointly learnt embeddings have exciting prospects for being able to automatically 

generate new compound structure that could be synthesised and would have a high 

likelihood of being functionally active in a given assay. As has been demonstrated in 

key studies looking at the design of novel materials using fully automated approaches 

(Duvenaud et al. 2015; Er et al. 2015; Gómez-Bombarelli et al. 2018; Tabor et al. 

2018). These generative approaches are the final tool in the puzzle for developing 

systems that can fully automatically explore and optimize real world spaces, such as 

https://paperpile.com/c/q2kPz8/aUnf+zxlx+itKV+0W1P
https://paperpile.com/c/q2kPz8/aUnf+zxlx+itKV+0W1P
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chemical space, thus closing the loop on the cycle of discovery. The question is now 

how we can practically integrate such machine learning approaches with automated 

platforms for designing and setting up experiments? and use these platforms to 

automate the search for new targets against physiologically relevant disease models, 

reporters that demonstrate interesting dynamic behavior, and the next blockbuster 

drug. Together, such closed loop discovery, driven by advances in data analysis and 

machine learning, is looking set to be the next revolution in scientific exploration that 

will guide advancements over the coming century. 
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