
Cryptographic Key Management
for the Vehicles of Tomorrow

by

Christopher Richard Allden Hicks

A thesis submitted to
The University of Birmingham
for the degree of
Doctor of Philosophy

School of Computer Science
College of Engineering & Physical Sciences

The University of Birmingham
July 2019



 
 
 
 

 
 
 
 
 

University of Birmingham Research Archive 
 

e-theses repository 
 
 
This unpublished thesis/dissertation is copyright of the author and/or third 
parties. The intellectual property rights of the author or third parties in respect 
of this work are as defined by The Copyright Designs and Patents Act 1988 or 
as modified by any successor legislation.   
 
Any use made of information contained in this thesis/dissertation must be in 
accordance with that legislation and must be properly acknowledged.  Further 
distribution or reproduction in any format is prohibited without the permission 
of the copyright holder.  
 
 
 



2



Abstract

The automotive industry is undergoing a major transformation process in which nearly

every part of the vehicle is becoming digital and connected. Modern vehicles are often

connected to the internet, feature several wireless interfaces and will soon communicate

directly with surrounding vehicles and roadside infrastructure using Vehicle-to-Everything

(V2X) technology. However, this transformation has not yet been paralleled by the

development of techniques or standards which address the cyber security challenges posed

by these systems.

In this thesis, we present several new cryptographic and key management flaws in

an existing automotive immobiliser system and we develop two new V2X architectures

for improving the safety and privacy of tomorrow’s connected and autonomous vehicles.

Specifically, we study the AUT64 automotive block cipher and its associated authentication

protocol in a real-world immobiliser system. Despite having a 120 bit key, we find a

number of flaws in the system which we combine to present several practical key-recovery

attacks.

Our first new V2X architecture, IFAL, provides a practical and secure improvement to

the leading European standard for Vehicle-to-Everything (V2X). IFAL introduces a new

certificate issuance mechanism that eliminates the trade-off between pseudonym duration

and bandwidth. Our second architecture, VDAA, addresses the need for efficient techniques

that preserve vehicle privacy despite dishonest or colluding certificate authorities.
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Chapter 1

Introduction

Vehicles are an important and pervasive part of everyday life. In the UK alone there

were 3,169,760 new vehicle registrations in 2017 [232], contributing to a national total

of almost 40 million [231]. During the same period the automotive industry added over

£20 billion in value to the UK economy and provided more than 855,000 jobs [219].

Vehicles not only strengthen economies and provide jobs, they also play a decisive role in

shaping the development of society by defining the speed with which goods, services and

people can move from one place to another. Private vehicle ownership provides a degree

of personal control and autonomy which cannot be found elsewhere [79] and, for older

drivers in particular, driving is often the only option for independent mobility [194] and is

considerably safer than walking or cycling [182].

It is critical that vehicles are safe and that they are protected from theft. Despite

Britain having some of the safest roads in the world [108], vehicle related accidents are

consistently a leading cause of death amongst the 5-19 and 20-34 age groups [122]. Globally,

1.35 million people are killed and 50 million are injured on the world’s roads every year

[108]. Technologies which make vehicles safer and the standards and legislation which

support this are therefore crucial developments which address a critical and global public

health challenge, a barrier to human development and economic growth.

1



Vehicles are expensive and often left unattended. Over the last decade, vehicle-related

theft has accounted for around one in seven reported crimes in England and Wales and

around 1 in every 25 vehicle owning households has been a victim [95]. Recent crime data

for England and Wales indicates a significant rise in the number of vehicle thefts (e.g.

106,210 in 2017 compared to 76,163 in 2015) [230] whilst also showing a decline in the

proportion of thefts resulting from forced locks (e.g. 25% in 2015 compared to 7% in 2017)

[66]. This data is thought to reflect a rise in the use of increasingly advanced techniques

aimed at disabling or abusing the electronic systems which protect the vehicle [105].

The automotive industry is undergoing a major transformation process in which nearly

every part of the vehicle is becoming digital. Modern vehicles are controlled, made safe and

kept secure by a large network of microcontrollers and Electronic Control Units (ECUs)

that are fully programmable [103]. Modern vehicles are often connected to the internet

and feature wireless interfaces for connecting with consumer devices. The digitalisation

of modern vehicles has enabled the development of semi-autonomous safety features like

Advanced Emergency Braking (AEB) and Lane Departure Warning (LDW) systems which

use radar and video sensors to prevent accidents by opportunistically taking control of

the vehicle to prevent or minimise any potential collision. It is estimated that AEB could

save more than 1,000 lives every year within the European Union (EU) alone [135] and

it is proposed to be mandatory on all new vehicles sold within the EU from 2022 [97].

Electronic vehicle immobilisers are estimated to have reduced the rate of vehicle theft by

40% [243] and have been mandatory in all new passenger cars sold within the EU since

1998 [55].

The vehicles of tomorrow will have even greater connectivity and will have advanced

autonomous features which enable them to operate with little to no human input [169].

Tomorrow’s connected vehicle will communicate directly with surrounding vehicles and

roadside infrastructure to provide new efficiency and safety features such as vehicle

2



platooning, collaborative forward collision warning and emergency electronic brake lights

[246]. In the near term, highly connected vehicles are perceived as a key enabler for

autonomous driving as they allow for new semi-autonomous safety features based on

additional situational awareness. Tomorrow’s fully autonomous self-driving vehicles have

the potential to significantly improve upon the safety and efficiency of transportation, both

saving lives and helping to preserve the environment [1]. Fully autonomous vehicles will

address these two critical global challenges by eliminating the cause of 94% of all vehicle

crashes, driver inattention [10], and by providing up to 87% fuel savings based on the

shared ownership of electric vehicles [32]. Autonomous vehicles are additionally expected

to enhance mobility for the young, elderly and disabled, and to provide an associated

improvement in access to education, employment and healthcare in these groups [56].

As vehicles become more digital, programmable and connected they also become

vulnerable to a new type of adversary. Despite Tesla’s autopilot feature already being

used on public roads in the UK [54] and Lyft already offering rides in self-driving vehicles

at select U.S. locations [165], the rapid transformation of modern vehicles has not yet

been paralleled by the development of techniques or standards which adequately address

the cyber security challenges posed by these systems. The automotive industry has

historically failed to use secure cryptography or appropriate key management techniques

[126, 105, 249, 248, 28] and there is no sign that things have improved. The current state

of the art in automotive security has even been compared to computers in the early days

of the Internet [103]. There is a clear requirement for new research which identifies the

cyber security flaws in existing automotive systems and which proposes new techniques

for securing the vehicles of tomorrow.
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1.1 Contributions

This thesis advances the state of the art in electronic automotive security and safety

systems. Specifically, the contributions are as follows

1.1.1 Dismantling the AUT64 Automotive Cipher

AUT64 is a proprietary 64-bit block cipher with a 120-bit secret key used in a number of

automotive security applications which include vehicle immobilisation and remote keyless

entry systems. We present full details of AUT64 including a complete specification and

analysis of the block cipher, the associated authentication protocol, and its implementation

in a widely used vehicle immobiliser system which we have reverse engineered. The AUT64

block cipher is of special cryptographic interest because it has an unusual, unbalanced

Feistel network design [211] and also because it offers security which is dependent not only

on the secrecy of the private key but also on its value.

We identify a number of unique cryptographic weaknesses in the design of the AUT64

block cipher and furthermore reveal a significant weakness in the key diversification

methods used by the immobiliser implementation. We present two key-recovery attacks

based on the cryptographic weaknesses which, when combined with the implementational

key diversification weaknesses, break both 8 and 24 round configurations of AUT64. Our

attack on 8 rounds requires 512 plaintext-ciphertext pairs and, in the worst case, just 237.3

offline encryptions. In most cases our attack can be executed within milliseconds on a

standard laptop. Our attack on 24 round AUT64 requires only 2 plaintext-ciphertext pairs

and 248.3 or fewer encryptions to recover the 120-bit secret key.

Dismantling the AUT64 automotive cipher is an important contribution to the body

of research which identifies flaws in existing vehicle immobiliser and remote keyless entry

solutions [105, 249, 248, 28]. We identify the steps which can be taken to mitigate the

present threat and provide additional motivation for the automotive industry to move
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towards standardised algorithms and peer-reviewed protocols.

1.1.2 IFAL: Issue First Activate Later Certificates for V2X

In the very near future, vehicles will directly communicate with each other and with

roadside infrastructure. V2X communication is expected to substantially improve upon

road safety and traffic efficiency by allowing road users to make optimised decisions on the

basis of an enhanced and collaboratively formed awareness of the surrounding environment

[1]. To enable the coordinated and internationally interoperable deployment of V2X there

is a need for common standards, the adoption of which is even a legal requirement for EU

member states [72].

In this thesis we present Issue First Activate Later (IFAL) certificates, a practical and

secure improvement to the leading European standard for V2X communication. The leading

standards for V2X all use time-limited pseudonym certificates as a means of protecting the

long-term privacy of road users. Vehicles periodically change their pseudonym certificate

in the hope that their long-term behavioural patterns are not revealed. Pseudonyms for

V2X are technically challenging because they multiply the number of identities belonging

to each vehicle and correspondingly increase the latency of revocation.

IFAL incorporates a novel cryptographic key management technique that both avoids

the need for certificate revocation and which provides additional support for vehicles with

limited and intermittent connectivity. Our new construction is equivalent to symmetric

key-diversification in the public key setting and allows for the time-delayed activation

of pre-issued vehicle pseudonym certificates. IFAL improves upon the current approach

of using time-limited certificates by eliminating the need to compromise between the

bandwidth required for transferring certificates and the privacy afforded by the time-limit

of each certificate. In practice, IFAL may save up to 288 KB of bandwidth per day and is

the difference between a vehicle requiring a cellular data subscription or not.
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We introduce a new formalisation of the V2X security and privacy requirements from

the standard which we apply to IFAL to show that it is a provably secure and privacy

conscious V2X scheme. In addition, we demonstrate that IFAL is practical with an

analysis of the computational complexity and by presenting the results of our reference

implementation which shows that a 5 year pseudonym certificate file can be computed, on

average, in 9.03 seconds using a standard desktop computer.

IFAL is a new certificate issuance technique for ensuring the safety and privacy of

tomorrow’s connected and autonomous vehicles. IFAL is already mentioned in a recent

pre-standardisation study on pseudonym change management [84] by the leading European

standards body. If adopted into the main standards, IFAL could contribute to the

secure and privacy conscious deployment of V2X throughout Europe and allow for the

corresponding improvements in road safety and efficiency to be realised.

1.1.3 VDAA: A Vehicular DAA Scheme for ECDSA Pseudonyms

in V2X

The leading V2X architecture standards [85, 29] both use the role-separation of certificate

authorities as a mechanism for vehicle privacy during certificate issuance. In essence,

both standards propose an enrolment authority which issues long-term certificates and a

pseudonym authority which issues short-lived pseudonym certificates. Vehicles authenticate

to the pseudonym authority using a long-term enrolment credential which does not reveal

their real identity. Whilst both standards include procedural privacy measures which

provide some protection against insiders who attempt to link pseudonym certificate values

with real vehicle identities, neither architecture adequately protects against compromised,

dishonest or colluding certificate authorities. The European Data Protection Working

Party have specifically called for new techniques which limit the risk of collusions between

certificate authorities in V2X [183].
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In this thesis we present a new architecture which cryptographically addresses the

risk of colluding certificate authorities. We introduce our new Vehicular DAA (VDAA)

scheme which reconciles the strong privacy guarantees of Direct Anonymous Attestation

(DAA) with the efficiency and low-latency that is required for V2X broadcast messaging.

Early V2X field studies [214] identified that vehicles must be able to verify at least 1,000

signatures per second in order to deal with busy intersections. The ECDSA signature

scheme was selected as the algorithm most able to meet this requirement given the

anticipated computational constraints of first and second generation connected vehicles.

ECDSA signatures on V2X broadcast messages has since been adopted by the leading

international standards. Unlike many other schemes which apply DAA to V2X, VDAA

uses regular ECDSA signatures on broadcast messages which means that verification

latency is unaffected.

Our VDAA scheme implements DAA credentials such that vehicles are able to make

anonymous and unlinkable requests for pseudonym certificates whilst still allowing for

centralised revocation based on malicious V2X broadcast messages. Vehicles are prevented

from abusing their anonymity with a novel DAA attribute construction that restricts each

vehicle to requesting one pseudonym per certificate time period. Vehicles which attempt to

request multiple pseudonyms for the same period are discovered, forfeit their unlinkability

and may also be prevented from making further requests. We present a new security model

for VDAA and show that the unforgeability and unlinkability of our ECDSA broadcast

messages can be reduced to the security of the underlying DAA scheme.

VDAA uniquely addresses the need for new techniques which limit the risk of colluding

V2X certificate authorities [183] whilst also retaining the architecture, ECDSA broadcast

message signatures and centralised authority over vehicle revocation which are necessary

for standards compliance.
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1.2 Overview

In this thesis we present several new cryptographic and key management flaws in an

existing automotive immobiliser system and introduce two new schemes for improving the

security and privacy of tomorrow’s connected and autonomous vehicles. We structure the

thesis as follows

Chapter 2 Introduces the relevant technical background on the design and analysis of

digital automotive security and safety systems. We also provide the terms and definitions

which allow for a complete understanding of the later chapters.

Chapter 3 Presents the literature and standards which fully contextualise the contribu-

tions in this thesis. In particular, we expound upon the challenges in cryptographically

secure automotive system design and detail the state of the art in connected vehicle public

key infrastructure. We identify and relate the relevant work from the broader literature

on cryptographic key management and digital privacy.

Chapter 4 Provides a thorough analysis of a popular and previously unstudied vehicle

immobiliser system. We identify a number of cryptographic flaws in the proprietary

block cipher design and an additional flaw in the key management method. We show

that the design is unsuitable for continued deployment and motivate the transition to

modern, standardised algorithms and peer-reviewed protocols. This chapter is based on

the following publication

Christopher Hicks, Flavio Garcia, and David Oswald. Dismantling the AUT64 Automotive

Cipher. IACR Transactions on Cryptographic Hardware and Embedded Systems, 2018(2):46–

69, May 2018.

Chapter 5 Introduces Issue First Activate Later (IFAL) certificates, a new certificate

issuance method that improves upon the leading European standard for V2X architecture.
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IFAL incorporates a novel public key construction which allows for the time-delayed

activation of pre-issued vehicle pseudonym certificates and reduces the trade off between

privacy and bandwidth from the standard. We show that our IFAL scheme is practical,

standards compliant and, in a formal setting, both secure and privacy conscious. This

chapter is based on the following publication

Eric Verheul, Christopher Hicks, and Flavio D. Garcia. IFAL: Issue First Activate Later

Certificates for V2X. In IEEE European Symposium on Security and Privacy, EuroS&P,

June 2019

Chapter 6 Presents our new Vehicular DAA (VDAA) scheme for V2X which improves

upon the leading standards by both preventing certificate authority collusion and maintain-

ing vehicle privacy despite compromised trusted hardware. VDAA reconciles the strong

privacy guarantees of DAA with the efficiency and low-latency of ECDSA broadcast mes-

sages signatures. We evaluate VDAA in a formal setting and show that the unlinkability

and unforgeability of our broadcast messages can be reduced to that of the underlying

DAA scheme. Additionally, VDAA introduces a novel DAA attribute construction which

prevents vehicles from abusing their anonymity to request multiple pseudonyms for the

same certificate time period. This chapter is based on the following publication

Christopher Hicks and Flavio D. Garcia. VDAA: A Vehicular DAA scheme for ECDSA

Pseudonyms in V2X. In IEEE European Symposium on Security and Privacy, EuroS&P,

September 2020

Chapter 7 Concludes this thesis by reflecting on the contribution and identifying the

key areas for future work.
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Chapter 2

Background & Preliminaries

This thesis presents new research which identifies the cyber security flaws in existing

automotive systems and proposes novel techniques for securing the vehicles of tomorrow.

In this chapter, we set the stage for our research by introducing the technical background,

terms and methods of analysis which contextualise the cryptographically secure design

and evaluation of electronic automotive systems.

2.1 Vehicle Theft Prevention Systems

The first mainstream automotive theft-prevention technique was steering locks which were

introduced in the 1960s to tackle the emerging problem of vehicle theft. Whilst steering

locks did initially stymie the problem, motivating the development of central locking and

car alarm systems, it was not until the deployment of electronic vehicle immobilisers in

the early 1990s that crime levels first began to decline [177].

2.1.1 Electronic Vehicle Immobilisers

Electronic vehicle immobilisers have more evidence for their effectiveness than any other

vehicle theft prevention mechanism. In the UK alone, it is estimated that electronic

immobilisers prevented 4 million vehicle thefts between 1992 and 2013, representing 43%

of the decline in thefts witnessed during the same period [177]. In recognition of their
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effectiveness, electronic immobilisers have been mandatory for all new vehicles sold within

the EU since 1998 [55]. It is estimated that more than 98% of all vehicles registered in

Great Britain are fitted with one [177].

Immobiliser 
Box

Vehicle
ECU

Antenna

Engine

Transponder IC

Ignition Lock

125 kHz
Ignition Key

Figure 2.1: A typical electronic vehicle immobiliser system.

A vehicle immobiliser is any device which prevents the unauthorised use of a vehicle

by ensuring that the engine may not be started and that the vehicle may not be driven or

moved under its own power unless the device is disabled. A typical electronic immobiliser,

shown in Figure 2.1, comprises a Radio Frequency IDentification (RFID) transponder chip

embedded in the vehicle ignition key, an antenna coil placed around the ignition barrel

and an immobiliser box which is connected to the vehicle ECU. Immobiliser transponders

are coded so that the immobiliser box will only be disabled after communicating with

a specific transponder. All modern immobilisers use cryptography for authentication

between the transponder and the vehicle immobiliser, typically based on a symmetric key

challenge-response protocol [105].

2.1.2 The Analysis of Electronic Vehicle Immobilisers

By the time the EU immobiliser legislation was published in 1995 [55], the Data Encryption

Standard (DES) symmetric encryption algorithm was a long-established open standard

backed by twice-reaffirmed U.S. government approval [64]. The DES algorithm was
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already widely used to secure commercial transactions over the internet [7] and to encrypt

satellite television audio streams [115]. DES provided a focus around which the field of

cryptanalysis could gather pace, and new techniques for analysing the security of DES

and other ciphers were soon realised. Differential and linear cryptanalysis techniques were

developed which were able to reduce the computational complexity of breaking DES to less

than that of exhaustive key search [171, 18]. By the end of the decade, it was possible for

a special-purpose distributed system to break a DES key in less than a day [174] and the

Advanced Encryption Standard (AES), the most widely used symmetric key encryption

algorithm of modern times, was well on its way towards standardisation [62].

Despite the relatively widespread use of standardised cryptographic algorithms like DES

and the maturity of cryptography as a research field, the EU immobiliser legislation only

specified that electronic immobiliser systems need to have at least 50,000 variants and that

they incorporate rolling codes. For comparison, a DES key which was already considered

weak at the time has 72,057,594,037,927,936 possible values. It is evident from the

legislation and the later efforts to reverse engineer and study vehicle immobiliser systems

that they were implemented without consideration for the cryptographic standards of the

time. For many years, only weak, proprietary cryptography was implemented in automotive

immobiliser systems worldwide [105]. Owing to the obscurity of their implementation,

many of the techniques for evaluating proprietary automotive cryptography were first

developed from the cryptanalysis of popular standardised algorithms such as DES.

2.2 Evaluating Symmetric Encryption Primitives

DES, AES and the proprietary automotive algorithms which feature in this thesis are

all symmetric encryption schemes, distinguished by their use of the same secret for both

encryption and decryption. Encryption schemes are primarily designed as confidentiality

mechanisms, they address the problem of providing secret communication over an insecure
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channel, but they can also be used as building blocks for providing other services. All

modern electronic vehicle immobilisers provide an authentication mechanism which is

based on the security of an underlying encryption scheme.

Alice

k

m cE

Bob

k

mc D

Eve
(Adversary)

Figure 2.2: Private-key encryption setting.

Evaluating the security of an encryption scheme first requires formalising the setting

in which it is expected to be secure. As shown in Figure 2.2, the basic setting consists of a

sender Alice, a receiver Bob and an insecure channel that may be tapped by an adversary

Eve. The goal is to allow Alice to communicate information to Bob over the insecure

channel without letting the adversary Eve learn what was communicated. The secret

information that Alice wishes to communicate to Bob is denoted the plaintext m and the

public information sent over the insecure channel is denoted the ciphertext c. The secret

information that allows Bob to recover the plaintext from the ciphertext is denoted the

key k. Formally, an encryption scheme is defined as follows.

Definition 2.2.1 (Symmetric Encryption Scheme) A symmetric encryption scheme

is a triple (G,E,D) of probabilistic polynomial-time algorithms satisfying the following

two conditions:

1. On input a security parameter 1n, the key generation algorithm G outputs a key k.

2. For every key k in the range of G(1η), and for every message m ∈ {0, 1}∗, the encryp-

tion algorithm E and the decryption algorithm D satisfy the following consistency

equation:

D
(
k,E(k,m)

)
= m
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There are two approaches for evaluating the security of an encryption scheme. The

classical approach is information-theoretic, based on the seminal work of Claude Shannon

[216]. Shannon lay the foundations for modern cryptography with his rigorous and

formal approach to defining the general mathematical structure and properties of secrecy

systems. Information-theoretic security is concerned with the unconditional security

of a cryptosystem. Even against an adversary with unlimited computational power, a

perfectly secure or information-theoretically secure cipher is one for which the ciphertext

reveals absolutely nothing about the plaintext. Unfortunately, one of the conditions for

perfect secrecy is that the secret key used to protect the message must be at least as

long as the message. Information-theoretic security is therefore of limited applicability to

modern cryptosystems as they are often required to encrypt huge amounts of information,

necessitating a mechanism which could securely transfer an equally huge number of key

bytes.

The modern, pragmatic method for evaluating the security of an encryption scheme is

based on computational complexity. The computational complexity approach is concerned

with, rather than whether it is theoretically possible, whether it is computationally

feasible for an adversary to learn anything about the plaintext from the ciphertext. The

computational complexity approach allows for the design of symmetric encryption schemes

that are secure despite short, practical key lengths and also allows for the realisation

of secure public-key cryptosystems which cannot exist under the information-theoretic

approach [109]. The computational complexity equivalent of Shannon’s perfect secrecy is

called semantic security. A cryptosystem is semantically secure if it is infeasible for any

adversary to learn anything about the plaintext, other than its length, from the ciphertext.

An equivalent definition1, termed ciphertext indistinguishability, is that no adversary can

distinguish between the encryptions of a given pair of plaintexts [110].

1See [110] (pp. 383-388) for a formal proof that an encryption scheme is semantically secure if and
only if it has ciphertext indistinguishability.
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First we let a polynomial-size circuit family denoted {Cn}∞ be defined as an infinite

sequence of Boolean circuits C1, C2, . . . such that for every n, the circuit Cn has n input

nodes and size p(n), where p(·) is a polynomial that is fixed for the entire circuit family.

Independent of p(n), we also let poly(n) denote an arbitrary, unspecified polynomial in n

which is used to bound the length of plaintexts. The ciphertext indistinguishability of a

symmetric encryption scheme is then defined as follows:

Definition 2.2.2 (Ciphertext Indistinguishability) A symmetric encryption scheme

(G,E,D) has ciphertext indistinguishability if for every polynomial-size circuit family

{Cn}∞, every positive polynomial p, all sufficiently large security parameters n and every

pair of plaintexts (x, y) ∈ {0, 1}poly(n):

Pr[Cn(EG(1n)(x)) = 1]− Pr[Cn(EG(1n)(y)) = 1] < 1
p(n)

For a complete model of a cryptosystem which can be used to reason about high-level

security properties such as confidentiality or authentication, it is necessary to contextualise

computational complexity definitions in terms of an attacker model. There are four main

attacker models which are used to specify the power of the adversary in relation to the

underlying encryption scheme:

Ciphertext-only attack The adversary is passive, learns a ciphertext and then attempts

to derive the plaintext. This is the least powerful attacker model.

Known-plaintext attack This models a more persistent, but still passive, adversary

who learns a number of corresponding plaintext and ciphertext pairs. The adversary

also learns an additional target ciphertext and attempts to determine the plaintext.

Chosen-plaintext attack The adversary this time is active, and may request the en-

cryption of an arbitrary number of plaintexts. Afterwards, the adversary learns an
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additional target ciphertext and attempts to determine the plaintext.

Chosen-ciphertext attack This models a powerful active adversary who, in addition

to learning the encryption of arbitrary plaintexts, learns the decryption of arbitrary

ciphertexts. Afterwards, the adversary learns an additional target ciphertext and

attempts to determine the plaintext.

Modern ciphers aim to provide ciphertext indistinguishability under the chosen plaintext

attacker model (IND-CPA). This is a conservative approach based on the fact that an

encryption scheme that is chosen-plaintext secure is also guaranteed to be secure against

passive, ciphertext-only and known-plaintext adversaries.

IND-CPA for private-key encryption schemes is typically formalised, for example by

Katz and Lindell [147], using a game-based model in which an adversary A is allowed

to ask for encryptions of multiple messages chosen adaptively. In particular, A can do

polynomially-bound private computations and is allowed to interact freely with a challenger

C that provides access to an encryption oracle. Each time the adversary A submits a

plaintext message m, C returns the corresponding ciphertext c = E(k,m). The IND-CPA

game takes as input the security parameter n, an adversary A and is defined as follows:

IND-CPAPrivK
C,Π (1n,A) :

1. The challenger C generates a key k by simulating the key generation algorithm G(1n).

2. The adversary A is given the input 1n and is allowed to submit a polynomial number

of messages m to the challenger C. Each message m is encrypted by C and the

corresponding ciphertext c = E(k,m) is given to A. Eventually, A submits a pair of

equal-length messages (m0,m1) to C.

3. C draws a random bit b ∈ {0, 1} and then returns the encryption of message mb

which is called the challenge ciphertext c? = E(k,mb).

4. Once more, the adversary A is allowed to submit a polynomial number of messages
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m to C and receives the corresponding ciphertexts.

5. Eventually, A outputs a bit b′ indicating which message mb′ ∈ (m0,m1) it believes

c? is an encryption of.

6. The output of the game is defined to be 1 if b′ = b and 0 otherwise.

Let a negligible function be defined as one that gets smaller faster than 1
poly(n) for

any polynomial poly in the security parameter n, then IND-CPA security for private-key

encryption schemes is defined as follows:

Definition 2.2.3 (IND-CPA secure) A private-key encryption scheme

Π = (G,E,D) has indistinguishable encryptions under chosen-plaintext attack, also

known as IND-CPA secure, if for all probabilistic polynomial time adversaries A there

exists a negligible function negl such that:

Pr[IND-CPAPrivK
C,Π (n) = 1] 6 1

2 + negl(n)

The formal security paradigm is an important methodology for evaluating the security

of cryptographic algorithms based on assumptions about the computational abilities of

an adversary. Game-based security definitions provide a convenient way of proving the

security of a cryptosystem based on some underlying computational assumption or theory.

Whilst most public-key cryptosystems can be proven secure based on a reduction in

their security to the hardness of some computationally difficult problem such as integer

factorisation, constructing efficient symmetric-key schemes based on these assumptions

remains an open problem. Instead, the security of private-key algorithms is typically found

in their resistance to cryptanalysis. A successful cryptanalyst may break the semantic

security of a symmetric encryption scheme by finding some advantage in determining the

plaintext from the ciphertext based on flaws in the design of the cipher.
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2.2.1 Kerckhoffs’ Principle

Embedded in the private-key encryption setting is the idea that the adversary Eve knows

everything that Alice and Bob do, except for the key. In 1883, long before the development

of modern cryptography, Auguste Kerckhoffs made a lasting contribution to the art of

cryptography in his study of design principles for military ciphers [149]. In what is now

known as Kerckhoffs’ Principle, Kerckhoffs wrote the following:

“Il faut qu’il n’exige pas le secret, et qu’il puisse sans inconvénient tomber

entre les mains de l’ennemi.”

In other words, the encryption, decryption and key generation algorithms which

constitute an encryption scheme should not be kept secret. The confidentiality of the

information being protected should rest only in the secrecy of the key. Despite Kerckhoffs’

prescience, many modern systems have been developed using a ”security by obscurity”

approach. The automotive industry in particular developed a number of closed-source,

proprietary cryptosystems which have all been proven to be insecure once the details of

the algorithms were revealed [126, 105, 249, 248, 28].

2.2.2 The Key Distribution Problem

A symmetric encryption scheme provides a mechanism for ensuring the confidentiality of

data that is sent over an insecure channel, but requires the establishment of a confidential

key which is shared between the sender and receiver. The difficulty of establishing such

a key is known as the key distribution problem. Besides physically distributing keys in

advance of their requirement using an out of band channel, there are a two main techniques

which address the key distribution problem. The first approach depends on a security

protocol and the availability of a trusted third party to help generate and distribute

keys. The Needham-Schroeder [178] and Kerberos [225] protocols are notable examples of
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methods which allow a secret key to be established between two parties at the time they

need to communicate.

The second technique for addressing the key distribution problem arises from a landmark

discovery in the history of cryptography. First presented by Whitfield Diffie and Martin

E. Hellman in 1978 [68], public-key cryptography transformed modern cryptography by

introducing the idea that different keys could be used for encryption and decryption. With

public-key cryptography, Alice and Bob make their encryption keys publicly available

and no-longer need to establish a shared key in advance of their secure communication.

Diffie and Hellman’s eponymous key agreement protocol, still in widespread use today,

provides a way for two parties to establish a secret key over an insecure channel without

the involvement of a third party. Realising a public-key cryptosystem requires a certain

amount of additional structure that makes them too slow, even today, for high-throughput

applications. Instead, public-key cryptography is often applied only initially, for key

agreement, and then a symmetric encryption scheme is used for encryption [170].

2.2.3 Key Length

The set of all possible keys for a cryptosystem is called the key space. The number

of different keys is an important measure because one strategy for an adversary is to

exhaustively try to decrypt a ciphertext using every key in the system. Since modern

cryptosystems tend to have extraordinarily large key spaces, we typically measure their

resistance to exhaustive search in terms of the key size or length instead [170]. The key

length of a symmetric encryption scheme is usually expressed as the number of bits which

are required to express the largest possible key value, so a symmetric cryptosystem with a

k bit key length will generally have a key space of 2k many keys. Today, systems which

aim to provide data confidentiality during the next 10 years are advised to use a symmetric

key length of no less than 128 bits [6].
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2.3 A Taxonomy of Symmetric Encryption

There is enormous diversity in the construction of algorithms for providing symmetric

encryption. One high-level way of categorising ciphers is as either stream or block ciphers

depending on the number of bits which they operate upon [185]. Stream ciphers typically

process plaintext one bit at a time and, correspondingly, output one bit of ciphertext.

In contrast, block ciphers operate upon blocks of plaintext, typically 64 or 128 bits, and

output blocks of ciphertext. Traditionally, stream ciphers have been smaller and more

efficient than block ciphers [185] and have therefore been popular in embedded applications.

In modern practice, most symmetric encryption is performed using the AES block cipher.

2.3.1 Stream Ciphers

A stream cipher, as shown in Figure 2.3, encrypts bits individually by adding, modulo 2,

each bit in the plaintext to one bit from the keystream. The security of a stream cipher

depends entirely on the keystream [185] and so the design of stream ciphers is primarily

concerned with the generation of a good, unpredictable keystream. Formally, the keystream

should be a Cryptographically Secure Pseudorandom Number Generator (CSPRNG) that

creates sequences of bits s1, s2, . . . , sn such that its computationally infeasible to compute

the bits sn+1, sn+2, . . . [109].

Feedback Shift Registers

Feedback shift registers, and in particular Linear Feedback Shift Registers (LFSRs) as

shown in Figure 2.4, are well suited to low-cost hardware implementation and are a very

common method for providing the long pseudorandom sequences required by stream ciphers

[185]. Whilst LFSRs have good statistical properties they do not have good cryptographic

properties and many prominent LFSR-based ciphers such as A5/1, used for encrypting

GSM cellular telephone communications, have been found to contain critical flaws in their
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Figure 2.3: A stream cipher that takes as input a plaintext bit mi and a key k. The
ciphertext output bit ci is computed by adding modulo 2 the keystream bit si and the
input bit mi.

design [112, 124, 180]. LFSRs are cryptographically troublesome because their input bit is

a linear function of the register’s previous state. This means that the output from a LFSR

will always reveal some information about the internal state of the register at a previous

time. Cryptographically this means that the output from a LFSR can often be used to

determine some bits from key that was used to initialise the register. A brief taxonomy

and mathematical treatment of LFSRs is given in [185].

1 0 1 0

1

1 0 11

⊕
11

0⊕
1

Figure 2.4: LFSR with bits 0, 5 and 7 tapped. On the next clock cycle, this LFSR will
output the bit 1 and the input bit will also have value 1.

Non-Linear Feedback Shift Registers (NLFSRs) are a generalisation of LFSRs in which

the input bit is computed using a non-linear function of the previous register state [145].

Although NLFSRs have a much higher linear complexity than LFSRs of the same order,

the theory of their operation is less complete and many open problems in their systematic

construction remain [75]. Despite most early shift-register based encryption algorithms

being broken, the European Network of Excellence in Cryptography (ECRYPT) eSTREAM
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project has since developed a modern portfolio of secure and efficient stream ciphers based

on LFSRs and NLFSRs that are suitable for use in new designs [12].

2.3.2 Block Ciphers

A block cipher, as shown in Figure 2.5, encrypts an entire block of plaintext bits at the

same time, using the same key. The number of bits that a block cipher operates on is called

its block size, and is typically 128 bits in modern algorithms. Claude Shannon, in addition

to his seminal work on information-theoretically secure encryption which we introduce

in Section 2.2, developed several techniques for constructing concise, pseudorandom

permutations [216]. Shannon identified two primitive encryption operations, confusion

and diffusion, that both frustrate statistical analysis. Shannon also recognised that

concatenating many individually weak operations together could yield a collectively secure

construction. Shannon’s technique, the repeated application of confusion and diffusion, is

at the heart of all modern block ciphers [185]. Multiple confusion and diffusion primitives

are arranged into rounds and the encryption of one plaintext block comprises the execution

of many rounds. Typically, each round uses a unique key which is derived from the main

encryption key using a key schedule. The security of a block cipher, specified in terms

of its block size and key length as well as the number of rounds, is measured in terms of

ciphertext indistinguishability as given in Definition 2.2.2.

⊕m

k

Block
Cipher

c
b b

Figure 2.5: A block cipher that takes as input a plaintext m of size b bits, a key k and
outputs the ciphertext c, also of size b bits.
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Feistel Networks

Although now superseded by AES for all but legacy applications, one of the most influential

and widely used block ciphers in the last 30 years is DES [185]. DES, a U.S. government

approved standard for encryption between 1977 [63] and 2005 [65], was based on the

design of an earlier cipher developed by IBM’s cryptography research group during the

late 1960s [61]. Horst Feistel, who headed IBM’s research group at the time, developed

the Lucifer cipher [91] that provided the basis of DES and which is also one of the easiest

civilian block cipher designs [90]. Both Lucifer and DES are based on a general method of

transforming any function into a permutation called a Feistel network. Feistel networks

have since been used in the design of many block ciphers including FEAL [217], GOST

[266], Khufu and Khafre [175], Blowfish [209], RC5 [205], MISTY [172], PRESENT [25],

SIMON and SPECK [13].

F

Ki

li
ri

li+1 ri+1

Figure 2.6: A balanced Feistel network construction. In each round i, the input string is
divided equally into its left li (target) and right ri (source) halves and a round key Ki is
derived from the key K according to a key schedule. The round output is ri ‖ li⊕F (Ki, ri).

The fundamental building block of a Feistel network is the key dependent Feistel

function that maps an input string onto an output string. The Feistel function is always

non-linear and is often irreversible. The security of a Feistel network is based on the

iteration of the Feistel function and so the number of rounds required for resistance to a

given attack is dependent on the properties of the function [211].
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Conventionally, Feistel networks are balanced and, as shown in Figure 2.6, the Feistel

function is applied to exactly half of the input block in each round. In a balanced Feistel

network the right half of the input is termed the source block and the left half is termed

the target block. Feistel networks may also be unbalanced in which case the input block is

divided arbitrarily between the source and the target block. In this thesis we adopt the

terminology of Schneier and Kelsey [211] for describing unbalanced Feistel networks. In

particular, the only requirement for a construction to be classified as a Feistel network is

that one part of the block being encrypted influences the encryption of another part of

the block. Whilst most Feistel networks are balanced, MD5, Khufu and Khafre and all

NLFSRs are examples of unbalanced Feistel networks.

2.4 Key Management

The secure generation, distribution, storage, use and destruction of cryptographic keys

is the domain of key management. Good key management is critical to the security of

any cryptosystem, which cannot be secure if the key is known or can be derived by an

adversary. The Wired Equivalent Privacy (WEP) wireless access protocol is an example of

a high profile cryptographic implementation which was compromised because of poor key

generation techniques [226]. Bad key management in WEP ultimately reduced the security

afforded by a 104 bit key to that of resisting an active attacker for fewer than 60 seconds

[234]. The automotive industry has been particularly guilty of bad key management, often

neglecting to make any attempt whatsoever to ensure the secure generation or distribution

of cryptographic keys [105]. As recently as late 2018, Tesla’s high-end Model S was found

to be using a 40 bit symmetric encryption scheme to secure the Remote Keyless Entry

(RKE) system on the vehicle. Attackers were able to clone a key fob using off-the-shelf

equipment in seconds, allowing them to unlock and start the vehicle at any time [264].

The same weakly keyed encryption algorithm, DST40, was already known to be insecure

25



since 2005 when it was first discovered in a vehicle immobiliser system deployed in millions

of vehicles [28].
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2.5 Vehicle-to-Everything Communication

In the near future, vehicles will communicate directly between themselves and with

roadside infrastructure. V2X communication, which includes Vehicle-to-Vehicle (V2V)

and Vehicle-to-Infrastructure (V2I) techniques, is expected to drastically improve road

safety and efficiency by enabling the next generation of semi-autonomous vehicle safety

features such as vehicle platooning, collaborative forward collision warning and emergency

electronic brake lights [246]. The systems which will provide safety and efficiency features

based on V2X communication are termed Intelligent Transportation Systems (ITS) [72].

The vehicles and roadside infrastructure which participate in ITS are collectively termed

ITS-Stations (ITS-S).

! !

!

!

Figure 2.7: Vehicle-to-Everything Communication.

As illustrated in Figure 2.7, V2X enables the spontaneous creation of Vehicular Ad-hoc

Networks (VANETs) which are used to provide each vehicle with an enhanced situational

awareness. Vehicles endowed with a more detailed and far reaching awareness of their

environment are able to operate more safely by avoiding taking actions that might cause a

collision. The inclusion of infrastructure such as traffic signals, cameras and power-grid

terminals enables the development of ITS which realise new efficiencies in road and power
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usage. Traffic data can be aggregated from roadside infrastructure and used to provide

vehicles with routes that minimise congestion [254] and balance the load on the power grid

[221].

Vehicular safety features, including V2X, are most effective when they are universally

deployed [138]. As such, there is a need for common V2X standards which will allow for

a coordinated and internationally interoperable deployment. There are a number of key

V2X standards which are supported by both European and U.S. governments [72, 53] and

which have been adopted for imminent deployment by industry [156, 253].

2.5.1 WLAN vs. Cellular communication for V2X

V2X calls for a reliable, low-latency wireless communication technology which allows

vehicles to send and receive safety-critical messages in a highly dynamic environment.

Traditionally, a Wireless Local Area Network (WLAN) based technology has been chosen

for this role. As early as 1999, the U.S. Federal Communications Commission (FCC)

allocated a portion of the 5.9 Ghz electromagnetic spectrum for ITS-enabling Direct

Short Range Communication (DSRC) between vehicles [89]. Today, the international

physical-layer wireless communication standard for V2X is IEEE 802.11p [206]. IEEE

802.11p provides the amendments to the IEEE 802.11 Wi-Fi standard that are necessary

to provide wireless communications in a vehicular environment [144]. IEEE 802.11p is

part of the IEEE Wireless Access in Vehicular Environments (WAVE) standards which

also define an architecture [130], services [132] and message format [131] for DSRC. The

European equivalent of DSRC is termed ITS-G5 [82] and is standardised by the European

Telecommunications Standards Institute (ETSI). Both ITS-G5 and DSRC use IEEE

802.11p wireless communication and the IEEE WAVE message encoding.

The use of ITS-G5 is strongly encouraged in the EU by a mandate which requires

member states to adopt an interoperable standard for V2X [72]. In America, the U.S.
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Department Of Transportation (U.S. DOT) have pushed for the legislation [96] and

accelerated utilisation of DSRC [53].

Recently, proponents of using cellular technology for V2X applications have emerged.

The 3rd Generation Partnership Project (3GPP) is a standards organisation which develops

the industry standards for mobile communication such as Fourth-Generation Long-Term

Evolution (4G LTE) and Fifth-Generation (5G) cellular network technology. In 2016,

3GPP completed its initial standard for cellular V2X [137]. The emergence of a competing

technology for V2X after nearly two decades of research, standardisation and legislation

has caused a fierce debate to arise, with invested parties on both sides making the case

for their technology [239, 53, 36, 93]. In spite of the ongoing battle to establish a single

dominant technology for V2X, it has been suggested that IEEE802.11p WLAN and 5G are

actually complementary technologies which can be harmonised for ITS [94]. In a hybrid

communication model, 802.11p WLAN technologies would be used for safety-critical V2V

applications and 5G would be used for less latency sensitive cloud based applications [1].

2.5.2 Cooperative Awareness Messages

In V2X, the safety-critical messages that are sent between vehicles are termed either

Cooperative Awareness Messages (CAM) [80] or Basic Safety Messages (BSM) [207]. CAM

are broadcast from vehicles to nearby receivers with a high frequency, typically 10 times

per second. As shown in Figure 2.8, a CAM contains a protocol data unit (PDU) header, a

basic container and a high frequency container. Conditionally, a CAM may also contain a

low frequency container and special vehicle container. CAM facilitate the most imminent

ITS service, cooperative awareness.

CAM PDU
 Header

Basic
Container

High Frequency
 Container

Low Frequency
 Container

(Conditional)
Special Vehicle Container (Conditional)

Figure 2.8: General Structure of CAM.

29



The CAM basic container comprises the type (e.g. passenger car, bus, pedestrian or

road side unit) and the latest geographic positioning of the originating vehicle. The high

frequency container contains dynamic status information such as heading and speed and

the conditional low frequency container specifies static or slow changing information such

as the status of exterior lights. The special vehicle container is reserved for road users

which require special treatment such as emergency vehicles, vehicles containing heavy or

dangerous loads and road works. CAM are specified fully in ETSI standard EN 302 637-2

[80].

In addition to cooperative awareness, the basic set of services for ITS also includes

Decentralized Environmental Notification (DEN). DEN Messages (DENM) provide in-

formation related to events that have a potential impact on road safety and can also be

used for traffic efficiency applications [81]. In contrast to CAM, DENM are less latency

sensitive and may be disseminated over long distances.

2.5.3 A Secure On-board Vehicular Architecture

A typical modern vehicle is fitted with dozens of interconnected ECUs, forming a complex

distributed system. The “E-safety Vehicle Intrusion Protected Applications” (EVITA)

project [76] developed a secure on-board vehicle architecture specifically tailored to

the security requirements of V2X communication. In the EVITA architecture, each

vehicle ECU is combined with a Hardware Security Module (HSM) and the security

functions of the vehicle are partitioned between hardware and software. In order to

meet the cost-requirements for practical deployment, EVITA supports a broad range of

secure hardware ranging from full external HSMs through to lightweight cryptographic

coprocessors embedded into an ECU chip. Regardless of the implementation, the main

idea is that each ECU includes tamper-resistant hardware that provides a root of trust,

secure key storage and can perform basic cryptographic operations.
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The assumption of trusted hardware on-board the vehicle is made by both of the leading

V2X standards. Each vehicle is fitted with an On-Board Unit (OBU) which enables V2X

communication. The OBU contains a tamper-resistant Trusted Element (TE) hardware

device, such as a smartcard, which meets the requirements of the EVITA architecture.

2.5.4 Security, Privacy and Trust Requirements for V2X

It is imperative that V2X is designed to resist attacks and that the awareness provided by

CAM can be trusted to direct safety-critical vehicle behaviour. It is also vitally important,

and a legal requirement in Europe [183], that V2X functionality does not undermine or

harm the privacy of road users.

The geographic positioning and dynamic status information broadcast by vehicles is

fundamental to providing cooperative awareness as a service. The short-term linkability

of vehicles in this context is a fundamental aim of V2X, without which vehicles could

not accurately determine their environment. The open nature of V2X also means that

adversaries may come from inside as well as outside the system. A V2X architecture must

harmonise the functional requirement for close-range vehicle linkability with the need

to adequately protect road users from the type of long-term tracking that threatens to

uniquely identify individual habits. At the same time, a V2X architecture must provide a

way to identify and exclude internal attackers who send misleading messages.

The European Preparing Secure Vehicle-to-X Communication Systems (PRESERVE)

project [214], with input from ETSI and the Car-to-Car Communication Consortium

(C2C-CC), identified many of the security, privacy and trust requirements for V2X around

which the latest international standards were developed. The standard security, privacy

and trust requirements for V2X are as follows:

Authentication and Authorisation The main security requirement for V2X is that

the authenticity and integrity of CAM can be determined. If a vehicle is to take
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safety-critical actions based on cooperative awareness, it must be able to trust

that a received CAM was sent by a legitimate, non-revoked, ITS-S. In addition to

authenticity and integrity, authorisation is required in order to restrict access to

legitimate users.

Confidentiality As CAM are broadcast to all nearby receivers, there are no confidentiality

requirements [86]. Confidentiality would risk potentially life-saving messages from

being unreadable at the moment they were needed.

Privacy The two main privacy requirements for V2X communication are pseudonymity

and unlinkability [87]. Pseudonymity allows each ITS-S to participate in cooperative

awareness and other services without disclosing its identity but still ensures that

it can be held accountable for its usage. Unlinkability ensures that an ITS-S can

repeatedly use a service or resource without an observer being able link the usage to a

single source. Unlinkability and pseudonymity are required both against passive inter-

vehicle adversaries which observe broadcast messages and against the infrastructure

that manages trust in ITS.

Sybil Attack Resistance Related to the abuse of anonymous and pseudonymous sys-

tems, V2X requires measures which limit the potential for an ITS-S to execute a

Sybil attack [73] in which a large number of other vehicles or roadside units are

imitated.

Removal of Misbehaving Vehicles Related to the trust in CAM, it is essential that

compromised ITS-S that systematically send erroneous messages can be removed

from participation.

Optional Law Enforcement Support An optional requirement for ITS, that may fur-

ther improve trust in CAM, is the provision of a controlled de-pseudonymisation
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mechanism. Allowing a suitable authority to selectively de-pseudonymise specific

CAM would deter both electronic misuse and vehicle misbehaviour.

2.5.5 Performance Requirements for V2X

In addition to the security, privacy and trust requirements for V2X, there are a number of

performance requirements that are based on the anticipated computational and bandwidth

limitations of first and second-generation connected vehicles. The standard performance

requirements for V2X are as follows:

CAM Processing Throughput The PRESERVE project [214] established the require-

ment for vehicles to process at least 1,000 CAM per second. Given the hardware

standards of the time, PRESERVE identified that first generation ITS-S would

require a cryptographic coprocessor to achieve the necessary throughput.

Efficient Revocation Processing a CAM includes ensuring that the ITS-S which sent

the message has not been revoked for misbehaviour. Given the anticipated scale

of ITS and the already tight processing constraints, only very efficient revocation

mechanisms are suitable for V2X.

Limited OBU Storage Requirements The effectiveness of V2X for safety and effi-

ciency is proportional to the number of vehicles that support the technique. To

support the broadest possible range of vehicles, V2X schemes are required to minimise

the on-board storage that they require.

TE Simplicity The TE or HSM that provides cryptographic functionality within an

ITS-S [76] should be simple so that auditing can provide a high-assurance of its exact

behaviour. A V2X scheme should minimise the required TE functionality so that

a high degree of trust can be established. Keeping the required TE functionality
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limited also minimises cost and enables off-the-shelf devices such as smartcards to

be used.

Limited Bandwidth and Intermittent Connectivity As a safety-critical system, V2X

is required to operate despite limited bandwidth and intermittent internet connec-

tivity. Bandwidth usage should be minimised and V2X must operate without access

to online infrastructure.

2.5.6 PKI for V2X

In the V2X communication model, vehicles form spontaneous cooperative networks between

themselves and with roadside infrastructure. Because of the topology and scale of V2X

networks, using pre-shared symmetric keys is not suitable and a public-key solution is

required. Whilst public-key cryptography solves the key distribution problem, it introduces

the related issue of how to bind a public key to a specific identity. The most common

method for binding a public key to a specific identity is through the use of public-key

certificates, which provide a mechanism for providing assurance about the purpose of a

public key [170]. Key management for public-key cryptosystems, typically by supporting

public-key certificates, is the domain of Public Key Infrastructure (PKI).

PKI for V2X is primarily required to support the issuance and provision of public-key

certificates to vehicles and roadside infrastructure, to limit the misuse of credentials by

controlling the validity of issued certificates and to exclude compromised or misbehaving

entities by revoking their credentials [23]. There are two leading PKI proposals for V2X, the

European ETSI approach [86] and the American USDOT Security Credential Management

System (SCMS) [258, 29]. Although the terminology differs slightly, both proposals include

the following key entities:

Root Authority The role of a Root Certificate Authority (RCA) is to define a common

policy which is inherited by the subordinate certificate authorities. The RCA issues
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long-term certificates to the enrolment and authorisation authorities.

Enrolment Authority An Enrolment Authority (EA) is responsible for the issuance and

provision of long term vehicle credentials. The EA will typically issue a pseudonymous

vehicle certificate during manufacture and then maintain an internal record linking

the certificate to a specific vehicle identity.

Authorisation Authority The role of an Authorisation Authority (AA) is to authorise,

through the provision of tickets, an ITS-S to use a particular application, service or

privilege [85]. An ITS-S will request access to a particular service by presenting its

long term enrolment credential. If the ITS-S is authorised then the AA will respond

to the request with a pseudonymous authorisation ticket which specifies a set of

permissions. In terms of the cooperative awareness service, the permissions on a

ticket relate to the time period and message set for which the ticket is valid.

The ETSI standard PKI architecture [87] incorporating these roles is shown in Figure

2.9. Both the ETSI architecture and the USDOT SCMS [29] use Elliptic Curve Digital

Signature Algorithm (ECDSA) [70] signatures to provide authentication and authorisation.

ECDSA is the prevailing signature scheme for V2X because it provides the small signature

size and low computational complexity that are required [214]. ECDSA is used for the

internal certification of authorities, enrolment credentials, authorisation tickets and for

signing the CAM that are sent between vehicles.

For privacy, both standards use the role-separation of certificate authorities. Since

the canonical ITS-S identifier is only known to the EA, and a pseudonymous enrolment

credential is used to request authorisation tickets from the AA, the AA cannot link

pseudonyms to a canonical ITS-S identity. The unlinkability of communications between

ITS-S is provided by the issuance of time-limited authorisation tickets which each provide a

different ITS-S pseudonym. The task of deciding when to change pseudonyms for optimal

35



privacy remains an open problem and neither standard yet agrees on a common strategy

for pseudonym change [84].

(ITS-Station) Vehicle

(OBU) On-Board Unit

(TE)
Trusted
Element

Enrolment
Credential

Pseudonymous
Authorisation

Credential

Root CA

(EA)
Enrolment
Authority

(AA)
Authorisation

Authority

Figure 2.9: ETSI Standard V2X PKI model.

The ETSI and USDOT standards take different approaches towards the removal of

misbehaving vehicles. One of the most common methods for revocation is the use of

Certificate Revocation Lists (CRLs). Given the anticipated scale of ITS and the tight

computational constraints on CAM processing, ETSI do not consider CRL viable and

prefer passive revocation [87] through the issuance of time-limited authorisation tickets that

are renewed frequently. Compromised vehicles are simply denied additional pseudonyms

and become unable to participate. The USDOT SCMS uses a different approach based on

implicit certificates [33] and a ‘butterfly key expansion technique’ which enable a more

efficient use of CRL.
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Chapter 3

Related & Previous Work

In the previous chapter, we developed an understanding of the basic methods of crypto-

graphic analysis for electronic immobiliser systems and introduced the foundations of V2X

communication. In this chapter, we present the literature that builds upon these tech-

niques and that relates to the development and evaluation of electronic security and safety

systems for vehicles. We introduce complementary studies relating to key management for

public-key cryptosystems and to the design of secure and privacy-friendly protocols and

architectures based on the utilisation of trusted hardware.

In addition to the literature that directly relates to the analysis of electronic vehicle

immobiliser systems, we also introduce the more general body of work that is based on the

(in)security of proprietary automotive cryptography. In particular, many of the techniques

developed in the cryptanalysis of keyless entry systems are highly applicable. We then

position the security of these systems in the context of the modern automotive attack

surface.

Relating to electronic safety systems for vehicles, we focus on methods and architectures

for secure V2X communication. We consider the latest standards for V2X and the body

of work that accompanied to their development, then broaden our discussion to include

notable techniques from the wider literature.
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3.1 Proprietary Automotive Cryptography

For many years, only weak, proprietary cryptography was implemented in electronic

automotive systems worldwide [105]. In this section, we first introduce the literature on

vehicle immobiliser systems and then we extend our discussion to include a broader range

of automotive and proprietary cryptographic systems.

3.1.1 Electronic Immobiliser Systems

Automotive cryptography first received attention from the academic community in 2005,

when Bono et al. [28] reverse engineered Texas Instrument’s Digital Signature Transponder

(DST) immobiliser system and found that it was insecure. The authors discovered that

DST, which at the time was being used to secure 7 million electronic payment devices

in addition to millions of vehicles, was based on the security of the eponymous DST-40

cryptographic encryption algorithm. DST-40, also known as the Kaiser cipher [114], is a

200 round unbalanced Feistel network cipher that takes as input a 40 bit secret key and

has a block size of 40 bits. The key schedule is a simple LFSR that provides a new round

key every 3 rounds.

Challenge, C

Immobiliser

RT
′=lsb24(RT)

R=RT
′∈{0,1} ?

C {0,1}40$
Choose Challenge

Compute Response
R = ENCDST(K,C)

Compute Response
RT = ENCDST(K,C)

Transponder

Figure 3.1: The prototypical DST-40 challenge-response authentication protocol.

The DST immobiliser system implements a basic challenge-response protocol that
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is typical of an electronic vehicle immobiliser. As shown in Figure 3.1, the immobiliser

sends a 40 bit challenge nonce to the transponder and then locally encrypts the challenge

using the shared symmetric key, so that the transponder’s response can be verified. The

transponder encrypts the challenge using the DST-40 algorithm and then sends the lower

24 bits of the encrypted challenge back to the immobiliser. On average, only a transponder

with the matching 40 bit secret key will provide the correct response and so DST provides

a mechanism for authenticating the transponder to the vehicle immobiliser system.

Bono et al. [28] reverse engineered the DST-40 implementation by following a black-box

approach in which they uncovered the functional details of the cipher by examining the

logical outputs of a DST device. The authors then built a dedicated DST-40 key cracking

device for $3,500 that enabled them to recover five DST keys in less than two hours.

Ultimately, any application using DST-40 is undermined by the inadequacy of a 40 bit

secret key in resisting a modern exhaustive key search attack [6].

The seminal work on DST-40 was not only the first to identify critical flaws in a

widely used vehicle immobiliser system, and lay many of the foundations for recovering

and analysing proprietary automotive cryptography, but also represents one of the first

published attacks on a commercial device in the literature [105]. In light of their findings,

the authors urged automotive system designers to embrace standard cryptographic algo-

rithms such as 128 bit AES [5] or Keyed-Hash Message Authentication Code (HMAC)

[235]. Despite this advice, DST-40 resurfaced again in late 2018 when Tesla’s high-end

£75,000 Model S was found to be using the algorithm to protect its RKE system. This

time attackers were able to clone a key fob in seconds, allowing them to unlock and start

the vehicle at any time [264].

Keeloq

DST-40 alerted the cryptographic research community to the fact that insecure, proprietary

cryptography was being widely used in wireless consumer devices. It was not long before
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the security of several other high-profile automotive systems came under scrutiny. In

2007, Andrey Bogdanov published the first cryptanalysis of Microchip’s popular Keeloq

cipher [26]. Keeloq is a NLFSR-based block cipher with a 32 bit block size and a

64 bit key length that was designed to facilitate very low cost and efficient hardware

implementations. Microchip recommended the Keeloq algorithm for a broad range of

applications including automotive immobilisers, access control systems, electronic door

locks and burglar alarms [148]. Bogdanov’s initial cryptanalysis identified a slide attack

[20, 21] requiring 232 plaintext-ciphertext pairs and that recovers the 64 bit Keeloq secret

key after 250.6 encryptions. An improved algebraic slide attack on Keeloq requiring only 248

encryptions was published by Courtois et al. [57] and then Indesteege et al. [136] developed

a novel meet-in-the-middle attack [69] requiring just 216 plaintext-ciphertext pairs and

244.5 encryptions. Finally, in [78, 146, 184] several hardware attacks were proposed that

enable a Keeloq transponder to be cloned in minutes.

Hitag2

At the same time as the first attacks on Keeloq were published, an implementation of

NXP’s Hitag2 cipher was anonymously posted online [128]. Hitag2, introduced in 1996,

is one of the most widely deployed vehicle immobiliser systems and is known to be used

by at least 200 different vehicle models from more than 33 different brands [248]. Hitag2

is a stream cipher with a 48 bit key length that is based on the design of an earlier

cipher, Crypto1 [104], used in the MIFARE Classic contactless smart card. Hitag2 is a

simple algorithm that comprises a 48-bit LFSR and a non-linear filter function. For each

clock tick, the filter function generates one keystream bit using 20 bits from the LFSR.

Despite having improved security over the Crypto1 cipher, Hitag2 was broken in 2009 by

Courtois et al. [58] who developed a generic algebraic attack able to fully recover the full

48 bit Hitag2 key in just a few hours. Further attacks on the Hitag2 cipher are given in

[220, 270, 134] and then, in 2011, Sun et al. present a theoretical cube attack [71] that
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can recover the secret key in less than a minute under chosen initialisation vctors [227]. In

2012, Verdult et al. [248] showed how several vulnerabilities in the Hitag2 immobiliser

system can be combined to develop an attack that recovers the secret key after just 136

partial authentications with the vehicle immobiliser and 235 operations. The attack takes

less than one minute of communication with the immobiliser and around five minutes of

offline computation using a standard laptop.

Megamos Crypto

In practice, almost all vehicles sold in Europe between 1995 and 2015 are fitted with an

immobiliser system based on either the Hitag2 or Megamos Crypto encryption algorithm

[247]. The Megamos Crypto algorithm was developed by Thales, who then licensed

the design to EM Microelectronic. EM kept the details of the underlying cryptographic

algorithm a secret whilst selling two different transponder packages containing the algorithm

[59, 60]. Full details of the Megamos Crypto immobiliser system including the design

of the cipher, its associated authentication protocol and several practical attacks on the

system were first published by Verdult et al. [249] in 2013. Despite the authors responsible

disclosure to EM Microelectronic in November 2012, Volkswagen (VW) Group, a key

stakeholder with millions of affected vehicles, successfully applied to the High Court of

Justice in the United Kingdom for an injunction that prevented key sections of the paper

from being released [252]. When the full details were eventually published in 2015 [150], it

was revealed that the Megamos Crypto algorithm is a block cipher with a 96 bit key length

that comprises a LFSR, a NLFSR and three 7 bit registers. The authors propose several

attacks. In the first, an adversary requires only two eavesdropped authentication traces

and is able to recover the 96 bit secret key with a computational complexity of 256 cipher

ticks. The second attack exploits a weakness in the transponder key-update mechanism,

requires 3× 216 authentication attempts with the transponder, and in practice allows an

adversary to recover the cryptographic key in just 30 minutes. The authors also identify
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several weak keys that can be recovered in minutes using a standard laptop.

3.1.2 Keyless Entry Systems

In addition to an electronic immobiliser transponder, the ignition keys of many modern

vehicles include a second cryptographic system with an entirely different purpose. Just as

mechanical vehicle immobilisers have been superseded by their electronic counterparts,

RKE systems are the digital equivalent of a traditional vehicle ignition key. As shown in

Figure 3.2, a typical modern vehicle key includes a RKE system, a Radio Frequency (RF)

transmitter and a button that, when pressed, allows the user to remotely lock and unlock

the vehicle. As well as RKE, some high-end vehicle ignition keys also include a Passive

Keyless Entry and Start (PKES) function that, when bought within close range of the

vehicle, unlocks the doors, deactivates the alarm, and enables the engine to start. Typically

in PKES, the immobiliser system in the vehicle is used to trigger the transmission of a

door opening signal that is sent from the transponder in the key over its RKE interface.

RKE antenna

immo.
RFID

RKE
μC

RF

Button(s)

optional

Immobiliser
(125kHz)

Remote Keyless Entry 
(315/433/868 MHz)

Figure 3.2: A typical modern vehicle ignition key comprising both a low-frequency
immobiliser transponder and a high-frequency RKE transponder.
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Passive Keyless Entry and Start

The security of PKES systems was first analysed by Francillon et al. [99] who demonstrated

the susceptibility of vehicles from at least 8 different manufacturers to an adversary who

relays the messages sent between the vehicle and the PKES transponder. The attack can

be realised with as little as $100 dollars worth of equipment and allow an attacker to open

and start a vehicle without physically compromising the key or raising any suspicion of

the owner. Relay attacks are well known in the literature [120] and have also been shown

on credit card transactions [74] and on proximity-type RFID tokens [119]. The authors

propose that a RF distance bounding protocol such as [196], based on carefully measuring

the round-trip time between cryptographic challenge and response, is the most appropriate

long-term countermeasure against PKES relay attacks.

Remote Keyless Entry

As recently as 2000, some RKE systems used no cryptography whatsoever and simply

transmitted a fixed code from the transponder to the vehicle [105]. Fixed-code RKE are

vulnerable to straightforward replay attacks [229] in which an adversary just retransmits

the authentication code that is sent by the transponder each time a user unlocks their

vehicle. To address replay attacks, newer RKE systems implement cryptography and a

rolling-code mechanism that provides synchronisation between a vehicle and its specific

RKE transponder. In a rolling-code RKE system, both the vehicle and the transponder

maintain a counter that keeps track of how many times vehicle has been successfully

unlocked. Each time the button on the ignition key is pressed, the transponder counter

value is incremented and then used to cryptographically generate the vehicle unlocking

signal. Only if the unlocking signal is valid and the received counter value is greater

than the vehicle counter does the RKE authentication succeed. Rolling-code based RKE

systems prevent replay attacks because any previous unlocking signal that is retransmitted
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will always contain an outdated counter value.

The insecurity of certain rolling-code based automotive RKE systems was first identified

by Cesare in 2014 [46] who used phase space analysis [267] of the codes transmitted by an

unidentified 2000-2005 model car to reveal that the codes required to unlock the vehicle

were highly predictable. Shortly afterwards, a thorough case-study into the security of

several market-leading RKE systems was given by Garcia et al. [105]. The authors

identify four different RKE schemes used by VW and a fifth used by several manufacturers

including Renault, Peugeot and Ford. The first VW scheme was found to be entirely non-

cryptographic and trivially insecure. The second and third schemes used by VW revealed a

proprietary cipher that was previously unknown in the literature, AUT64. Promisingly the

fourth VW scheme was found to be using the open source XTEA block cipher [255, 179].

AUT64 and XTEA are both Feistel-network based block ciphers with 120 and 128 bit

key lengths, respectively. The best known attack on XTEA [164] is still only theoretical,

operates probabilistically on a reduced number of rounds, and reduces the security to

2104.33 encryption operations. Remarkably, the security of all three cryptographic VW RKE

schemes is entirely undermined by the use of a single, global master key for each scheme.

The authors discovered that virtually all VW group vehicles manufactured between 1996

and 2016 use one of three cryptographic master keys, without any key diversification

whatsoever. These rolling-code based RKE schemes offer no cryptographic security at

all and are entirely dependent on the uid of the transponder and the value of the rolling

counter. In practice, these VW RKE schemes can all be broken by an adversary who

eavesdrops one single unlock signal.

The fifth RKE scheme studied by Garcia et al. is a rolling-code based system that

implements NXP’s Hitag2 stream cipher. Hitag2 was already known to the academic

community who had previously identified the algorithm and its weaknesses in a widely

used immobiliser system [58]. Unlike the VW schemes, the Hitag2 RKE system does
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not use a fixed global master key. Since the prior art on attacking Hitag2 [248] required

too many authentication traces for use against an RKE system, the authors developed a

novel correlation-based attack [52] that requires only 4-8 authentication traces and less

than 10 minutes of computation using a standard laptop. Benadjila et al. [14] identify

certain Hitag2 RKE systems that appear immune to the attack in [105] and propose an

exhaustive search based technique requiring just 2 authentication traces and around 18

hours of computation using a single GPU. The authors point out that the same attack

can be completed in 15 minutes using parallel GPU-based Amazon EC2 instances for

a cost of around €45. Most recently, Verstegen et al. [251] develop a highly optimised

guess-and-determine type attack [210, 247] against the Hitag2 RKE system that requires

only 2 authentication traces and is able to recover the secret key in 75 seconds using a

single GPU.

3.1.3 ECU Security

The immobiliser system in a vehicle is just one node in a large network of programmable

microcontrollers and ECUs that collectively determine the functionality, safety and security

of a modern vehicle. The most common method for interconnecting the ECUs in a vehicle

is with one or more shared Controller Area Network (CAN) serial buses. The CAN bus

standard [140], developed at a time when vehicles were essentially air-gapped systems

[218], is not designed to withstand any adversarial behaviour. On one hand, this has

meant that ECUs do not implement weak proprietary cryptography for intra-vehicle

communication, something that seems likely given the historical automotive security

landscape. On the other hand, the reason ECUs are not afflicted with proprietary

cryptography for intra-vehicle communication is that they contain no cryptography of

any kind and are entirely insecure against any passive or active adversary who can gain

access to the CAN bus. As vehicles have become increasingly digital and connected,

45



the limitations of CAN and the traditional inter-vehicle adversarial model have become

evident [155, 263, 262, 129, 152, 49]. In practice, an adversary who can compromise any

single ECU onboard a vehicle is able to use the CAN bus to take complete control of the

vehicle [152, 176]. In the context of a modern connected vehicle, the academic community

has identified the need for cryptographic ECU source authentication and has proposed a

number of solutions [195, 116, 242, 121].

Diagnostic Services

To allow the ECUs in a vehicle to be probed and updated there are a number of standard

diagnostic protocols that are used during servicing. The most prevalent diagnostic protocols

are the internationally standardised Unified Diagnostic Services (UDS) protocol [141] and

its predecessor Keyword Protocol 2000 [142]. Koscher et al. [152] assess the security of

ECU diagnostic services and identify a number of vulnerabilities that are made possible

by weak or unenforced protection of reflashing capabilities. The authors uncover that

a proprietary 16 bit challenge-response algorithm is used to protect the ECUs in their

target vehicle from reflashing. The ECUs are required to allow one key attempt every 10

seconds and this allows an adversary to recover the secret key from any target ECU in

around a week. The attack can be parallelised so that the secret keys for every ECU in

a vehicle can also be recovered in the same time. Once several ECUs within the vehicle

had been compromised and reflashed, Koscher et al. found they had almost complete

freedom to tamper with safety-critical vehicle functionality. The authors were able to craft

CAN packets that allowed them to arbitrarily lock and unlock the vehicle doors, turn off

the power steering, disable the brakes and disable the engine. All of these attacks were

possible despite the vehicle being driven at speeds of 40 mph and often it was not possible

for the driver to manually override the attack.

Valasek and Miller [240] were the first to identify the use of proprietary cryptography

for restricting access to ECU diagnostic services. The authors reverse engineered a
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Figure 3.3: Structure of the proprietary Ford ECU access control cipher.

Ford diagnostic tool using the IDA Pro disassembler and uncovered a challenge-response

algorithm that comprises a 24 bit LFSR based cipher. The cipher, shown in Figure 3.3,

runs for 64 clock ticks during which a 24 bit challenge and a 40 bit secret key is shifted

into the register. The response is computed as the key-independent permutation of the

final 24 bit state of the LFSR. The authors did not analyse the cryptographic algorithm

any further as they were also able to reverse engineer a hard-coded list of authentication

keys that were present within the diagnostic tool. Valasek and Miller use the resulting

elevated diagnostic privileges to demonstrate a number of safety-critical attacks, and then

present data suggesting that a simplistic heuristic CAN bus analysis is sufficient to prevent

many of the attacks they discuss.

Herrewegen and Garcia [241] reverse engineered 13 different ECUs from four different

automotive manufacturers and identified three unique cryptographic algorithms that were

being used for diagnostic access control. In addition to the Ford cipher already uncovered

by Valasek and Miller [240], the authors also found a previously unknown Fiat cipher and

another used by VW Group. The authors apply cryptanalysis to each of the algorithms,

develop a number of practical key-recovery attacks, and then present a generic method

for remotely executing code on compromised ECUs. To mitigate the vulnerabilities that

their work exposes, Herrewegen and Garcia suggest a transition to standard public-key

algorithms that would simultaneously allow for good key diversification between different

ECUs, and that would also prevent an adversary from executing arbitrary code.
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3.2 Vehicle-to-Everything Communication

In this section we introduce the most recent literature and standards relating to V2X

communication and ITS. We begin with a brief history of the milestone V2X standards

and research projects, before presenting the latest developments in security and privacy

for vehicular networks.

3.2.1 A Brief History

In Europe, the €749 million PROMETHEUS project launched in 1987 [191, 260] aimed to

develop new road traffic solutions that were safer, more efficient and better for the envi-

ronment. One subprogram of PROMETHEUS in particular, PRO-NET, was specifically

tasked with developing systems that enable vehicles to communicate with one another over

data links [204]. Even at this early stage, the project anticipated that V2V communication

would be applied to provide advance warning of obstacles or accidents and to enable

vehicles to safely travel very closely together. Communication with roadside infrastructure

was also considered by PROMETHEUS, under its PRO-ROAD subprogram that aimed to

improve driver information by offering route guidance based on up-to-the-minute traffic

information. The PRO-NET and PRO-ROAD subprograms were led by the automotive

industry [4] and despite a number of practical demonstrations that established the technical

feasibility of V2X communications [261, 43], neither program significantly contributed to

the academic body of work on V2X.

There were a number of complementary early projects including DRIVE [203] in Europe

and RACS and AMTICS [233] in Japan. In the U.S., the Intelligent Vehicle-Highway

Systems (IVHS) Act of 1991 [139, 192] encouraged the development of a national strategy

for ITS [228] that included the research, development, operational testing and deployment

of V2X communication technologies. By 1993, the need for interoperable V2X was apparent

and a number of international standards were correspondingly established [100].
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In particular, the European Comité Européen de Normalisation (CEN) TC/278 stan-

dards committee formed in 1992 is still active today and works in collaboration with the

International Organization for Standardisation (ISO) on a number of global cooperative-

ITS standards [45]. From 1995 CEN took a leading role in the design of the 5.8 Ghz

DSRC wireless standard [44] for V2X. An overview of the 1997 CEN DSRC draft standard

is given by Detlefsen and Grabow [67]. Meanwhile, draft standards for DSRC were also

prepared in Japan and by the American Society of Testing and Materials (ASTM) as

surveyed by Yuan [265]. The ASTM draft version 7 introduced the 5.9 GHz frequency

communication mechanism that is the basis of the latest IEEE 802.11p standard [206].

At the same time as the first draft standards for DSRC were published, preliminary

results on the control system architectures necessary for vehicle platooning were demon-

strated by the European Chaffeur project [107] and the California-based PATH Program

[123]. In 2000, Tokuda et al. [236] developed a protocol for ad-hoc V2V communication

based on 5.8 Ghz DSRC. The protocol was used to implement an autonomous driving

demonstration that showcased 5 vehicles cooperatively engaging in platooning, lane chang-

ing, merging and obstacle detection and avoidance [238]. The demonstration was based on

messages similar to ETSI CAM [80] and U.S. DOT BSM [207], that were transmitted 10

times per second and specified the speed and location of each vehicle.

3.2.2 Privacy

It is critical that ITS are designed to provide a high degree of user privacy. In Europe,

citizens have a fundamental human right to protection with regards to the handling of their

personal information [201]. The broadcast CAM that are the basis of V2X communication

are personal data by definition and must be handled accordingly [183]. Defining privacy

in V2X is challenging because the transmission of unencrypted messages that specify

the precise location, speed and heading of each vehicle is a functional and safety-critical
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system requirement [214]. The short-term precision and linkability of broadcast V2X

messages is what enables road users to develop a more detailed and expansive model of

their environment, so that their actions can be decided more intelligently and the number

of accidents can be reduced.

Achievable Privacy

Before surveying the literature on privacy techniques for V2X, we briefly consider the scope

of achievable privacy. The level of achievable privacy guides the creation of the adversarial

model that is used to evaluate the performance of candidate ITS security architectures.

Privacy in V2X has two main components. There is inter-vehicle privacy that is concerned

with an adversary that intercepts the messages sent between road users, and there is also

architecture privacy that is concerned with privileged adversaries that may reside within

the infrastructure.

Defining achievable privacy in an inter-vehicle V2X setting is a challenging problem

because there is a strong contention between the functional and privacy requirements.

Providing accurate spatio-temporal information about the behaviour of road users is

exactly what makes V2X a promising safety mechanism. At the same time, periodic

positional information is inherently susceptible to techniques such as Multi Hypothesis

Tracking (MHT) [202] that identify and track individual targets. For example, Gruteser

and Hoh [117] use the MHT algorithm to process the anonymous periodic positional

Global Positioning System (GPS) information generated by a small number of students

on a University campus. Despite the relatively poor positional accuracy of GPS, most

of the anonymous samples could be assigned to the correct source and the behaviour of

individual students over the experiment duration could be determined. Wiedersheim et al.

[259] apply MHT to simulated vehicular networks and evaluate the tracking capabilities of

an adversary across several thousand different simulations. The authors found that for all

anonymous beaconing rates in excess of one message per second, the average simulated

50



vehicle was tracked with an 80% success rate.

At close range, the adversarial model and the user model for V2X communication

is indistinguishable. In both cases the subject is attempting to determine the precise

behaviour of nearby road users and will succeed in this task because it is the intended

functionality and purpose of V2X communication. Similarly, a global adversary with

uninterrupted access to the V2X messages sent by all road users will always succeed in

identifying and tracking individual users. The scope of achievable inter-vehicle privacy

in V2X is therefore limited to the intermediate adversary that has only a temporally

intermittent, or spatially partial observational capacity.

Concerning the scope of achievable privacy with regards to privileged V2X adversaries

that reside within the infrastructure, there is also a conflict between the functional

system requirements and user privacy. In particular, to ensure that CAM can be trusted

to determine safety-critical vehicle behaviour, V2X architectures require Sybil attack

resistance, the removal of misbehaving users and optionally, law enforcement support.

These requirements preclude any truly anonymous scheme and require, at the least, a

mechanism for revoking user credentials based on some messages that can be linked to a

specific source [244]. In addition, any mechanism for user revocation or exclusion must

be sufficiently efficient that the requirements for high message throughput and limited,

intermittent vehicle connectivity can be met.

Across much of the literature [23, 102, 189, 84] and in both of the leading ITS standards

[86, 29] the main technique for achieving privacy in V2X communication is pseudonym

certificates. Pseudonyms allow vehicles to send messages without revealing their identity,

whilst still remaining accountable.

Pseudonyms

The European Secure Vehicle COMmunication (SeVeCOM) project [158] aimed to address

the security and privacy of future vehicular communication networks. In particular, SeVe-
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COM performed an extensive review of the potential vulnerabilities in ITS, developed

corresponding threat models and then proposed a number of appropriate security mecha-

nisms based on the prior art [244, 159]. Borrowing from the wider literature on privacy and

trust [48], SeVeCOM established the mainstream use of pseudonyms for privacy protection

in ITS.

Pseudonyms provide privacy mechanisms for V2X in two dimensions. Firstly, in both

the leading European [86] and U.S. [29] standards for ITS security architecture, and

across much of the literature [23, 188, 102, 208, 256, 189], pseudonyms are used to prevent

any single authority from linking vehicle messages to the corresponding vehicle identity.

The role-separation of certificate authorities typically provides vehicle privacy with the

following two-stage issuance process. First of all, the long-term enrolment credentials

issued to road users by the enrolment authority are pseudonymous and do not indicate

the canonical identity of the vehicle. Independently, one or more authorisation authorities

provide pseudonymous authorisation certificates for specific services to any authorised

user who also presents a valid enrolment credential.

The primary use of pseudonyms in V2X is to provide privacy for inter-vehicle communi-

cation. Generally, the safety-critical broadcast messages that are sent by vehicles are signed

using pseudonymous authorisation certificates. To prevent long-term tracking, vehicles

implement a pseudonym change strategy that aims to hide their overall behaviour. The

idea is that if a vehicle changes pseudonym during a period when it is not being observed,

then the adversary will be unable to precisely determine whether multiple pseudonyms

belong to the same source. Because of the importance of preventing long-term vehicle

tracking in V2X, considerable attention has been given to developing pseudonym change

strategies. A recent pre-standardisation survey on pseudonym change methods by ETSI

[84] has identified 7 different categories in the literature:

Fixed Parameters The simplest approach to pseudonym change is to define a fixed
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change parameter. Often the parameter is time-based such as one pseudonym every

5 minutes [29], but using a fixed number of messages or a measure of distance

has also been considered. To reduce the potentially large storage and bandwidth

overhead associated with short-lived pseudonym certificates, Eckhoff et al. [77]

propose a time-slotted certificate pooling approach that provisions small sets of time-

limited certificates with multiple, distinct validity periods. Pseudonyms are reused

at multiple periods during the pool duration to allow for fewer overall certificates.

The U.S. DOT preferred approach for pseudonym change [29] is also based on

time-slotted certificate pooling, every vehicle is given a set of 20 pseudonyms per

week and pseudonyms are changed every 5 minutes. Limited simulation results by

Wiedersheim et al. [259] indicate that for fixed pseudonym change intervals greater

than 4 seconds, vehicles can be tracked with almost 100% success.

Random Parameters To disrupt the predictability of the fixed parameter change strat-

egy, each pseudonym change point may also include a random quantity. Pan et al.

[186] show that this approach provides a larger anonymity set for each vehicle, across

a range of different simulations, than using a fixed certificate period.

Silent Periods During silent periods vehicles do not send any broadcast messages, but

they still receive and process them. Huang et al. [160] were the first to propose a

random silent period between pseudonym changes and showed that an adversary

was significantly less able to track vehicles over multiple pseudonym periods. The

Society of Automotive Engineers (SAE) BSM message set standard [207] specifies a

silent period of between 0 and 13 seconds between pseudonym changes. The main

drawback to silent periods is that they involve voluntarily withholding information

that may prevent an accident. Lefévre et al. [157] consider an adaptive pseudonym

change strategy that considers the current ability of the vehicle to operate safely

before changing pseudonym with a silent period. The authors simulate their strategy
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and show that the safety is comparable to using no silent period, whilst the privacy

is nearly as strong as the SAE approach.

Vehicle Centric In this technique, vehicles independently choose when and where to

change pseudonym based on their local circumstances. Li et al. [161] propose a

strategy called swing in which vehicles only change pseudonym when changing speed

and direction. In combination with silent periods, simulations indicate that swing

provides a higher entropy anonymity set than changing pseudonyms randomly.

Density Based In the density based pseudonym change strategy [187], vehicles only

change identity when there is a sufficiently large number of neighbouring vehicles.

Mix Zones Beresford and Stajano [15] were the first to introduce mix zones as a general

technique for location privacy in pervasive computing. A mix zone is a spatial region

in which users do not provide any location information. Provided that vehicles

change to a new pseudonym whenever they enter a mix zone, an adversary cannot

distinguish the vehicle from any other who was in the zone at the same time. This

also means that the adversary is unable to link vehicles going into the mix zone

with those coming out of it. Buttyán et al. [37] evaluate vehicular mix zones as a

strategy for pseudonym change and show that the resulting privacy is highly variable

depending on the traffic flow and the number of antennas that are owned by the

adversary.

Pseudonym Swap Li et al. [161] propose a pseudonym change strategy called swap in

which neighbouring vehicles that simultaneously change pseudonyms have a 50%

probability of exchanging identity. The author’s simulations indicate that swap

outperforms both vehicle-centric and random pseudonym change strategies.

Despite the considerable interest in pseudonym change strategies for providing location

privacy in V2X, deciding the optimal strategy remains an open problem. Without a

standardised test, game or simulation scenario, there is no common platform against
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which to benchmark different approaches. Ma et al. [167] develop a generic quantitative

location privacy metric for V2X communication that is based on measuring the uncertainty

of linking individual vehicles with complete journeys. Freudiger et al. [101] develop a

game-theoretic model of pseudonym change in which they consider selfish, independent

mobile nodes that decide locally on whether to change pseudonym or not. The authors

use the results of their model to improve the swing protocol of Li et al. [161] so that it

also considers optimal location privacy for non-cooperative vehicles.

3.2.3 Security Architectures

One of the first architectures to explicitly consider the unique security challenges of

vehicular networks was by Zarki et al [268]. The authors draft a scheme in which vehicles

use digital signatures for authentication and a PKI is used to manage trust. Independently,

Gollan and Meinel [113] also propose digital signatures for vehicles and briefly discuss

the privacy implications. Soon afterwards, the European SeVeCOM project undertook

the development of a complete security architecture for V2X [213] that was based on an

extensive requirements analysis process and that harmonised a number of prior techniques.

SeVeCOM

SeVeCOM identified a set design principles that have widely influenced the development

of standards and literature. In particular, SeVeCOM called for the separation of privilege,

and of the roles of authorities and infrastructure, providing increased security, privacy

and fault tolerance. SeVeCOM also called for privacy that is at least the same level that

is currently afforded without vehicular networks. Vehicles must be accountable for the

messages they send, but they must also be appropriately protected against individual,

commercial and government organisations that would seek to arbitrarily track them.

The SeVeCOM architecture [213] is as follows. All users, vehicles and infrastructure

nodes have a unique identifier and a public key pair. There is a simple hierarchical PKI
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in which groups of road users all trust and are registered to a particular authority. The

presence of an online authority is not required and vehicle private keys are protected

by a tamper-resistant secure hardware element that includes a cryptographic processor.

Broadcast messages are signed to ensure the authentication and authorisation of the sender,

as well as to provide integrity assurance. SeVeCOM recognised that the traditional CRL

approach for revocation does not scale well to the extreme size and mobility of vehicular

networks and proposed a number of alternative approaches [197].

To identify the most suitable authentication techniques for vehicular communication,

SeVeCOM considered the performance of three different digital signature schemes. The

RSA, DSA and ECDSA signature schemes were evaluated with respect to their signature

and public key sizes, the time taken to generate and verify signatures and their scalability

[213]. Across all measures, ECDSA outperforms DSA. In contrast to RSA, ECDSA has

slightly slower verification, but signature generation is an order of magnitude faster, the

public key and signatures sizes are more than 3 times smaller and the algorithm scales

much more favourably to larger key lengths. Overall, SeVeCOM determined that ECDSA

is superior to either DSA or RSA for V2X communication and incorporated the algorithm

into its reference security architecture.

ETSI Standard

Today, many of the SeVeCOM design principles, security mechanisms and reference

architecture components are used by the leading security architecture standards for ITS.

Both the European ETSI TS 102 731 standard [85], and the latest U.S. DOT approach based

on the Security Credential Management System (SCMS) [258, 29], are based on ECDSA

digital signatures and a hierarchical PKI that facilitates and manages the certificates that

are necessary for establishing trust between road users. Both standards use role separation

for privacy, and allow for the selective depseudonymisation of misbehaving users.

The ETSI security architecture is based on the simple PKI proposed by the SeVeCOM
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project in [213]. In the ETSI PKI trust model, there is one or more root certificate

authorities (RCA), enrolment authorities (EA) and authorisation authorities (AA). The

RCA defines a common policy and signs the certificates of the EA and the AA. The

EA maintains the canonical identity of registered vehicles and correspondingly issues

and manages long-term enrolment credentials. The AA provides short-lived anonymous

pseudonym certificates to any authorised vehicle that also presents a valid long term

enrolment credential. The ETSI-preferred approach to revocation [87] is passive and

based on the issuance of short-lived pseudonym certificates [198] that are not replenished

for vehicles that have misbehaved. A standard for pseudonym change has not yet been

finalised, but the start-of-the-art has been extensively surveyed [84] and a number of

recommendations made. In particular, the need to set a maximum pseudonym duration

and the importance of minimising the number of simultaneously valid pseudonyms has

been noted.

Security Credential Management System

The leading security architecture candidate for V2X communication in the U.S. is the

SCMS [29] developed under a cooperative agreement with the U.S. DOT. In contrast to the

ETSI approach [85], SCMS has a different PKI model, certificate scheme and revocation

mechanism. In addition to the root, enrolment and authorisation authorities, SCMS

introduces a number of additional roles. Specifically, the SCMS PKI has 13 additional

roles that include one or more Pseudonym CA (PCA), Linkage Authority (LA) and

Misbehavior Authority (MA).

As-per the SeVeCOM reference architecture [213], vehicles are provisioned with a long-

term certificate by the enrolment authority and request short-lived pseudonym certificates

from the authorisation authority, termed the Registration Authority (RA) in SCMS. The

RA does not provide vehicles with pseudonyms directly but instead forwards requests for

certificates to the PCA.
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At the heart of SCMS is a unique “butterfly-key expansion” mechanism that allows

vehicles to request an arbitrary number of pseudonyms, with only a single request, such

that no single authority can link multiple pseudonyms to a single source. The vehicle

provides the RA with a “caterpillar” base point A = a × G and an expansion function

fk(l), that is a pseudo-random permutation in the integers mod l. The RA uses the point

A, and the function fk(l), to generate “cocoon” public keys such that each pseudonym

B is computed B = A+ fk(l)×G and the corresponding private key b is computed by

the vehicle as b = a + fk(l). The RA sends the cocoon public keys, individually and

in a random order, to the PCA who similarly exploits modular addition to derive final

pseudonym public key values. The pseudonym public keys and their derivation factors are

encrypted before being returned to the RA for distribution to the requesting vehicle.

Unlike the SeVeCOM reference architecture [213], SCMS does use conventional CRL

for revocation. However, to alleviate some of the scalability issues associated with having

multiple pseudonym certificates per vehicle, SCMS introduces a novel linkage-value cer-

tificate mechanism that is used to reduce the CRL size. For each pseudonym certificate

provided to a vehicle, SCMS inserts a unique linkage value that can be used to revoke all

of the pseudonyms that have a validity equal to or later than some time. Linkage values

are created by the PCA according to pre-linkage values that are generated for each vehicle

by the pair of linkage authorities, LA1 and LA2. For revocation, both LAs, the PCA and

the RA must collaborate with the misbehaviour authority MA who publishes pre-linkage

value seeds on the CRL, such that all future pseudonym certificates on the corresponding

vehicle are revoked.

For pseudonym change, SCMS recommends the following adaptation of the C2C-CC

model [84]. Each week, a batch of 20 or more pseudonym certificates are simultaneously

valid and vehicles are free to switch between the pseudonyms within the batch using any

strategy. Vehicles may be preloaded with a total of 1-3 years worth of pseudonym batches.
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Beyond the Standards

The main limitations of the leading V2X standards [85, 29] are revocation, pseudonym

resolution and privacy against curious or malicious certificate authorities. Petit et al. [189]

survey the wider literature on cryptographic schemes for vehicular communication and

identify a number of alternative techniques.

One method for improving privacy is to decentralise the roles of certificate generation

and revocation to the vehicle nodes. All of these approaches are based on the assumption

of a tamper-proof device onboard each vehicle and typically rely on the vehicle correctly

forwarding revocation messages to the secure device. In critique of the limitations of CRL

and short-lived pseudonym certificates, Raya et al. [197] propose a decentralised revocation

protocol. The certificate authority must know the long-term identity of the misbehaving

vehicle and then uses roadside infrastructure to send an encrypted revocation message.

Vehicles that receive a revocation message are individually responsible for deleting their

key material so that they are no longer able to broadcast authenticated messages.

Similarly, but without the need for pseudonym resolution, Förster et al. [98] propose the

Revocation Without Resolution (REWIRE) protocol in which revocation demands are sent

based on unresolved pseudonyms. To combat non-compliant vehicles, the authors suggest

using dummy keep-alive messages that are indistinguishable from a revocation request until

they are processed by the trusted hardware. Whitefield et al. [257] use symbolic formal

verification methods to analyse the REWIRE revocation protocol and identify a number

of security flaws. The authors develop the improved Obscure Token (O-Token) protocol

that offers a strong, verifiable guarantee of vehicular revocation without exposing the

long-term identity. Zeng [269] present the Pseudonymous PKI (PPKI) architecture which

is a general pairing-based solution for ubiquitous computing that decentralises pseudonym

generation whilst retaining centralised tracing and revocation capabilities. Armknecht et

al. [8] apply PPKI to vehicular communication and propose a related security architecture.
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Uniquely, revocation does not require cooperation from the misbehaving vehicle but is

based on re-keying the uncompromised nodes with updated system parameters.

A number of techniques for providing enhanced privacy against dishonest or colluding

certificate authorities have also been developed. Schaub et al. [208] propose a scheme

that prevents individual issuing authorities from learning linking information, but that

also permits conditional depseudonymisation based on information that is embedded

directly into pseudonym certificates. The scheme is based on so-called V-tokens that

comprise a long-term vehicle identity and a randomisation factor, all encrypted with a

multiparty revocation public key. V-tokens are blindly verified and signed by the certificate

authority, and then signed V-tokens are used to anonymously request pseudonyms from

the pseudonym authority. To resolve the identity of a misbehaving vehicle, multiple

revocation authorities must collaborate to decrypt the V-token that is embedded into the

corresponding pseudonym certificate.

PUCA [102] has stronger privacy guarantees than Schaub et al’s V-token scheme and

protects users even against colluding certificate authorities. Vehicles use fully anonymous

credentials for authentication with the certification infrastructure, yet retain efficient

standards-compliant signatures for inter-vehicle communication. Revocation is based on

the REWIRE protocol and depends on vehicles that have tamper-proof onboard hardware

and will delete their key material when requested. Also based on anonymous credentials,

Whitefield et al. [256] use Direct Anonymous Attestation (DAA) to fully decentralise the

management of pseudonym certificates such that vehicles are entirely responsible for the

generation, anonymity, linkability and revocation of their own pseudonyms. This approach

is critically dependent on the integrity of tamper-proof hardware onboard each vehicle

and demands that revocation messages are reliably forwarded to the trusted hardware.

Chen et al. [50] also use DAA and propose a scheme that, whilst retaining centralised

revocation and optional depseudonymisation, provides a mechanism for detecting vehicles
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that abuse their anonymity to send multiple messages relating to the same event.
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Chapter 4

Dismantling the AUT64

Automotive Cipher

In this chapter we present a thorough analysis of a popular and previously unstudied

vehicle immobiliser system. We reverse engineer the firmware recovered from a vehicle

immobiliser unit and expose the full details of the proprietary automotive block cipher,

AUT64. Unlike some of the other automotive ciphers that have already received attention

in the literature [28, 134, 241], AUT64 has a large 120 bit secret key that is not susceptible

to exhaustive search. We evaluate the security of our target immobiliser system and

identify a number of implementational, key management and cryptographic weaknesses.

We combine the results of our evaluation to present several practical key recovery attacks

that, in the worst-case for an attacker, recover the full 120 bit secret key in just 248.3

encryptions. Our results contribute to mounting evidence that obscurity is not a substitute

for standardised algorithms and peer-reviewed protocols. Like many others, we urge the

automotive industry to discontinue the use of proprietary cryptographic implementations

and to avoid simple key management blunders. Our results also make a more general

contribution to the literature on the cryptanalysis of generalised Feistel ciphers with

key-dependent permutations and S-Boxes.

63



4.1 Motivation

Since the study of the DST immobiliser system by Bono et al. [28] first exposed the

practice of using weak, proprietary cryptography for automotive applications, the academic

community has duly proceeded to evaluate a number of other high-profile systems [105,

249, 248, 104, 46]. Such work ensures that the systems we depend upon to secure our

vehicles, workplaces and critical national infrastructure [104] offer a degree of security that

is proportional to the value that they protect. Whilst research indicates [247] that the

majority of vehicles sold in Europe between 1995 and 2015 are fitted with an immobiliser

system based on either the Hitag2 [248] or Megamos Crypto [249] encryption algorithm,

there are still a number of relatively widespread proprietary algorithms and automotive

systems that have received less attention. In particular, the AUT64 algorithm was first

identified by Garcia et al. [105] in their case study of vehicle RKE systems. AUT64 is used

in millions of VW group vehicles sold between 2004 and 2006 but, owing to the use of a

single global master key for all vehicles with this system, the algorithm was not evaluated

at this time. In this work we discover a vehicle immobiliser system based on the same

algorithm. In the absence of global master key for this application, we are motivated to

recover the full details of the AUT64 algorithm and to thoroughly evaluate the security of

the system.

4.2 Contributions

We make three main contributions in this chapter. First, in Section 4.4 we present the

results of reverse engineering the AUT64 algorithm from a Mazda immobiliser system.

We reveal complete details of the AUT64 block cipher and its associated authentication

protocol. Secondly, we present a thorough evaluation of the immobiliser system that

includes an extensive cryptanalysis of the AUT64 algorithm in Section 4.5 and Section 4.6.
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We are able to demonstrate a number of concrete weaknesses in the algorithm. The AUT64

Feistel network function comprises a compression function and a substitution-permutation

network that have the following weaknesses:

• The input to the compression function in the first round can be precisely controlled

by a chosen-plaintext adversary.

• The output of the compression function is not uniformly random.

• The output of the substitution-permutation network is cryptographically weak when

its input is nibble-wise symmetric.

In addition, regarding the overall design of the AUT64 block cipher we show that:

• By exploiting the weaknesses we identified in the Feistel network function, we can

bias the output of the early rounds of encryption.

• The cryptographically weak output from an early round of encryption can be

identified by statistically analysing small sets of ciphertexts.

• The cipher has certain weak keys.

In Section 4.6.4 and Section 4.6.5, we develop a novel attack based on integral crypt-

analysis [151] that allows us to determine several elements of the secret key. We show that

8 round AUT64 has weaknesses that reduce the entropy of the secret key from 120 bits

to no more than 57.5 bits in a chosen-plaintext setting. These results are of independent

interest with respect to the cryptanalysis of Feistel network ciphers with key-dependent

permutations and S-Boxes.

Thirdly, in Section 4.7.2 we evaluate the overall security of the target Mazda immobiliser

system and identify the following implementational and key management weaknesses:

• The key management scheme is flawed and significantly reduces the security of the

system. The entropy of the permutation key part is reduced from 8! ≈ 215.3 to just
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16 possible key values per automotive manufacturer, with one key being used per

vehicle family.

• An additional 32 bits of the secret key are derived from the public transponder ID

using a manufacturer-wide key derivation function.

• There are indications that a large part of the key is constant across different vehicles

by the same manufacturer.

Based on the cryptographic and implementational weaknesses of AUT64, which we

summarise in Table 4.1, we present two practical attacks. Our first attack targets the

full 24 round AUT64 implementation as found in the studied immobiliser system. Our

attack requires 2 authentication traces and 248.3 encryptions to recover the 120-bit secret

key in the worst case. In practice, the security is likely much worse owing to bad key

management. Our second attack exploits knowledge of the 32 bits of secret key that can

be derived from the public transponder ID to break 8 rounds of AUT64 using just 512

chosen plaintexts and, in the worst case, 237.3 offline encryptions. In most cases, the attack

can be executed within milliseconds on a standard laptop.

Weakness Section Keyspace (bits)

None 4.4 120
High-level Analysis 4.4.2 91.5
Permutation Key Size 4.5.1 88.5
Compression Function Weakness 4.5.2 6 87.5
Permutation Weakness 4.6.1 85.7
Compression Function Weaknesses 4.6.2, 4.6.3 6 57.6
Integral Cryptanalysis 4.6.4, 4.6.5 6 78.8
Key Derivation Weakness 4.7.1 59.5

Table 4.1: A summary of the cryptographic AUT64 weaknesses identified in this work and
the corresponding impact on the security of the cipher.
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4.3 Notation

In this chapter we make use of the following notation conventions. We let ∧, ∨, ⊕, � and

� define the bitwise AND, OR, XOR, left-shift and right-shift operations, respectively.

We use ‖ to denote bitwise concatenation and we use the term symmetric byte to refer to

a byte b ∈ F8
2 of the form n ‖ n where n ∈ F4

2. In the context of byte strings or lookup

tables, we specify an index using square brackets. We define two functions msbm and lsbm

that return the m most and least significant bits, respectively. When the operand is a

single byte we also define the functions un and ln to mean msb4 and lsb4, respectively.

Finally, where M is some set we use m $←−M to denote the assignment to m an element

in M chosen uniformly at random.

When describing the AUT64 block cipher, we use the taxonomy and language of

generalized Feistel networks developed by Schneier and Kelsey [211].

4.4 AUT64

In this section we present the complete details of the AUT64 block cipher and its associated

authentication protocol. AUT64 is a 64-bit block cipher with a 120-bit secret key that

was first identified by Garcia et al [105] as the algorithm used to secure most VW Group

RKE systems manufactured between approximately 2004 and 2006. The details of AUT64

were not studied further at this time owing to the use of a single, global master key. As a

proprietary algorithm, the only prior publicly available information on AUT64 are from

the patent application [34] and the product datasheet [224].

In this work, we present the AUT64 algorithm as implemented by the Atmel TK5561

[199], an automotive transponder package for the Atmel e5561 cryptographic IDentification

IC (IDIC) [224]. The TK5561 transponder is used in a number of Mazda, Ford and Proton

vehicle keys, which are shown in Figure 4.2. The e5561 IDIC combines the AUT64
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block cipher and a custom made challenge-response protocol to provide an authentication

mechanism that is intended for use in “high-security” automotive applications such as

vehicle immobilisation.

Make Models Years

Mazda 323 1999-2003
626 1999-2002
Demio 1999-2001
Miata/MX-5 2000-2005
MPV 2000-2006
Premacy 2000-2004
121 1999-2001
BT-50 2006

Ford Ranger 2006
Proton 415 1998

416 1998

Table 4.2: Vehicles known to use TK5561
transponder keys.

Concretely, AUT64 is a 64-bit Unbal-

anced Feistel Network (UFN) block cipher

with a 120 bit key length. In the TK5561

transponder package, the cipher is config-

urable to use either 8 or 24 rounds. AUT64

has also been found using a 12 round im-

plementation in the VW Group RKE sys-

tem where the cipher was first discovered.

The AUT64 key space is the triplet of all

32-bit binary strings, all 8 element permu-

tations and all 16 element permutations

K = 〈F32
2 , P8, P16〉. In this work we refer to these key parts as the compression function

key, permutation key and substitution key, respectively. The 120 bit key size is the sum of

the 32, 24 and 64 bits occupied by the F32
2 , P8 and P16 key parts respectively.

4.4.1 Reverse Engineering an Immobiliser System

To recover the AUT64 algorithm we reverse engineered the immobiliser unit firmware

from a vehicle that uses the TK5561 transponder. Specifically, we recovered the firmware

from a Mazda “Module 142” immobiliser system using a standard programmer. Since this

immobiliser system was built using an off-the-shelf Motorola MC68HC05B6 microcontroller,

we were able to use the IDA Pro disassembler to analyse the firmware image.

By disassembling the firmware image we were able to fully reconstruct the AUT64

algorithm and the challenge-response protocol used by the immobiliser system. We found
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that the Mazda system uses a 24 round profile of the AUT64 encryption algorithm and

challenge-response authentication protocol specified by the Atmel TK5561 transponder

package. We proceeded to create a reference implementation of AUT64 in both Python

and C which we then used to develop, test and evaluate our attacks. We verified the

results of our firmware analysis against the available TK5561 transponder documentation

[34, 224] and an implementation that was developed for working with VW Group RKE

systems [105]. Our analysis of the firmware also allowed us to locate the permutation and

S-Box key parts from our target system:

• The permutation key part kσ, also located in page 6 in the transponder’s memory, is

found in the first 32 bits of the microcontroller’s Programmable Read-Only Memory

(PROM) starting at the address 0x0800. The kσ we recovered, 0x25763041, is a

cyclic permutation [24] with no fixed points.

• The substitution key part kτ , also found on pages 7 and 8 in the transponder’s

memory, is located in the 64 bits of PROM that immediately follow the permutation

key part. The kτ we recovered, 0x436aef12d5890c7b, is bijective, as expected, but

otherwise unremarkable.

Surprisingly we did not find the 32-bit compression function key part kG stored in

the immobiliser system firmware. Instead, we discovered that kG is computed from the

public transponder ID that is transmitted each time the transponder initiates the TK5561

challenge-response protocol. kG is computed using a proprietary, manufacturer-wide key

derivation function that we detail further in Section 4.7.2.

4.4.2 The AUT64 Block Cipher

In this section we fully specify the AUT64 block cipher. We begin with a description of

the high-level Feistel network and a secret-key specification and then we describe the full

key-dependent structure.
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(a) The high-level AUT64 Feistel network
structure. In each round, all bytes in the
state are permuted according to the byte
permutation σbyte and then the seventh byte
of the permuted state x′7 is encrypted using
the Feistel function F .
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(b) The AUT64 Feistel function F .

Figure 4.1: The AUT64 Feistel network construction (a) and Feistel function F (b).

The AUT64 cipher state and secret key structure are defined as follows.

Definition 4.4.1 (AUT64 Cipher State) We define an AUT64 state X as an element

in F64
2 where X is composed of eight bytes x0, . . . , x7, each an element in F8

2.

Definition 4.4.2 (AUT64 Secret Key) We define an AUT64 secret key as a triplet

K ∈ 〈kG, kσ, kτ 〉 where:

• The compression function key part kG ∈ F32
2 is a bit string that is used to by the

key schedule to create round keys.

• kσ is an 8 element permutation that defines both the Feistel network byte permutation

σbyte and the Feistel function bit permutation σbit.

• kτ is a 16 element permutation that defines the 4×4 S-Box τ that is repeatedly

applied in the Feistel function F .

With respect to Definition 4.4.1 and the block cipher taxonomy we introduced in
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Section 2.3.2, AUT64 is a UFN block cipher where the source block is the 64-bit cipher

state X = (x0 . . . x7) and the target block is the seventh byte of the permuted state

X ′[7] = x′7. As shown in Figure 4.1a, the high-level Feistel network structure of AUT64

comprises two operations:

1. The byte permutation σ(X) which takes as input the cipher state X and applies

the key-dependent byte permutation σbyte. The output is the permuted state

X ′ = (x′0 . . . x′7).

2. The Feistel function F that takes as input the permuted state X ′ and produces one

encrypted output byte x′′7.

In each round, the cipher state is first permuted σbyte : (x0, . . . , x7) → (x′0, . . . , x′7)

and then the Feistel function F : (x0, . . . , x7)→ x′′7 is applied. The UFN construction of

AUT64 necessitates that, at a minimum, for each input bit to be replaced with encrypted

output from the Feistel function F the cipher must be run for 8 rounds. In more detail,

we can determine that the byte permutation σbyte should have a cycle length of 8 and

therefore be free of fixed points. If σbyte had any fixed points then whole bytes of the

plaintext would always appear in the ciphertext, regardless of how many rounds were

applied. In the remainder of this work we assume that the AUT64 permutation key part

kσ always specifies a cyclic permutation of length 8 with no fixed points.

With respect to Definition 4.4.2, the AUT64 patent application [34] specifies a key

generation and diversification process that relates to the structure of an AUT64 key. The

AUT64 key generation procedure is as follows:

• The so-called “random key”, or compression function key part kG, is a random bit

string that is generated from the DES encryption of a seed that is to be randomly

chosen by the automotive manufacturer.

• The“family key”, corresponding to the permutation key part kσ, is partially allocated

by Atmel and partially chosen by the automotive manufacturer. Specifically, each
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manufacturer is allocated 16 different family keys and is expected to use a different

key per vehicle family.

• The “user key”, which corresponds to the substitution key part kτ , is generated

using a proprietary “special method” that is not otherwise specified. The patent

claims that the user key will only repeat after 20.9× 1012 keys have been generated.

This claim would suggest that the entire 4× 4 bijective S-Box space is utilised when

choosing the user key.

Definition 4.4.3 (AUT64 Feistel Function) As shown in Figure 4.1b, the AUT64

Feistel function comprises the following four operations:

1. The compression function G that takes as input the permuted cipher state (x′0, . . . , x′7)

and outputs a compressed byte g.

2. The substitution operation S = τ
(
un(g)

)
‖ τ

(
ln(g)

)
which is composed from the

nibble-wise application of the key-dependent 4× 4 S-Box τ to the upper and lower

nibble of the compressed byte g.

3. The permutation operation σbit that takes as input the substituted, compressed byte

S(g) and applies the bitwise permutation σbit that is defined by the permutation

key part kσ.

4. The substitution operation is applied again but to the output from the bitwise

permutation. This final operation produces the encrypted byte that is output by

the Feistel function: x′′7 = S

σbit

(
S(g)

).

As shown in Figure 4.2, the AUT64 compression function G computes two nibble-wise

XOR sums of values chosen from the key independent lookup table Toffset. Specifically, for

each input byte x′0, . . . , x′7, the function G computes an upper and lower-nibble round key.

Each 4-bit round key is used alongside the corresponding upper or lower input byte nibble

to select a value from the table Toffset. Each value selected from Toffset is added, modulo 2,

into the corresponding upper or lower output register.

72



gl

gu
F8

2F64
2

un

ln
Toffset

kG

TU TL

uk lk

||

||

Key 
schedule

r

 
x0′

x1′

x2′

x3′

x4′

x5′

x6′

x7′

Figure 4.2: The AUT64 compression function G that includes a key scheduling mechanism.
The dotted lines indicate that each input byte x′0, . . . , x

′
7 is individually input to the

remainder of the function.

The compression function lookup table Toffset is a 16× 16 array of nibble values that is

symmetric about its descending diagonal axis. When accessing the table, the compression

function G uses the round-key nibble to select a row and the input-byte nibble to select

a column. Although not used in this vehicle immobiliser application, Toffset indicates

that AUT64 decryption is possible as the output nibble from Toffset and the round-key

nibble can be used to uniquely determine the input-byte nibble that was encrypted. We

specify the complete compression function lookup table that we recovered from the Mazda

immobiliser system firmware in Appendix A.

We now specify the AUT64 key scheduling algorithm. The AUT64 key schedule is part

of the compression function G that is shown in Figure 4.2. In each round, the compression

function derives a unique round key from the key part kG and the key scheduling tables TU

and TL. For every round of AUT64 encryption, each table TU and TL specifies a unique
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permutation of the compression function key part kG. Two round keys are computed for

each round as TU and TL are used to compute the round key that is used to encrypt the

upper and lower nibble in each input byte, respectively. The full key scheduling tables

from the Mazda immobiliser system firmware we analysed can be found in Appendix A.

Definition 4.4.4 (AUT64 Round Keys) Let r be the round number and i the input

byte index, then the upper and lower round key nibbles, respectively, are computed as

follows:

uk(kG, r, i) = kG

TU[(r × 8) + i
] lk(kG, r, i) = kG

TL[(r × 8) + i
]

Definition 4.4.5 (AUT64 Compression Function) The AUT64 compression func-

tion G takes as input the permuted state x′0, . . . , x′7, the key part kG, the round number r

and the key-independent lookup tables Toffset, TU and TL. Eventually, G outputs a single

byte that is the concatenation of two 4-bit variables, gl and gu, that are computed as

follows:

gu =
7⊕
i=0

Toffset

[
uk(kG, r, i) ‖ un(X ′i)

]
gl =

7⊕
i=0

Toffset

[
lk(kG, r, i) ‖ ln(X ′i)

]

Ideally, the compression function G would output a uniformly random 4-bit value. It

is notable however that as the first row and column in Toffset contain only the value zero,

this is not the case. Indeed, if either the round-key or input-byte nibble has the value zero

then for that particular input G will always add zero to the respective output register,

leaving it unchanged. We exploit this weakness further in Section 4.5.2.

4.4.3 Authentication Protocol

This section describes the challenge-response authentication protocol that takes place

between the vehicle immobiliser unit and the TK5561 transponder. According to the
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patent, the objectives of the protocol are to provide a method for authentication and to

prevent known and chosen-plaintext cryptographic attacks [34].

Definition 4.4.6 (AUT64 Authentication) We define AUT64 authentication as the

quartet of algorithms A =
(

EncAUT64, C,R,H
)

, where for all AUT64 keys K ∈ 〈kG, kσ, kτ 〉,

for all checksums h ∈ F5
2 and for all nonces and challenges (X, Y ) ∈ F64

2 :

• EncAUT64 : X 7→ EncAUT64(K,X) is the AUT64 encryption algorithm.

• CkG
: Y 7→ C(kG, X) is the protocol challenge algorithm which is keyed with the

compression function key part kG ∈ K.

• RkG
: X 7→ R(kG, Y ) is the protocol nonce-recovery algorithm which is keyed with kG

and computes the preimage of CkG
such that ∀kG ∈ F32

2 and ∀X ∈ F64
2 , the following

consistency equation holds X = RkG

(
CkG

(X)
)

.

• H : h 7→ H(Y ) computes the hamming weight of Y .

Challenge, Y

Immobiliser

h

Transponder

IDcode

5. Recover Nonce
X = RkG

(Y)

4. Compute Checksum
h = H(Y)

6. Compute Response
RT = EncAUT64(K,X)
RT = msb32(RT)⊕lsb32(RT)RT
′

R=RT ∈{0,1} ?′ ′

3. Compute Challenge
X {0,1}64$

2. Choose Nonce
1. Select key K

Y = CkG
(X)

6. Compute Response
R = EncAUT64(K,X)
R = msb32(R)⊕lsb32(R)′ ′

Figure 4.3: The TK5561 authentication protocol.

75



During installation of the vehicle immobiliser system, each authorised transponder key

has its IDcode and AUT64 key K stored within the immobiliser unit. As we discuss in

Section 2.1.1, during normal operation the transponder is energised by the immobiliser

system antenna when the vehicle key is placed in the ignition barrel. The TK5561

immobiliser authentication protocol, shown in Figure 4.3, comprises the following six steps:

1. Once energised, the transponder initiates the protocol by sending its unique IDcode

value. When an authorised transponder sends its IDcode, the immobiliser unit looks

up the corresponding AUT64 key K. To account for spare keys, each immobiliser

unit may have several different authorised transponder IDcodes.

2. The immobiliser unit chooses a random 64-bit nonce X.

3. The immobiliser computes the challenge Y = CkG
(X), by applying the challenge

algorithm to the nonce X, and then sends Y to the transponder.

4. The transponder computes the hamming weight h = H(Y ) of the challenge Y and

then sends the result to the vehicle immobiliser. This step is intended as a time-

saving mechanism so that transmission errors can be detected without completion of

the whole authentication protocol.

5. The transponder recovers the nonce X = RkG
(Y ) by applying the nonce-recovery

algorithm to the challenge Y .

6. The immobiliser and the transponder both compute the AUT64 encryption of the

nonce X, using the key K, and then optionally compress the result by adding the

bottom and top halves of the ciphertext together modulo 2. The transponder sends

the encrypted nonce to the immobiliser which then compares the response with

the locally computed encryption. If the bit strings match then the authentication

succeeds and the vehicle is mobilised.

The challenge algorithm C is based on a proprietary LFSR-based stream cipher that

takes as input the compression function key part kG. More precisely, the challenge cipher
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Z[0] Z[1] Z[2] Z[3]Z

ks

Z[3] ⊕ (Z[0] ⊕ (Z[0] ⊕ (Z[0] ≫ 4)) ≫ 1) ≫ 1

 ′

Figure 4.4: The proprietary TK5561 challenge LFSR cipher C.

state is a 32-bit register Z that is seeded with a value derived from kG as follows:

Z = kG[0]⊕ 0xD5 ‖ kG[1]⊕ 0x89 ‖ kG[2]⊕ 0x0C ‖ kG[3]⊕ 0x7B

Once seeded, the challenge cipher is used to generate a 64-bit keystream that is used

to compute the challange C by adding the keystream, bitwise and modulo 2, to the

nonce X. Each keystream bit is computed as follows. First, the algorithm calculates the

feedback-byte Z ′ from the register state Z such that:

Z ′ = Z[3]⊕
Z[0]⊕

(
Z[0]⊕ (Z[0]� 4)

)
� 1

� 1

Next, the rightmost bit of the feedback byte Z ′ is shifted into the LFSR at position zero

and is then output as the next key stream bit ks.

In the following sections we first identify a number of theoretical, cryptographic

weaknesses in the design of AUT64 as a symmetric encryption primitive. Then, in Section

4.7, we focus on the concrete immobiliser system implementation and present two practical

attacks on the use of AUT64 within a complete system.
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4.5 Weak Keys

Ideally, for all AUT64 key pairs K0, K1 ∈ 〈kG, kσ, kτ 〉, there should be no simple relation

between the AUT64 encryption functions AUT64K0(·) and AUT64K1(·). In this section,

we identify two classes of weak keys [19] for which the AUT64 encryption function is

weaker than the others. In both cases, we develop a chosen-plaintext membership test that

succeeds in identifying the class of weak keys and that consequently reduces the effective

key space.

4.5.1 Permutation Key Part

In Section 4.4.2, we introduce the detailed Feistel network structure of the AUT64 block

cipher and show that the permutation key part kσ is used to permute the cipher state

in each round. For each bit in the plaintext to be replaced with the encrypted output

from the AUT64 Feistel function, the cipher must be run for at least 8 rounds and the

byte permutation σbyte, defined by kσ, must not have any fixed points. If σbyte has a

cycle length of less than 8 then the AUT64 ciphertext will always contain at least one

byte from the original plaintext, regardless of how many rounds of encryption are applied.

A chosen-plaintext adversary can identify weak permutation keys by asking for a small

number of encryptions and inspecting the resulting ciphertexts.

Since any cipher that leaves whole bytes of the encrypted plaintext unchanged in the

ciphertext is trivially insecure, kσ contains a class of weak keys that must be avoided. The

byte permutation σbyte defined by kσ must be a cyclic permutation of length 8, with no

fixed points. Placing these structural constrains on kσ considerably reduces the effective

key length from the 24 bits as stated in the patent [34]. To begin with, restricting kσ to

only bijective permutations reduces the key space from 224 to just 8! ≈ 215.3. Introducing

the additional limitation that only cyclic permutations are permissible, the remaining

effective key space of kσ is just (8− 1)! ≈ 212.3. In general, if kσ is cyclic and n elements
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of the permutation are known then the number of possible key values is (7− n)! [24].

4.5.2 Compression Function Key Part

In accordance with Definition 4.4.5, the AUT64 compression function G takes as input

the permuted cipher state x′0, . . . , x′7, the key part kG, the round number r and the three

key-independent lookup tables Toffset, TU and TL. As noted in Section 4.4.2, whilst an

ideal compression function would output a uniformly random 4-bit value, G exhibits

non-uniform behaviour when either the compression function key part kG or the input

state x′0, . . . , x′7 contains a nibble with the value zero.

Since any kG nibble with the value zero causes Toffset to output zero, regardless of the

corresponding input nibble being compressed, these keys are undesirable and cause the

strength of the AUT64 encryption algorithm to be weakened. In the most extreme case,

where all of the nibbles in kG have the value zero, the entire AUT64 encryption algorithm

is reduced to a constant value. Correspondingly, the compression function key parts kG

that contain one or more nibbles with the value zero constitute a class of weak keys. We

note that for different applications of AUT64, this class of weak keys may be undesirable

for a second reason. When the round key nibble selected from kG has the value zero, it is

no longer possible to use the output from Toffset to recover the corresponding input nibble,

AUT64 is no longer bijective and decryption is not possible. Removing the weak keys in

kG that contain zero nibbles reduces the effective key length |kG| to 158 ≈ 231.3.

We now present a chosen-plaintext attack on 8 round AUT64 that identifies certain

weak compression function keys kG. In relation to the key-independent lookup tables TU

and TL provided in Appendix A, the 3rd and 6th nibbles of kG are of particular significance.

In the first round of AUT64 encryption, kG[3] and kG[6], are used to encrypt the upper and

lower nibble, respectively, of the last input byte x′7. After 8 rounds of AUT64 encryption,

the output of the first round is present in the ciphertext for analysis. In the following
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chosen-plaintext attack, we exploit the structure of the compression function to determine

whether kG[3] ?= 0, kG[6] ?= 0 and kG[3] ?= kG[6]. We formulate our attack as the following

game played between an adversary A and the AUT64 encryption oracle OAUT64:

1. The adversary A submits the plaintext (0x00)8 to the oracle OAUT64 and learns the

corresponding ciphertext cref = OAUT64(0x00)8.

2. A generates the following set of plaintexts that will be used to determine whether

kG[3] ?= 0. First, the adversary A chooses a fixed nibble value n. A then composes

the set of 8 plaintexts PkG[3] such that each plaintext has 7 bytes with the value 0x00

and one byte with the value 0x0n. Each plaintext should have the target byte 0x0n

at a different position, e.g. PkG[3] =

(0x00,0x00,0x00,0x00,0x00,0x00,0x00,0x0n)

(0x00,0x00,0x00,0x00,0x00,0x00,0x0n,0x00)

. . .

(0x0n,0x00,0x00,0x00,0x00,0x00,0x0n,0x00)

3. The adversary A submits the plaintexts in PkG[3] to the AUT64 encryption oracle

OAUT64 and learns the corresponding ciphertext set CkG[3]. If any of the ciphertexts

in CkG[3] match the reference ciphertext cref obtained in the first step of the game

then A learns that kG[3] = 0.

4. A repeats a similar process to determine whether kG[6] ?= 0. Once again, A chooses

a fixed nibble value n and then composes the set of 8 plaintexts PkG[3] such that each

plaintext has 7 bytes with the value 0x00 and one target byte. This time, the target

byte 0xn0 has the fixed value n located in the upper nibble position.

5. As earlier, the adversary A submits the plaintexts in PkG[6] to the AUT64 encryption

oracle OAUT64 and learns the corresponding ciphertext set CkG[g]. If any of the
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ciphertexts in CkG[6] match the reference ciphertext cref obtained in the first step of

the game then A learns that kG[6] = 0.

6. Finally, to determine whether kG[3] ?= kG[6], A can compare the ciphertext sets CkG[3]

and CkG[6]. If the sets contain pairs of ciphertexts, c3 from CkG[3] and c6 from CkG[6],

such that for some nibble values a, b, c ∈ {0, 1}4, c3 always contains a ciphertext byte

b3 = 0xab and c6 always contains a ciphertext byte b6 = 0xca, and both b3 and b6

are at the same position in c3 and c6, respectively, then kG[3] = kG[6].

The intuition behind this attack is that when the input nibble has the value 0x0 then

the value in the XOR sum output by the AUT64 compression function G is unchanged.

In this attack, 15/16 of the input nibbles have the value 0x0 and so the output of the

compression function in the first round is entirely determined by one nibble from the

compression function key part kG. Specifically, from the round key lookup tables TU and

TL provided in Appendix A, the output is determined by either the 3rd or 6th nibble in

kG. If either kG[3] = 0 or kG[6] = 0 then, because the first row in Toffset contains only

zeroes, encrypting one of the plaintexts in PkG[3] or PkG[6], respectively, will be identical to

encrypting the reference string (0x00)8.

If either kG[3] = 0, kG[6] = 0 or kG[3] = kG[6], the entropy of the compression function

key part is reduced by approximately 4 bits. In the worst case, kG[3] = 0 and kG[6] = 0

and the adversary learns 8 bits of kG.

4.6 Cryptanalysis of AUT64

In this section, we present our cryptanalysis of the AUT64 block cipher, identify several

weaknesses in the design and formulate a number of theoretical attacks. Generally, the

security of a block cipher would be evaluated by measuring its resistance to both linear

[171] and differential [17] cryptanalysis. In particular, the substitution and permutation

operations are often scrutinised to determine the presence of any differential covariance
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or linearity [125]. In this work, owing the fact that in AUT64 the primary substitution

and permutation operations are key-dependent, we seek to develop alternative techniques

that provide general attacks which are independent of the key. Our cryptanalysis is

predominantly applicable to the 8 round AUT64 configuration, and treats AUT64 as an

encryption oracle in the chosen-plaintext setting.

4.6.1 Permutation Weakness

In this section we identify four weaknesses in the design of AUT64 and develop a corre-

sponding attack that enables an adversary to determine an element from the permutation

key part kσ. Specifically, we present a 16 chosen-plaintext attack that reduces the effective

key space of kσ to just (7− 1)! ≈ 29.5. Our attack exploits the following four weaknesses:

1. The compression function G does not behave like a uniformly random oracle. Care-

fully chosen inputs can be used to cause highly distinguishable outputs.

2. A chosen-plaintext adversary can tightly control the input to G in the first round of

encryption.

3. The Substitution-Permutation Network (SPN) that takes the output of G and

completes the Feistel function F has a cryptographic weakness.

4. After 8 rounds of AUT64, the output from the Feistel function F in the first round

is a byte in the ciphertext.

We formulate our attack as the following game played between an adversary A and

the AUT64 encryption oracle OAUT64.

1. The adversary A generates the set of 16 chosen plaintexts P such that for every nibble

value n ∈ {0, . . . , 15}, there is a corresponding plaintext pn ∈ P that comprises 8

82



identical and symmetric bytes pn = (n ‖ n)8. In other words P =

(0x00,0x00,0x00,0x00,0x00,0x00,0x00,0x00)

(0x11,0x11,0x11,0x11,0x11,0x11,0x11,0x11)

. . .

(0xFF,0xFF,0xFF,0xFF,0xFF,0xFF,0xFF,0xFF)

2. A submits the plaintexts p ∈ P to the AUT64 encryption oracle OAUT64 and learns

the corresponding ciphertext set C = {OAUT64(p) : p ∈ P}.

3. The adversary A creates 8 lists C ′0, . . . , C ′7. For each byte index b in each ciphertext

c ∈ C, A adds the byte c[b] to the list C ′b.

4. For each list of bytes C ′0, . . . , C ′7, A counts the total number of symmetric bytes. The

adversary A guesses that the permutation key part kσ[b], that corresponds to the

first round of AUT64 encryption, has the value 7.

This attack works by exploiting, with chosen plaintexts, weaknesses in the AUT64

compression function G that cause the output to always be a symmetric byte. The 16

chosen plaintexts in this attack force G to output the full range of 16 symmetric bytes

0x00, . . . , 0xFF. Outputs from G are then substituted nibble-wise by the substitution

operation S and the symmetry remains. Only the bitwise permutation σbit changes the

symmetry of the byte before it is once again substituted with the same symmetry-retaining

operation S. In more detail, the attack works as follows.

Each chosen p ∈ P is first input to the byte permutation operation σbyte. Since each

plaintext is composed from 8 identical bytes, σbyte has no effect. Choosing plaintexts with

this structure allows the adversary to tightly control the input to the compression function

G in the first round.

Since the compression function G is provided with an input composed from 8 identical
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bytes, the adversary can be certain that this will cause G to output a symmetric byte.

This property holds because G outputs a nibble-wise XOR sum of values derived from

each byte in the input and the compression function key part kG. The upper and lower

nibble in the output sum is derived from the upper and lower nibbles in the input bytes,

respectively. Each value in the sum is chosen from the key-independent lookup table Toffset

using a nibble chosen from kG and a nibble from the input. As all of the input nibbles

have the same value, and each of the key nibbles from kG are used in both the upper and

lower sum, the same terms are always chosen from Toffset. The order of the terms will

differ in the upper and lower parts of the output sum, but since addition modulo 2 is

commutative, the final value will always be the same.

Finally, the symmetric byte output from G is input to the SPN that completes the

Feistel function F and produces the round output. The SPN is an entirely key-dependent

construction that uses both the substitution key part kτ and the permutation key part

kσ. The only operation in the SPN that does not preserve the symmetry of the input is

the bitwise permutation σbit. On average σbit will break the symmetry of the input byte,

however there are at least two inputs that will be unaffected, regardless of the AUT64 key.

At the least, symmetry of the SPN input byte will be preserved when the input to σbit

is 0x00 and when it is 0xFF. No matter how these bits are permuted the resulting byte

will always have the same value. This property means that, for a minimum of 2 of the 16

chosen plaintexts, the output from the first round of AUT64 encryption will always be a

symmetric byte. In the next section, we explore the full distribution of attack outcomes

under different key values and use the results to further reduce the security of AUT64.

An adversary who successfully identifies one element of the permutation key part kσ

using this attack reduces the permutation key space from 7! ≈ 212.3 for a key that is known

to be cyclic, to (7− 1)! ≈ 29.5 for a key where one element of the permutation is known.
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4.6.2 Compression Function Weakness

In this section, we continue to develop the previous attack by considering that the output

from the first round of encryption can be used to gain an advantage in determining the

compression function key part. We reduce the security of AUT64 to less than 76.9 bits

and show that for a class of weak keys, the entropy is as little as 44.7 bits.

When the adversary in Section 4.6.1 asks for the encryption of the set of chosen

plaintexts P =
{

(n ‖ n)8 : n ∈ {0, . . . , 15}
}

, the corresponding set of compression function

output bytes in the first round belong to one of 16 equivalence classes. This can be

understood in terms of the compression function lookup table Toffset, which has 16 rows

and columns. Each chosen plaintext p ∈ P fixes one column in the table, leaving just 16

possible key-dependent outputs. In this attack, each AUT64 compression function key

part kG belongs to an equivalence class that is determined by the XOR sum of its nibbles.

In other words, ∀kG ∈ F32
2 , class(kG) = ⊕7

i=0 kG[i].

The compression function output bytes that correspond to each key class can be read

from Toffset in Appendix A by using the class membership function class(kG) to select a row

from the table. Considering the set of bytes output by the compression function G during

the first round of encryption of the set of plaintexts P , there are two possible distributions:

1. Typically, G will output a uniform distribution comprising the 16 different nibble

values. This is the expected behaviour, it means that G is behaving injectively and

that decryption is feasible. Only 15/16 compression function key parts have this

property so the key space is reduced from 232 to (15
16 × 158) ≈ 231.2.

2. For every 1/16 compression function keys kG that belongs to the class class(kG) = 0, G

does not behave injectively its output is reduced to a constant value. Correspondingly,

this distribution can be used to reduce the effective key space of kG to 228. If we

consider only non-weak kG as defined in Section 4.5.2, the key space is further
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reduced to ( 1
16 × 158) ≈ 227.3.

The compression function output distribution is preserved by the SPN that completes

the AUT64 Feistel function F . Correspondingly, when considering the set of bytes C ′i
output in the first round when encrypting the set of plaintexts P , either a uniform or

a degenerate distribution will be formed. The distribution formed in C ′i can be used to

determine some bits from the substitution key part kτ .

On average, C ′i will have a uniform distribution and will also feature at least two

symmetric bytes. The precise number of symmetric bytes is determined by the bitwise

permutation σbit. We analysed the complete permutation key space to develop the following

statistical distinguisher based on the number of symmetric bytes in the set C ′i. 46%, 42%,

11% and 1% of kσ key values1 result in exactly 2, 4, 8 and 16 symmetric bytes in C ′i,

respectively.

The average case, that there are exactly two symmetric bytes in C ′i, is the second best

outcome for the adversary. The adversary can be certain that these two bytes reveal the

key-dependent substitutions of 0x00 and 0xFF, as these values always remain constant

despite permutation. When there are two symmetric bytes in C ′i, the security of the

substitution key part kτ is reduced from 16! ≈ 44.3 bits to just 2 × 14! ≈ 37.3 bits. In

addition, the security of the permutation key part kσ and the compression function key

part kG is reduced to approximately 0.46× (7− 1)! ≈ 8.4 bits and 31.2 bits, respectively.

In total, the security of AUT64 is reduced to no more than 276.9 possible key values.

The best case for an adversary is that encrypting the set of chosen plaintexts P produces

16 symmetric bytes in C ′i. This result reduces the entropy of kσ to 48 ≈ 5.6 bits, of kτ

to 15 × 16 ≈ 7.9 bits and of kG to ≈ 31.2 bits. For this class of permutation keys, the

security of 8 round AUT64 encryption is reduced to less than 244.7 key values.

We note that sometimes a ciphertext byte index other than the one corresponding to
1Specifically, there are 2304, 2112, 576 and 48 cyclic kσ values that produce 2, 4, 8 and 16 symmetric

bytes in C ′
i respectively.
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the first round will also feature a number of symmetric bytes. In this case it may not be

possible for the adversary to determine which set of ciphertext bytes C ′i corresponds to the

output from the first round. To overcome this situation we developed a second technique.

The adversary simply divides each candidate byte list C′i into an upper and lower nibble

set. The first round can always be uniquely distinguished by equality of the upper and

lower nibble sets.

4.6.3 Compression Function Divide-and-Conquer

In this section we identify a second weakness in the AUT64 compression function G and

develop a corresponding attack that reduces the security of AUT64 to no more than 57.7

encryptions. The way in which G makes nibble-wise use of the compression function key

part kG can be exploited to cause outputs that are dependent on just a single nibble in kG.

In each round, the key-independent lookup tables TU and TL are used to determine the

permutation of kG that is used to encrypt each upper and lower input nibble, respectively.

If all of the input nibbles except one have the value zero, then the output of G in the first

round will always be dependent on a single nibble in kG. We exploit this behaviour with

the following chosen-plaintext attack which we formulate as a game played between an

adversary A and the AUT64 encryption oracle OAUT64:

1. The adversary A runs the 16 chosen-plaintext attack developed in Section 4.6.1 to

determine the ciphertext byte position b0 that corresponds to the output from the

first round of encryption.

2. Next, A creates the set of 16 chosen plaintexts P such that each plaintext p ∈ P

comprises a unique nibble value n ∈ {0, . . . , 15}, and 15 nibbles with the value zero.

In each plaintext, n must be placed at the byte position b0 that will be permuted by

the byte permutation σbyte into the 8th byte in the first round. For example where
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b0 = 3, P =

(0x00,0x00,0x00,0x00,0x00,0x00,0x00,0x00)

(0x00,0x00,0x00,0x01,0x00,0x00,0x00,0x00)

. . .

(0x00,0x00,0x00,0x0F,0x00,0x00,0x00,0x00)

3. The adversary A submits the set of chosen plaintexts P to the AUT64 encryption

oracle OAUT64 and learns the corresponding ciphertext set C = {OAUT64(p) : p ∈ P}.

A creates the set C ′ro
that comprises the ciphertext byte at position r0 for every

ciphertext c ∈ C. i.e. C ′ro
= {c[r0] : c ∈ C}.

4. A now exhaustively searches the remaining key space that comprises the target

compression-function key nibble kG[3], the permutation key part kσ and the substitu-

tion key part kτ . For each candidate key value K ∈ 〈kG[3], kσ, kτ 〉, the adversary A

computes the set of ciphertexts Cref = {EncAUT64(K, p) : p ∈ P} and the correspond-

ing the set of bytes from the first round C ′ref = {cref[r0] : cref ∈ Cref}. The correct

key has been found once C ′ref = C ′ro
.

5. The adversary A efficiently determines the remaining unknown key nibbles in kG

by supplying additional sets of chosen plaintext to the oracle OAUT64 that target

different key nibbles. The simplest example is that by moving the nibble value n from

the lower to the upper 4-bits at position r0 in each ciphertext, the 6th key nibble

kG[6] can be determined. Since the other key parts have already been determined,

each unknown key nibble will only require 15 chosen plaintexts and up to 15 offline

encryptions.

The attack presented above requires 137 chosen plaintexts and reduces the security

of AUT64 to (16!× 6!× 15) + (15× 7) ≈ 257.6 encryptions. The attack implementation
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can be optimised significantly by observing that the output of the compression function G

in the first round is only determined by a single row in Toffset. Indeed, G can be entirely

reduced to Toffset and values from the table used directly to test candidate permutation

and substitution key values. This is considerably less computation than running the full

AUT64 encryption algorithm and 257.6 operations is well within the reach of specialised

setups for exhaustive key search [118].

4.6.4 Integral Cryptanalysis

In this section we generalise the permutation weakness attack from Section 4.6.1 and

develop an integral cryptanalysis technique that enables an adversary to determine several

permutation elements from the key part kσ. Specifically, we present a 272 chosen-plaintext

attack that reduces the cyclic permutation key space from 12.3 bits to just 6.9 bits.

Integral cryptanalysis [151] is a sibling of differential cryptanalysis that considers,

rather than the propagation of differences between pairs of values, the propagation of

sums of many values. Where differential cryptanalysis considers the XOR difference

of plaintext-ciphertext pairs, integral cryptanalysis is concerned with sets of plaintexts,

the corresponding sets of ciphertexts, and the XOR sums over the entire sets. Integral

cryptanalysis is particularly effective against block ciphers that are composed from only

bijective components.

The 8 round AUT64 implementation is vulnerable to the following chosen-plaintext

integral cryptanalysis attack which we formulate as a game played between an adversary

A and the AUT64 encryption oracle OAUT64. In this attack, A learns two elements from

the permutation key part kσ:

1. The adversary A runs the permutation weakness attack from Section 4.6.1. This

attack requires 16 chosen plaintexts, negligible computation and determines the byte

position r0 that corresponds to the output from the first round of encryption.
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2. A generates the set of 256 chosen plaintexts P such that each plaintext p ∈ P

has 7 bytes with the value 0x00 and one byte with a unique 8-bit value n ∈

{0x00, . . . , 0xFF}. In each plaintext p, n is placed at the position r0 so that in the

first round, the permuted plaintexts input to the compression function are of the

form (0x00)7 ‖ n. For example if r0 = 3, then P =

(0x00,0x00,0x00,0x00,0x00,0x00,0x00,0x00)

(0x00,0x00,0x00,0x01,0x00,0x00,0x00,0x00)

. . .

(0x00,0x00,0x00,0xFF,0x00,0x00,0x00,0x00)

3. The adversary A submits the set of chosen plaintexts P to the AUT64 encryption

oracle OAUT64 and learns the corresponding ciphertext set C = {OAUT64(p) : p ∈ P}.

A creates the ciphertext byte sets C ′0, . . . , C ′7 such that each set C ′i comprises the

ith ciphertext byte c[i] from every ciphertext c ∈ C.

4. To complete the attack, A computes the XOR sum of each ciphertext byte set C ′i
such that ∀i ∈ {0, . . . , 7},∀cj ∈ C ′i : sum(C ′i) = ⊕255

j=0 c
′
j. The adversary will find

that 2/8 of these sums will have the value 0x00 and that this also corresponds to

the XOR sum of the plaintext set, sum(P ). One of the sums with the value 0x00

will correspond to the set of ciphertext bytes output in the first round C ′r0 , the other

will correspond to the output in the second round position r1. The adversary A uses

knowledge of the round positions r0 and r1 to reduce the entropy of the permutation

key part kσ from 12.3 bits to just 6.9 bits.

The intuition for why this attack works is to consider that because AUT64 is bijective,

each round must also be bijective. This necessitates that each unique plaintext p ∈ P is

encrypted into a unique intermediate state in the first round, otherwise there would be
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colliding outputs and it would not be possible to determine a unique decryption for each

ciphertext. The set of chosen plaintexts P we describe in this attack forces the output

from the first two rounds to always comprise the set of all possible byte values. For the

nth plaintext pn ∈ P , the attack works as follows:

1. The byte permutation σbyte applied to pn outputs a permuted state of the form

(0x00)7 ‖ n.

2. The Feistel function F is applied to the permuted state and the resulting round

output is (0x00)7 ‖ F
(

(0x00)7 ‖ n
)

. Since every n is a unique byte value and to

preserve bijectivity, every encrypted byte F
(

(0x00)7 ‖ n
)

must also be unique. The

XOR sum of 256 unique byte values is always 0x00 and this allows the adversary to

distinguish the output of the first round in this attack.

3. The second round of encryption begins and σbyte is applied to the output from the

previous round. The output of the Feistel function in the first round F
(

(0x00)7 ‖ n
)

is permuted to the byte position that is determined by the permutation key part kσ.

4. The Feistel function F is applied again to a state that comprises 7 bytes with

the value 0x00 and one byte with the value F
(

(0x00)7 ‖ n
)

. Since every state

F
(

(0x00)7 ‖ n
)

is unique and to preserve bijectivity, the resulting encrypted byte

in the second round must also have a unique value. The zero-value XOR sum of the

256 unique encrypted bytes allows us to distinguish the output of the second round

in this attack.

5. The third round of encryption begins and σbyte is applied to the output from the

previous round. This time, there are two non-zero values in the state that correspond

to the outputs from the first and second round of encryption. This time, the output

of the Feistel function F when applied to the permuted state does not have to be

unique as long as the overall resulting 64-bit state is. The XOR sum of the ciphertext

bytes corresponding to the third round are therefore unlikely to have the value 0x00.
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Encryption continues in this way for another 5 rounds.

This attack requires a total of 272 chosen plaintexts, and reduces the entropy of the

permutation key part to just 5 unknown elements. Applying the calculation from Section

4.5.1, the resulting effective permutation key space is just (7− 2)! ≈ 26.9 values.

4.6.5 Extended Integral Cryptanalysis

Finally, in this section we fully generalise the integral cryptanalysis attack and determine

its limitations. We present a chosen-plaintext attack that determines the third and

fourth-round permutation elements and that correspondingly reduces the security of the

permutation key part to just 6 possible values.

The intuition for this attack is that permutation elements from the AUT64 key can

be iteratively identified by adaptively formulating chosen-plaintext attacks that cause

a zero-sum ciphertext byte set to propagate into the target round. In Section 4.6.4, a

chosen-plaintext set P is developed that propagates an XOR sum of 0x00 into the first

and second round ciphertext byte sets. To cause propagation of the distinguishing XOR

sum into the third round, it is necessary to cause an intermediate state in the second

round in which the two non-zero bytes have the same value. Under this condition, the

preservation of bijectivity will force the output byte set of the third round to be a uniform

byte distribution with an XOR sum value of 0x00.

Firstly, we extend the attack in Section 4.6.4 to propagate the distinguishing zero-value

XOR sum into the third round ciphertext byte set C ′r2 . The chosen plaintexts that are

required for this attack are composed from 6 bytes with the value 0x00 and two byte

counters n,m ∈ {0, . . . , 255}. The byte counters n and m should be placed at the byte

positions corresponding to rounds one r0 and two r1, respectively. There are 216 such
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plaintexts, for example if r0 = 3 and r1 = 5 then P =

(0x00,0x00,0x00,0x00,0x00,0x00,0x00,0x00)

(0x00,0x00,0x00,0x00,0x00,0x01,0x00,0x00)

. . .

(0x00,0x00,0x00,0x00,0x00,0xFF,0x00,0x00)

(0x00,0x00,0x00,0x01,0x00,0x01,0x00,0x00)

(0x00,0x00,0x00,0x01,0x00,0x02,0x00,0x00)

. . .

(0x00,0x00,0x00,0xFF,0x00,0xFF,0x00,0x00)

From the total set of 216 chosen plaintexts in P , only a small subset of size 256 will

cause the necessary intermediate states at the output of the second round. A general

method for identifying the set of plaintexts P ′ that propagate the ciphertext set byte

sum 0x00 into the third round is to exhaustively encrypt the entire set of plaintexts P .

P ′ is the subset of P that encrypt to the ciphertexts c ∈ C such that c[r0] = c[r1]. The

ciphertexts corresponding to the encryptions of p ∈ P should be added to the set C ′ that

will be used to identify the third round permutation element r2.

To identify position r2, we create the ciphertext byte sets C ′0, . . . , C ′7 such that each

set C ′i comprises the ith ciphertext byte c[i] from every ciphertext c ∈ C ′. Computing the

XOR sum of each byte set sum(C ′i) will reveal 3/8 sets with the sum 0x00. Eliminating the

known indices of the first and second rounds will reveal the byte set C ′r2 that corresponds

to the output of the third round of encryption. Knowledge of r0, r1 and r2 reduces the

entropy of the permutation key part to just 4 elements and leaves an effective permutation

key space of just (7− 3)! = 24 possible values.

This attack can be extended to the fourth round as follows. As before, the objective is
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to cause a zero-sum ciphertext byte set to propagate into the target round. To accomplish

this, the desired output state in the third round has 5 bytes with the value 0x00 and 3

encrypted bytes that have the same value. Bijectivity necessitates that this intermediate

state will cause, for each unique plaintext, a unique ciphertext byte to be output in the

fourth round. The exhaustive plaintext set for this attack is generated by placing three

distinct byte counters at the positions r0, r1 and r2. The resulting set of 224 plaintexts

P are encrypted with AUT64 and then, as before, the subset P ′ that cause the fourth

round to be distinguishable is created by identifying the corresponding ciphertext set

C ′ = {c[r0] = c[r1] = cr2 : ∀c ∈ C}. Once again, the ciphertext byte sets C ′0, . . . , C ′7 are

composed from the ith ciphertext byte c[i] from every ciphertext c ∈ C ′ and the XOR sum

of each byte set is calculated. Eliminating the sums that correspond to the known byte

indices of the first, second and third rounds will reveal the byte set C ′r3 that corresponds

to the output of the fourth round of encryption.

Determining the first four elements from the permutation key part kσ requires a total

of 272 + 216 + 224 ≈ 224 chosen-plaintext encryptions and reduces the security of kσ to just

6 possible values. The limitation of this technique is that the number of chosen-plaintext

encryptions grows exponentially in the number of permutation elements that are revealed.

In practice, it is best to use the 272 chosen-plaintext attack in Section 4.6.4 to reduce the

entropy of kσ to 120 possible key values and then to continue the search offline.

4.6.6 Beyond 8 Rounds

The cryptographic weaknesses presented in this section are all dependent on the adversary

being able to cause the Feistel function to have a distinguishable output in the target

round. Beyond 8 rounds of encryption, AUT64 begins to overwrite the ciphertext bytes

that were output in earlier rounds. In particular, the output of the 9th round overwrites

the output from the 1st round, the 10th round output overwrites the 2nd round, and so
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on. In general, the attacks in this section can distinguish 16−N permutation elements

from N round AUT64.

For example, to attack the 5th round of the 12 round AUT64 implementation that was

found in the VW Group RKE system evaluated by Garcia et al. [105], it is necessary to

determine exhaustively the byte counter positions that correspond to the first 4 rounds of

encryption. The attack requires
(

8
4

)
× 232 ≈ 238.1 chosen plaintexts and reduces the cyclic

permutation key space from 12.3 bits to 4!× 2! ≈ 3.6 bits.

4.7 Attacking the AUT64 Implementation

In this section, we present two practical attacks on the use of AUT64 within a real

immobiliser system. First we evaluate the key derivation implementation, identify a

significant weakness and present a corresponding attack that breaks 24 round AUT64.

Second, we outline a very fast attack on 8 round AUT64 when kG is known.

4.7.1 Key Derivation Weaknesses

Based on the Mazda immobiliser system that we reverse engineered, we found that the

immobiliser unit derives the 32 bit compression function key part kG from the transponder

ID code that is transmitted each time the vehicle key is energised by the immobiliser

antenna. This functionality is not indicated in the AUT64 documentation [34] and

represents a significant vulnerability. The key part kG is derived as follows:

Definition 4.7.1 (Compression Function Key Derivation) Let ID0, ID1, ID2, ID3

denote the 4 bytes that comprise the transponder ID code and let u = (ID0 ∧ 0xE)� 1,

then where TD is the key-derivation lookup table in Appendix A, each byte in kG is derived
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as follows:

kG0 = ID0 ⊕ TD[u]⊕ kG3

kG1 = ID1 ⊕ TD[1 + u]⊕ kG3

kG2 = ID2 ⊕ TD[2 + u]⊕ kG3

kG3 = ID3 ⊕ TD[3 + u]

The derivation of kG from the transponder ID code and the lookup table TD is an

entirely key-independent operation. This means that the adversary can trivially compute

32 bits of the AUT64 key kG with just a single communication with the transponder. Not

only does this reduce the security of AUT64 by 32 bits, but as we present in the following

sections, it also weakens the security of the remaining key parts.

4.7.2 24 Rounds

The Mazda immobiliser system that we evaluate in this work uses AUT64 in the 24

round configuration. To recover the permutation and substitution key parts, kσ and

kτ respectively, we first recover the compression function key part kG by energising the

transponder which then sends its ID code. Assuming that all 4× 4 bijective S-Boxes and

all cyclic permutations are candidates, the remaining AUT64 key space is 16!× 7! ≈ 256.5

and within the scope of dedicated exhaustive search devices [118]. However, the AUT64

key management scheme specified in the patent [34] makes it clear that the permutation

key space is reduced to just 16 keys per vehicle manufacturer. This means that by reading

kσ from two different immobiliser units and identifying the constant part, the AUT64

key space is no more than 16!× 16 ≈ 248.3. Once the permutation key part is known for

a particular manufacturer’s vehicle family, the key space is only 16! ≈ 244.3 and may be

found using exhaustive search in minutes using parallel GPU-based Amazon EC2 instances

96



[14].

4.7.3 8 Rounds

In this final section, we give an example of exploiting the cryptographic weaknesses in

Section 4.6 in a practical setting. We assume the use of an 8 round AUT64 implementation,

that the compression function key part kG can be derived as in Section 4.7.1 and that we

obtain all 8 ciphertext bytes. Note that in the TK5561 authentication protocol, we receive

the 32-bit XOR sum of the upper and lower ciphertext halves, while the patent specifies

this reduction as optional. We leave the extension of the following attack to the case when

only the XOR is available for future work. Under the above assumptions, we develop an

attack that typically breaks 8 round AUT64 within milliseconds using a standard laptop.

We formulate our attack as the following game played between an adversary A and the

AUT64 encryption oracle OAUT64:

1. The adversary A uses the 256 chosen-plaintext integral cryptanalytic attack in

Section 4.6.4 with the following set of chosen plaintexts

P0 =

(

(0x00)7 ‖ n
)

: n ∈ {0, . . . , 255}


Placing the byte counter n at position 7 in each plaintext guarantees that only

the first round permutation element r0 is identified. A submits the plaintexts

p ∈ P0 to the AUT64 encryption oracle OAUT64 and receives the corresponding set

of ciphertexts C0. A creates the ciphertext byte sets C ′0,0, . . . , C ′0,7 such that each set

C ′0,i comprises the ith ciphertext byte c[i] from every ciphertext c ∈ C0. A identifies

the ciphertext byte set C ′0,r0 and the permutation element r0 that correspond to the

first round of encryption such that sum(C ′0,r0) = 0.

2. The adversary A uses the byte set C ′0,r0 to build a model of the unknown SPN that

completes the AUT64 Feistel function F . The model is a 256 element lookup table
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that has the same functionality as the key-defined SPN from Section 4.4.2. A is

able to model the SPN because the input can be computed offline using the chosen

plaintext input set P0, the key part kG and the compression function G. The model

outputs are the corresponding ciphertext bytes in C ′0,r0 .

3. The following step is an optimisation that may be omitted depending on the ease

of retrieving chosen plaintexts. The adversary A composes a second set of chosen

plaintexts P1 such that each plaintext comprises 7 bytes with the value zero and one

byte with a unique byte counter value n. This is similar to the plaintext set used in

the compression function divide-and-conquer attack in Section 4.6.3.

P1 =
(64− (8× r0)� n) : n ∈ {0, . . . , 255}


A submits the plaintexts p ∈ P1 to the AUT64 encryption oracle OAUT64 and receives

the corresponding set of ciphertexts C1. As-per Step 1, A creates the ciphertext byte

sets C ′1,0, . . . , C ′1,7 and then identifies the sets of bytes C ′1,r0 and C ′1,r1 that correspond

to the output of the first and second rounds of encryption, respectively.

4. The adversary A adaptively determines the permutation key part kσ by using the

SPN model to calculate the expected round outputs for each unknown permutation

element. For example, to determine the permutation element corresponding to the

third round we propose the following technique. A uses the ciphertext byte sets

C ′1,r0 and C ′1,r1 from Step 3 to create the set of all possible intermediate cipher

states X ′1 that could be input to the third round. A has to consider no more than(
7
2

)
= 21 possible byte permutations. The adversary A computes the compression

function for each possible intermediate state x ∈ X ′1 and then applies the SPN model

from Step 2. The correct byte permutation will produce the set of output bytes

that match the ciphertext byte set C ′1r2
corresponding to the output of round three.
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This technique can be extended to determine additional permutation elements by

computing the possible permutations of the relevant ciphertext byte sets. Once

the first four permutation elements have been found using this attack, only 6 keys

remain and it is more efficient to continue using exhaustive search.

5. Finally, the adversary A uses the following method based on the weaknesses identified

in Section 4.6.2 and knowledge of the permutation key part kσ, to very efficiently

determine the remaining substitution key part kτ . The compression function weakness

from Section 4.6.2 determines that the set of ciphertext bytes C ′1r0
from Step 3. will

always contain two or more symmetric bytes. A can use the symmetric bytes in C ′1r0
,

the model of the SPN from Step 2. and the partial knowledge of kσ to vastly reduce

the number of candidate substitution key values.

The worst case for an adversary running the attack above is that the remaining

substitution key space is 2 × 14! ≈ 237.3. On average, 10 or more of the substitution

elements from kτ will be confirmed and the remaining key space will have fewer than 150

candidates. Experimentally, we confirmed that the majority of AUT64 keys are broken

within milliseconds on a standard Intel i7 laptop.
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4.8 Chapter Summary

In this chapter, we present a complete analysis of the AUT64 automotive block cipher and

its associated immobiliser protocol. We identify a number of cryptographic weaknesses in

AUT64 and develop several attacks on both the 8 and 24 round implementations. Despite

AUT64 having a 120 bit secret key length, we show that in certain implementations 8

round AUT64 can be broken within milliseconds using a standard laptop, with a worst-case

complexity of 237.3 encryptions. In the Mazda immobiliser system that we evaluate, the

security of 24 round AUT64 is no more than 48.3 bits and can be exhaustively searched.

We show that part of the secret key is actually derived from the transponder ID code and

can be efficiently determined from only a single interaction with the transponder.

This chapter shows that it is imperative that the automotive industry discontinues

the use of proprietary cryptographic implementations and that the vehicles of tomorrow

are developed using standardised algorithms and peer-reviewed protocols. In addition to

the immediate automotive impact, this work also provides a more general contribution

to the literature on the cryptanalysis of generalised Feistel ciphers with key-dependent

permutations and S-Boxes.
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Chapter 5

Issue First Activate Later

Certificates for V2X

In this chapter we present IFAL, a provably secure and privacy conscious scheme for V2X

communication. Issue First Activate Later (IFAL) is a practical and secure improvement

to the leading European standard for ITS, and one that also merits over the leading U.S.

candidate. IFAL introduces a novel certificate issuance mechanism that both avoids the

need for certificate revocation and that also improves privacy for vehicles with limited and

intermittent connectivity. We present a new asymmetric key diversification technique that

allows for certificate pre-issuance without the need for revocation. Pseudonym certificates

are activated using small activation codes that enable vehicles to sign broadcast messages

only during the activation period. We evaluate the security and privacy of IFAL in a formal

game-based setting and show that our scheme is provably secure and privacy conscious.

IFAL is efficient, standards-compliant and a good candidate for mainstream deployment.

101



5.1 Motivation

In V2X communication, road users are functionally required to broadcast unencrypted

safety messages that precisely specify their current location, speed and heading. The

precision and linkability of broadcast messages provides vehicles and infrastructure with a

richer and more contemporary picture of the environment, enabling the creation of systems

that facilitate safer and more efficient roads. At the same time it is critically important

that drivers are protected from the type of long-term tracking that threatens to uniquely

identify individual habits. However, road users must still be accountable for the messages

they broadcast and it must be possible to revoke the credentials of misbehaving vehicles.

These conflicting security and privacy requirements make the development of V2X schemes

particularly challenging and has motivated considerable research activity.

For maximum impact on road safety, V2X should be universally deployed [138]. Corre-

spondingly there are a number of international standardisation efforts. In particular there

are two leading security architecture proposals for V2X. There is a European ETSI stan-

dard [85] and a U.S. DOT approach based on the Secure Credential Management System

(SCMS) [29]. Both schemes are based on ECDSA digital signatures and a hierarchical PKI

that manages certificates and provides trust between different road users. In addition, the

IEEE Wireless Access in Vehicular Environments (WAVE) suite of standards provides

the 802.11p physical layer specification and V2X broadcast message packet structure that

unites the two ITS standards. In Europe, the adoption of these standards is strongly

encouraged by Directive 2010/40/EU of the European Parliament [72] which mandates

interoperable communication between connected vehicles.

In both the ETSI and U.S. DOT standards, security and privacy is managed using

pseudonym certificates and a PKI that comprises a number of authorities. In particular,

both schemes include at least one authority that issues long-term enrolment certificates and
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also one or more authorisation authorities that issue short-term pseudonym certificates.

The separation of enrolment and authorisation is a privacy mechanism that prevents

any single authority from linking long-term vehicle behaviour to a specific vehicle owner.

To protect vehicle owners from long-term tracking, vehicles use short-lived pseudonym

certificates in combination with a pseudonym change strategy that ensures each journey

comprises several different identities. Whilst pseudonym change alone is not enough

to ensure unlinkability [259], privacy does correlate positively with the frequency of

pseudonym change and it is desirable to provide vehicles with a large number of different

identities [189].

To enable the high level of trust that is required for directing vehicle behaviour using

V2X broadcast messages, it is critical that the credentials of vehicles which broadcast

misleading information can be revoked. With around 300 million vehicles in Europe alone

[3] and potentially thousands of pseudonym certificates per vehicle, revocation for vehicular

networks is a substantial challenge. The traditional Certificate Revocation List (CRL)

approach is not well suited to either the scale, mobility or latency requirements of V2X and

this has motivated the development of a number of alternative techniques [213]. The two

leading standards for ITS propose different revocation mechanisms. The ETSI approach

is passive, vehicles are issued short-lived pseudonym certificates that are simply allowed

to expire without replenishment when a vehicle is revoked. The U.S. DOT technique is

based on a CRL, but the pseudonym certificates incorporate a linkage value that enables

all of the certificates issued to a vehicle to be revoked with one CRL entry.

Neither of the revocation techniques in the standards are ideal. Short-lived certificates,

as implemented in the ETSI architecture, are problematic for vehicles with limited or

intermittent connectivity. When bandwidth is constrained, it is either necessary to issue

certificates with relatively long validity periods or it necessary to pre-issue a large number

of short-lived certificates. The first of these approaches reduces driver privacy because

103



the vehicle will be linkable over a long period of time and the second approach reduces

trust in the messages sent by the vehicle as it cannot be revoked until the certificates

have expired. The U.S. DOT approach is troublesome because vehicles are required to

have a very high verification throughput [214] and must check the CRL before a message

can be verified. IFAL is motivated by need to improve the standards with respect to

revocation, in particular we seek to address the trade-off between privacy, trust and

bandwidth introduced by the ETSI standard.

5.2 Contributions

IFAL is an improvement to the leading European security architecture candidate for ITS

[85]. In IFAL vehicles are pre-issued with a lifetime supply of pseudonym certificates

that are only usable upon receiving small, time-delayed activation codes. At any given

point in time IFAL provides each vehicle with a unique and non-repeating pseudonym

and, in contrast to the ETSI standard, provides location privacy that is not dependent on

bandwidth or connectivity. In comparison to the U.S. DOT approach [29], IFAL offers

improved and optimal Sybil attack resistance and avoids the need to reuse pseudonyms

across multiple journeys. The contributions in this chapter are threefold

1. We present our new IFAL V2X scheme. IFAL is fully compliant with the latest ETSI

security architecture standard [86] and includes several new features such as the

ability to pre-issue pseudonym certificates that are only usable upon receiving small

activation codes. IFAL has improved support for vehicles with limited connectivity,

without reducing their privacy and furthermore avoids the need for certificate

revocation which does not scale well and introduces significant message verification

delays.

2. We provide the first formalisation of the security and privacy requirements set out

in the ETSI ITS standard, in a provable security setting, and then show that IFAL
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is a secure and privacy conscious V2X scheme.

3. We introduce a new asymmetric key-diversification technique with time-delayed

activation that may have applications beyond V2X.

The remainder of this chapter is structured as follows. To begin, we briefly summarise

our notation and then we review the standard requirements for V2X from Section 2.5.4,

providing a more specific formulation. In Section 5.5 we introduce our system and attacker

model and then, in Section 5.7, we present the full design and specification of our IFAL

scheme. We present our formalisation of the ETSI V2X security and privacy requirements

in Section 5.9 and our proof that IFAL is secure and privacy conscious in Section 5.9.

Finally, we evaluate IFAL with respect to the standard requirements and present the

results of our reference implementation in Section 5.10.

5.3 Notation

In this chapter we make use of the following notation conventions. We let enc(k,m) and

ENC(P,m) denote the symmetric and public-key encryption of the arbitrary message m

under the symmetric key k and public key P , respectively. We also let hash(m) denote a

secure hash function such as SHA-256 [193] applied to the message m. Where K is some

keyspace we write k $←− K to denote choosing the symmetric key k uniformly at random

from K. To express the number of bits n in the bitstring k, we write |k| = n.

Concerning elliptic curve operations we let q be a prime or an order of 2, n be a prime

and greater than 2160, and then we let C denote an elliptic curve over the field Fq. We

use G to denote the point on the curve that generates a cyclic subgroup of order n under

addition, such that the discrete logarithm problem in the subgroup spanned by G is hard.

To distinguish between group and scalar multiplication we use ‘×’ and ‘·’ respectively.

In the formal security setting we use the term t to refer to some infeasible computational

duration and the term ε to mean some negligible quantity such that t/ε is greater than
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the running time of any feasible attacker. We use the term efficient to mean solvable using

a probabilistic polynomial-time Turing machine with an error probability of less than 1/2.

Finally, we use the term “canonical identity” to refer to the unique vehicle registration

information that would typically be managed by a national vehicle registration agency.

5.4 Requirements

In Section 2.5.4 we introduced the standard security, privacy and trust requirements for

V2X that were identified by the European PRESERVE project [214] and which are the

basis for both the latest ETSI and the U.S. DOT security architecture standards for ITS.

In this section, we reformulate the same standard requirements in a more precise and

symbolic setting. We let σi denote a digital signature with respect to the pseudonym public

key Pi and the corresponding pseudonym certificate ρi. In other words, the arbitrary

signed message tuple (m,σi) is valid with respect to the pseudonym public-key Pi and

is authorised by the pseudonym certificate ρi. In this chapter, we define the standard

security and privacy requirements for V2X as follows

Authenticity and Authorisation The main security requirement for a V2X scheme is

that there is a mechanism for determining the authenticity and integrity of broadcast

messages. The recipient of the signed message tuple (m,σi) and the corresponding

pseudonym certificate ρi must be able to determine that the message m originates

from the road user that the certificate ρi was issued to.

Pseudonymity Pseudonym certificates allow vehicles to broadcast signed messages with-

out revealing their canonical identity. A signed message tuple (m,σi) and the

corresponding pseudonym certificate ρi must not reveal the canonical vehicle iden-

tity.

Unlinkability The main mechanism for privacy in V2X is the use of multiple pseudonym
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certificates such that every vehicle journey is divided into multiple identities. Vehicles

should be able to repeatedly use the cooperative awareness service without an observer

being able link the usage to a single source. Given the pair of pseudonym certificates

ρi, ρj, an adversary should have no advantage in guessing whether the certificates

originate from a single vehicle or not.

Accountability Vehicles must remain accountable for the messages they broadcast. In

particular, it must be possible to uniquely determine the pseudonymous source of

each signed message tuple (m,σi) and the certificate that authorises it ρi. Optionally,

a suitable authority should be able to determine the canonical identity of a vehicle

based on the (m,σi) and ρi that corresponds to some misbehaviour.

Corrupt CA Resistance The repercussions of certificate authority compromise should

be minimised. The corruption of any single certificate authority must not allow the

canonical identity of a vehicle to be determined from either the signed messages or

the pseudonym certificates that are sent by the vehicle.

Sybil Attack Resistance Related to the abuse of pseudonyms by modified or compro-

mised vehicles, a V2X scheme must limit the number of concurrent vehicle identities

that can be used to sign messages. The optimal solution for road users without

synchronised clocks is that Sybil attacks [73] are limited to 2 simultaneously valid

pseudonyms per vehicle.

Revocation It is imperative that vehicles which misbehave by sending false information

can be prevented from continued participation. It must be possible to remove a

vehicle based on either the canonical identity or a valid, signed message (m,σi) and

the corresponding pseudonym certificate ρi.

There are also a number of established performance requirements for V2X that we first
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introduce in Section 2.5.5. In this chapter, we formulate the performance requirements for

V2X as follows

Limited Connectivity A V2X scheme should support vehicles which have limited band-

width and that suffer from intermittent connectivity. Bandwidth requirements should

be minimised and V2X schemes should function securely despite limited or no access

to online infrastructure.

Limited Resources Vehicles have relatively limited computational and storage capabili-

ties and V2X schemes should be developed accordingly. The performance benchmark

of at least 1,000 signature verifications per second established by the PRESERVE

project [214] indicates that even just regular ECDSA verification, with no revocation

mechanism, will challenge or exceed the computational capabilities of first and second

generation connected vehicles. In addition, vehicles need to sign at least 10 broadcast

messages per second, have limited certificate storage and are price-sensitive to the

requirement for secure cryptographic hardware.

ETSI Compliant In this work, we require that V2X schemes are compatible with the

ETSI TS 102 731 ITS security architecture standard. The standard is developed

with respect to the security, privacy and performance requirements for V2X which

are well established in the literature, and is the leading candidate for interoperable

V2X communication throughout Europe.
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5.5 System Model

In this section we describe the standard system and threat model that we use to develop

and evaluate the IFAL V2X scheme. To remain compatible with the ETSI standard for

V2X, we use the corresponding PKI architecture that is first introduced in Section 2.5.6.

Root CA

(EA)
Enrolment
Authority

(OBU) On-Board Unit

(TE)
Trusted
Element

Vehicle 
Pseudonym

Vehicle 
Enrolment

(AA)
Authorisation

Authority

Figure 5.1: The ETSI PKI model.

In particular, the ETSI PKI comprises one or

more of both an Enrolment Authority (EA) and

an Authorisation Authority (AA). The vehicles

and roadside infrastructure that participate in

V2X are collectively termed ITS-Stations (ITS-

S) and each ITS-S comprises an On-Board Unit

(OBU) and a Trusted Element (TE). We assume

the presence of a suitable Root Certificate Au-

thority (RCA) that authorises the EA and AA

credentials and has its verification key installed

on each vehicle OBU during manufacture.

Within the ETSI architecture, the EA is responsible for the provision and issuance

of long-term ITS-S certificates and the role of the AA is to issue short-term pseudonym

certificates that authorise an ITS-S to use a particular service. The role separation of

the EA and AA functionality is a privacy mechanism that prevents any single certificate

authority from linking vehicle pseudonym usage to a canonical identity.

5.5.1 Threat Model

In this chapter, we assume the following threat model which is based on the ETSI ITS

standards.
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For privacy, the threat model is limited by the requirement for accountability and

the desire for law enforcement support that demands depseudonymisation. The use of

role separation of the EA and the AA as a privacy mechanism means that we cannot

preserve privacy when these authorities collaborate. As such we assume that the EA and

the AA are honest-but-curious [110] adversaries, which do not collaborate, but that may

opportunistically attempt to learn more than is necessary for their specified functionality.

Concerning the role of the vehicle, a malicious or compromised vehicle OBU can always

send arbitrary privacy-compromising information to an adversary. We assume that the

vehicle OBU is an honest device and that the corresponding vehicle TE is a trusted and

suitably audited secure hardware element that can generate an ECDSA public key pair

and securely store the private key. All of this is directly inherited from the ETSI ITS

standards.

For security, whilst the EA and the AA must still be honest-but-curious adversaries,

the vehicle OBU is allowed to be malicious or compromised. This is realistic as the vehicle

owner may try to modify their vehicle, or the vehicle may be infected with malware, and

this must not break the authenticity or accountability of messages in a V2X scheme. The

certificate authorities must always be able to revoke vehicles and the scheme must remain

Sybil attack resistant, despite vehicle compromise.

5.6 Preliminaries

This section specifies the cryptographic primitives used by IFAL and defines the terms

policy file and certificate file that are used throughout.

In IFAL the elliptic curve C is defined, in accordance with the ETSI standard [85],

to be either NIST Curve P-256 [70] or BrainpoolP256r1 [163]. Both curves specify a

base point G of prime order n, such that n is 256 bits long. The elliptic curve domain

parameters C, G and n are global public values that we do not explicitly input to the
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algorithms that utilise them.

IFAL requires the following cryptographic primitives. A hash function, a digital

signature scheme, a public-key encryption scheme, a symmetric-key encryption scheme and

two Key Derivation Functions (KDFs). For compatibility with the ETSI ITS standards we

define the hash function to be SHA-256 [193], the digital signature scheme to be ECDSA,

the public-key encryption scheme to be Elliptic Curve Integrated Encryption Scheme

(ECIES) [133] and the symmetric-key encryption scheme to be the AES Cipher-based

Message Authentication Code (CMAC) pseudorandom function [223].

0x1||context (14 bytes)||0x100

CMACk(.)

0x2||context (14 bytes)||0x100

CMACk(.)

mod (n - 1) + 1

0x3||context (14 bytes)||0x100

CMACk(.)

||

K1(k, context)  
Figure 5.2: The NIST SP 800-108 KDF configuration we recommend for K1.

The two KDFs which we denote K1 and K2 require particular attention as their

functionality is critical to the correct operation of IFAL. Both KDFs are to be constructed

according to NIST SP 800-108 [222] with the following profiles:

• K1 is used in the derivation of pseudonym public key values from some initial base

point. In particular, K1 is required to provide non-zero integers modulo the prime

curve order n. For K1 we first specify a NIST SP 800-108 KDF with an output size of

at least |n|+ 64 bits, for example the configuration shown in Figure 5.2, and then we

restrict the output to non-zero elements modulo n. Where k is some master key and

“context” provides the randomness for a particular KDF output, we use a technique

proposed by the German Bundesamt für Sicherheit in der Informationstechnik (BSI)
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[35] for which the KDF output is subject to the following additional operation:

K1(k, context) = K(k, context) mod (n− 1) + 1

Using this technique, K1 is guaranteed to output the non-zero integers modulo n that

are needed to derive pseudonym public key values in IFAL. As in the BSI standard,

we assume that the deviation from a uniform distribution which results from this

operation is too small to be exploited by any computationally-bound adversary.

0x1||context (14 bytes)||0x100

CMACk(.)

0x2||context (14 bytes)||0x100

CMACk(.)||

mod n

K2(k, context)

Figure 5.3: The NIST SP 800-108 KDF configuration we recommend for K2.

• K2 is used to derive ECDSA instance keys and is part of a mechanism for providing

optional law enforcement support in IFAL. As inK1, K2 is also required to provide non-

zero integers modulo the prime curve order n. However, unlike K1, we additionally

require that K2 has a rather surprising “recovery” property. Specifically K2 has

the NIST SP 800-108 KDF configuration shown in Figure 5.3, with an output size

of 256 bits. Under these constraints, K is actually bijective and also behaves as

a symmetric encryption function, the 14 byte context value used to generate a

particular K output can be recovered given the master key k. Whilst K2 is required

to provide non-zero integers modulo n, it is sufficient to simply take the output

modulo n as follows:

K2(k, context) = K(k, context) mod (n)
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By construction the context values for K2 in IFAL include a counter value. In the highly

improbable event that the output of K2 is zero, the counter can simply be incremented

and the next value of K2 used instead without further consequence.

ECDSA Signature Scheme

IFAL makes extensive use of the ECDSA signature scheme, both in it’s canonical imple-

mentation and two modified forms. We first introduce the standard ECDSA signature

scheme [70] and then briefly discuss the two variants we will construct and utilise in the

remainder of this chapter. Where Hn : {0, 1}∗ → {0, 1}|n| is a hash function with an output

size of |n| bits and O is the identity element of the group 〈G〉, the ECDSA signature

scheme comprises the following triple of algorithms:

• G : On input the security parameter 1|n| the algorithm selects the secret key d← Z∗n

and computes the public key P = d×G. The output is the public key pair (P, d).

• S : On input the secret key d and the message m, the algorithm selects the instance

key k ← Z∗n and computes the curve point R = (x1, y1) = k×G, the random element

r = x1 mod q and the signature element s = k−1 · (Hn(m) +d · r) mod n. The output

is the ECDSA signature tuple τ = (r, s)

• V : On input the public key P , the message m and the signature tuple τ = (r, s)

the algorithm computes the following:

w = s−1 mod n

u1 = Hn(m) · w mod n

u2 = r · w mod n

R′ = (x1, y1) = u1 ×G+ u2 × P

If P ∈ 〈G〉, P × n = O, P,R′ 6= O, r, s ∈ Z∗q and r ≡ x1 mod q then the output is

true (accept) otherwise it is false (reject).
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It is important to note by some convention [70], long-term ECDSA private keys are

denoted with a d and ephemeral per-signature randomisation keys are denoted with a k.

In this thesis we use the term “instance key” to refer to any such per-signature ECDSA

randomisation key k.

In IFAL, the standard ECDSA algorithm described above is made use of extensively.

All entities use the standard key-generation algorithm G to generate their public key pairs

(d, P ) and the standard verification algorithm V to verify all signatures. The standard

signing algorithm S is used by the RCA to sign the long-term credentials of the EA and

the AA, and also by the EA when signing a vehicle’s long-term credential. IFAL also

makes use of the following two variants of the ECDSA signing algorithm:

1. Deterministic ECDSA. In IFAL we make use of a deterministic ECDSA signing

algorithm similar to the method described in RFC 6979 [190]. Rather than generating

the instance key k uniformly at random for each new signature as in the canonical

algorithm, we instead use the KDF K2 introduced above to derive instance keys

using a secret known only by the AA, a counter value that never repeats and a

pseudonymous vehicle identifier. This optional mechanism, when used by the AA to

sign pseudonym certificates for a vehicle, permits the selective depseudonymisation

of misbehaving vehicles in IFAL. This special ECDSA signing algorithm is used in

Algorithm 2 in Section 5.7.2.

2. Computing the message digest on a separate device. In IFAL, when vehicles sign

messages the work is divided between the OBU and the TE. In particular, the

OBU computes the message digest and then the TE computes the remainder of the

standard ECDSA signing algorithm. In Section 5.7.4 and Algorithms 3 and 4, we

introduce some additional details and implement a splitting of the sign algorithm to

allow the derivation of IFAL pseudonyms to occur on the vehicle OBU only. This

allows the TE to remain oblivious to the IFAL pseudonym key derivation process,

114



enabling a single low-cost TE implementation to support both IFAL and the regular

ETSI-standard architecture.

Policy Files

In IFAL, each vehicle requires a policy file that specifies the parameters of the pseudonym

certificates that will be requested from the AA. As shown in Figure 5.4, an IFAL policy

file specifies the following parameters:

1. Tstart, the start time of the first certificate.

2. Tvalid, the validity period of each certificate.

3. Toverlap, the time during which consecutive certificates are allowed to overlap in their

validity period.

4. Ncerts, the total number of certificates.

5. Nepochs, the total number of epochs.

Tstart Toverlap

C2

Epoch 0 

Epoch 1 

Epoch Nepochs

Tvalid

C1

C3

C4

C5

...
...

CNcerts

C0

Figure 5.4: The IFAL policy file parameters.

To relax the requirement for precise clock synchronisation between different vehicles,

the policy file specifies an overlap period Toverlap during which consecutive pseudonym

certificates are simultaneously valid. Each vehicle is expected to change pseudonym after

the minimum certificate validity period which is derived by subtracting the overlap period
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from the validity period:

Tminimum = Tvalid − Toverlap

Certificate Files

Certificate files contain a lifetime supply of inactive pseudonym certificates and are issued

to vehicles in accordance with a policy file. In addition to the pseudonym certificates, each

certificate file also comprises a digest of the corresponding policy file and a symmetric

transport key kT . The certificates in the file are divided evenly into epochs according

to the vehicle policy. Each activation code in IFAL provides an epoch key, encrypted

using the transport key kT , which enables a vehicle to use the certificates in one particular

epoch.

5.7 The IFAL Scheme

This section presents the full design and specification of our IFAL V2X scheme. For

simplicity and without loss of generality, we only consider the most basic setting in which

there is a single EA and just one AA. Furthermore we only consider the most essential ITS

service, cooperative awareness. The IFAL scheme straightforwardly scales to an arbitrary

number of ITS services and a correspondingly larger ecosystem of certificate authorities.

The differentiating approach of IFAL is to pre-issue vehicles with a lifetime supply of

inactive pseudonyms that are only usable upon receiving small, time-delayed activation

codes. In contrast to the ETSI standard, our scheme improves the trade-off between

bandwidth, trust and privacy. Vehicles are provided with a certificate file that contains a

unique, non-repeating pseudonym for every 5 minutes in a vehicles lifetime. The file is

divided into epoch periods and an activation code is required to use the pseudonyms in any

epoch. We introduce a novel key-diversification mechanism in the public-key setting that

both eliminates the trade-off between pseudonym duration and bandwidth and reduces
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the onboard certificate storage requirements in contrast to traditional V2X certificates.

The related activation codes are small 128 bit encrypted keys and can easily be sent

using any low-bandwidth insecure channel such as Short Message Service (SMS) messages.

Potentially, IFAL can be deployed using existing infrastructure and does not depend on

the availability of high-bandwidth cellular technologies in vehicles.

The IFAL scheme comprises five protocols: setup, initialisation, activation, usage and

revocation. Briefly, setup first initialises the parameters of the scheme. Next, each vehicle

runs the initialisation protocol in which they receive a long-term enrolment credential and

a uid from the EA. Each enrolled vehicle sends its long-term credential and uid to the

AA, which provides a certificate file containing a lifetime supply of inactive pseudonyms.

Pseudonym certificates are activated periodically using activation codes that are sent to

vehicles by the AA using the activation protocol. To sign messages, vehicles that have

the appropriate activation code run the usage protocol which allows them to securely

compute valid ECDSA signatures with respect to a particular pseudonym. The revocation

protocol allows vehicles to be removed from the scheme in one of two ways, either using

the canonical vehicle identity or using a signed message that corresponds to some vehicle

misbehaviour.

5.7.1 Setup

Before vehicles can enrol in IFAL and request pseudonym certificates, the EA and the AA

must first initialise the scheme parameters. Specifically, the EA generates the public key

pair (dEA, PEA) and the AA generates the public key pair (dAA, PAA), the instance master

key ks and also initialises the secure counter value sc to zero.

For context, the EA will use the public key pair (dEA, PEA) to sign each vehicle’s

long-term enrolment credential. Similarly, the AA will use the public key pair (dAA, PAA)

to sign each pseudonym certificate in each vehicle’s certificate file. In addition, the AA will
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use both the instance master key ks and the secure counter sc to derive the randomising

instance key for each pseudonym certificate signature. The instance master key ks will

enable each vehicle’s uid to be securely embedded in each pseudonym certificate and the

secure counter sc will ensure that no two signatures are ever signed using the same instance

key, avoiding a well-known and critical ECDSA attack [245].

5.7.2 Initialisation Protocol

The initialisation protocol, shown in Figure 5.5, is run once for each new vehicle that joins

the IFAL scheme. Vehicles receive a long-term enrolment credential from the EA and a

certificate file of pseudonyms for cooperative awareness from the AA. In practice, the

initialisation protocol is well suited to take place during manufacture of the vehicle and

furthermore can be divided such that a vehicle can request pseudonyms for new services

without necessarily requiring a new enrolment credential for each.

EA AAOBUTE

Initialise TE

PTE

Request Enrol. Credential

Request Certificate File

Enrolment Credential

Certificate File, kT

Generate uid

Generate
(dTE,PTE)

Generate
(dOBU,POBU)

(dEA,PEA) (dAA,PAA), ks, sc

Generate certificate file
Generate transport key kT

Figure 5.5: The IFAL initialisation protocol.

To begin with, the vehicle OBU has a policy file and a root certificate that were ini-

tialised during manufacture and an activation-code channel specification that is configured

depending on the context of vehicle usage. Anticipated channel specifications include

4G LTE and SMS and are discussed in more detail in Section 5.7.3. The EA has the public

key pair (dEA, PEA) and the AA has the public key pair (dAA, PAA), the instance master
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key ks and the secure counter value sc. The IFAL initialisation protocol is then as follows:

1. The OBU initialises the TE which generates the public key pair (dTE, PTE) and then

sends the corresponding public key PTE back to the OBU. The OBU generates its

own public key pair (dOBU, POBU) and then composes an enrolment request for the

EA that includes the TE public key PTE, the OBU public key POBU, the policy file

and an activation-code channel specification. The vehicle OBU sends the enrolment

request to the EA.

2. The EA has the public key pair (dEA, PEA) and processes enrolment requests that are

received from vehicles. For each request, the EA checks that the vehicle is authorised

to receive the certificate file corresponding to the policy in the request, generates a

new uid and then creates and signs an enrolment credential on the newly created uid.

The EA stores a record that links the vehicle uid with the enrolment request then

sends the enrolment credential to the vehicle OBU.

3. The vehicle requests the certificate file from the AA by sending the enrolment

credential, the TE public key PTE and the corresponding policy file.

4. The AA has the public key pair (dAA, PAA), the symmetric instance master key ks

and the secure counter value sc. The AA validates the enrolment credential with

respect to the EA public key PEA and then creates a certificate file according to

the vehicle policy. Specifically, the AA executes the GenCertFile algorithm which

generates the certificate file for the vehicle and creates the set of symmetric epoch

keys (k0, . . . , kNepochs−1), one for each epoch as specified in the policy file. The AA

also creates a symmetric transport key kT and stores a record that links the vehicle

uid with the policy file, kT and the set of epoch keys. Finally, the AA sends the

certificate file and the transport key kT to the vehicle.
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Certificate File Creation

In the IFAL initialisation protocol just described, the AA issues each authorised vehicle

with a certificate file that contains a lifetime supply of inactive pseudonym certificates. In

more detail, the AA creates the certificate file and the associated epoch keys using the

GenCertFile algorithm and signs each pseudonym certificate within the file using the

CertSign algorithm.

Algorithm 1: GenCertFile
Run by : Authorisation Authority (AA)

private store : dAA, ks, sc
new inputs : policy file = (Tstart, Tvalid, Toverlap, Ncerts, Nepochs, . . .),

uid, PTE
1 Create a new record for vehicle uid.

/* Create epoch keys, later encrypted and termed activation
codes. */

2 for j ← 0 to Nepochs − 1 do
3 kj

$←− {0, 1}n
4 Add epoch keys k0, . . . , kNepochs−1 to the record for uid.

/* Create transport key used to encrypt epoch keys. */

5 kT
$←− {0, 1}n

6 Create a new certificate file.
7 Derive metadata from policy file and write to certificate file.
8 Write transport key kT to certificate file.

/* Create and sign pseudonynm certificates. */
9 for i← 0 to Ncerts − 1 do

10 j = i/Nepochs
/* Derive certificate validity from policy file. */

11 start validity = Tstart + i · (Tvalid − Toverlap)
12 end validity = start validity + Tvalid

/* Derive pseudonym public key. */
13 Pi = K1(kj , i)× PTE
14 content = start validity ‖ end validity ‖ Pi
15 signature = CertSign(content, uid)
16 certificate = content ‖ signature
17 Write certificate to certificate file.
18 return file

The GenCertFile algorithm takes as input the AA private key dAA, the instance
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master key ks and the secure counter sc from the AAs private store. In addition, the

algorithm also takes as input the policy file, uid and TE public key PTE of the vehicle

requesting the certificate file. The vehicle policy file, detailed in Section 5.6, specifies

the start time of the first certificate Tstart, the validity period of each certificate Tvalid,

the validity overlap period between consecutive certificates Toverlap, the total number of

pseudonym certificates Ncerts that should be in the file and the number of epochs Nepochs

into which the certificates should be evenly divided.

The most important part of the GenCertFile algorithm is on Line 13, where each

pseudonym public key Pi = K1(kj, i)×PTE is derived from the epoch key kj , the certificate

index i and the TE public key PTE. This construction is equivalent to key-diversification

in the public-key setting such that the master key is the TE private key dTE that is stored

on secure hardware. The signing key that corresponds to each pseudonym public key Pi is

ki = dTE ·K1(kj, i) and can therefore only be derived by a vehicle that has both the correct

TE private key dTE and epoch key kj . Epoch keys are withheld by the AA that issues the

certificate file until they are required, thus providing a mechanism for passive revocation.

In particular the epoch keys are encrypted, whereupon they are termed activation codes.

Each pseudonym in the certificate file is signed using the CertSign algorithm which

takes as input the AA private key dAA, the instance master key ks, the secure counter sc

and the vehicle uid. The CertSign algorithm is a variant of the deterministic ECDSA

signature algorithm [190] in which the instance key k, which is a random bitstring in

regular ECDSA, is derived from ks, sc and the vehicle uid. In particular, the instance key

k is derived using the invertible KDF K2 such that k = K2(ks, sc ‖ uid).

The secure counter value sc is incremented for each signature and is used to ensure that

no two certificates are signed using the same instance key, as this would expose the AA

signing key dAA [245]. When the secure counter reaches it’s maximum value 2|sc| − 1 the

AA must generate new parameters as shown in lines 2-6. Primarily, the AA must generate
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Algorithm 2: CertSign
Run by : Authorisation Authority (AA)

private store : dAA, ks, sc
new inputs : content, uid
/* Increment the secure counter. */

1 sc = sc+ 1
/* If the secure counter limit is reached, re-key the AA */

2 if sc = (2|sc| − 1) then
3 dAA

$←− {0, 1}n
4 PAA = dAA ×G
5 ks

$←− {0, 1}n
6 sc = 0

/* Generate the ECDSA instance key deterministically then
complete the signature using the standard algorithm. */

7 k = K2(ks, sc ‖ uid);
8 if k = 0 then
9 goto line 1

10 R = (x1, y1) = k ×G
11 r = x1 mod n
12 h =Hash(content)
13 s = (k−1) · (h+ dAA · r) mod n
14 if r = 0 or s = 0 then
15 goto line 1
16 return (r, s)

a new instance master key ks and re-initialise the secure counter sc to zero. Since 2|sc| − 1

is an extremely large value this is also a convenient time to generate a new public key pair

(dAA, PAA), ensuring that the computational upper bound on the number of signatures

that can be requested from a signing oracle is not breached [110]. Lastly, the new AA

public key PAA must be signed by the RCA before pseudonyms signed using the new key

will be considered valid by vehicles.

The derived instance signing key k allows for the message-based revocation of misbe-

having vehicles and facilitates optional law enforcement support. The AA can use the

instance master key ks to recover the vehicle uid from the pseudonym certificate that

authorises a V2X message. Law enforcement can compel the AA and the EA to collaborate

so that the canonical identity of the vehicle can be determined.
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5.7.3 Activation Protocol

The IFAL activation protocol is a periodic process in which trusted vehicles are supplied

with activation codes. Each activation code is an encrypted epoch key that enables a

vehicle to use the pseudonym certificates which correspond to a particular epoch in a

certificate file. As shown in Figure 5.6, the activation protocol takes place between the

AA, the EA and the vehicle OBU. The AA maintains a record for each vehicle uid that

specifies the policy file, epoch keys k0, . . . , kNepochs−1 and the transport key kT that was

issued during the initialisation protocol.

actCode
actCode, uid

for each uid:            

end                     

EA AAOBUTE

Lookup uid record
Identify next epoch key kepoch

actCode = enc(kT,kepoch)

kepoch = dec(kT,actCode)

Figure 5.6: The IFAL activation protocol.

For each non-revoked vehicle uid, the activation protocol is as follows:

1. The AA uses the policy file associated with the vehicle uid to determine the next

epoch key kepoch ∈ (k0, . . . , kNepochs−1) that is required and also identifies the transport

key kT that will be used to encrypt it. The AA creates the activation code actCode =

enc(kT , kepoch) and then sends the code, along with the vehicle uid, to the EA.

2. The EA has a record that links the vehicle uid with the activation-code channel

specification that was agreed during the initialisation protocol. The EA sends the

activation code actCode using the agreed channel.

3. The vehicle decrypts the activation code actCode using the transport key kT to

determine the epoch key kepoch = dec(kT , actCode).
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Activation-Code Channel Specification

In the IFAL activation protocol, the EA distributes activation codes to vehicles on

behalf of the AA. This separation of responsibilities is a privacy mechanism that ensures

that no single authority can link the pseudonymous V2X messages sent by a vehicle

to the corresponding canonical identity. The EA distributes activation codes using the

activation-code channel specification that was agreed during the initialisation protocol.

Since activation codes are small, 128 bit encrypted epoch keys they can be distributed

over a wide range of channels. A key feature of IFAL is that the scheme supports vehicles

with limited and even no connectivity. In the most extreme case, activation codes can be

manually entered during vehicle servicing.

Since activation codes are secure encryptions of epoch keys, the channel used to

transmit them does not require confidentiality. This approach keeps activation codes as

small as possible, and is therefore suited to the widest range of vehicle connectivities, but

is vulnerable to an active adversary that modifies or imitates the transmission of codes

between the EA and the vehicle. When the activation-code channel is not authenticated

(e.g. using TLS) then our activation protocol is vulnerable to an adversary that sends fake

or corrupted activation codes to a vehicle. Such an adversary can cause a denial of service

to the target vehicle which will spend time decrypting the activation codes and deriving

the incorrect epoch and pseudonym private key. While this could be a problem for certain

channels, the impact is limited to a denial of service of the target vehicle and can easily

be avoided by using an authenticated-encryption mechanism to encrypt either the epoch

keys or the activation-code channel. A target vehicle would still be able to receive and

verify signatures from its peers and only its message sending capabilities would be denied.

One appealing possibility for distributing activation codes is using mobile SMS messages.

In Europe, all new vehicles sold since March 2018 are legally required to be fitted with the

“eCall” emergency call system [200]. eCall equips each new vehicle with a mobile Subscriber
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Identity Module (SIM) card that in the event of an accident, if not overridden by the

driver, automatically calls the emergency services and provides the location of the vehicle.

eCall means that all new European vehicles are already fitted with the communication

equipment that is necessary for widespread activation code distribution.

5.7.4 Usage Protocol

The IFAL usage protocol is run each time that a vehicle signs a message. The protocol is

based on the standard ECDSA signing algorithm, however the message digest is subject

to an additional transformation process and the steps of the algorithm are shared between

the vehicle TE and OBU. Specifically, the vehicle OBU and TE jointly sign a message

using the MessageSign and IFALSign algorithms, respectively.

Algorithm 3: MessageSign
Run by : Vehicle On-Board Unit (OBU)

private store : policy file = (Tstart, Tvalid, Toverlap, Ncerts, . . .)
new inputs :m, t
/* Determine the certificate index i */

1 i = (t− Tstart)/(Tvalid − Toverlap)
/* Determine the epoch key index */

2 epoch = i/Ncerts
3 If no kepoch return error.
4 ki = K1(kepoch, i)
5 h = Hash(m)
6 h′ = h · k−1

i mod n
7 (r, s) = IFALSign(h′)
8 s′ = s · ki mod n
9 return (r, s′)

To sign the message m, the vehicle OBU executes the MessageSign algorithm which

takes as input m, the current time t and the policy file. The MessageSign algorithm

determines the current pseudonym index i and epoch key kepoch using t and the policy file

which includes the start time of the first certificate Tstart, the minimum validity period

of each pseudonym Tvalid − Toverlap and the total number of pseudonym certificates Ncerts.

Using the pseudonym index i and the epoch key kepoch, the OBU derives the pseudonym
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private key ki = K1(kepoch, i) that corresponds to the public key Pi = K1(kj, i)× PTE that

is derived by the AA when creating the certificate file using the GenCertFile algorithm.

Once the pseudonym private key ki has been derived, the remainder of the MessageSign

algorithm proceeds as follows. Firstly, the OBU computes the digest h = Hash(m) of the

message and then transforms h using the modular inverse of the pseudonym private key

k−1
i . The transformation of the message digest is similar to Chaum’s blind signatures [47]

and allows the TE to remain oblivious to the IFAL pseudonym key derivation process. This

means that a single, low-cost TE implementation can support both IFAL and the regular

ETSI-standard architecture. The TE codebase is hence kept to an absolute minimum,

just the standard ECDSA algorithm without taking the message digest, enabling efficient

auditing and the use of a standard smartcard device. These steps contribute towards

meeting the requirements for limited resources and ETSI compliance introduced in Section

5.4.

Algorithm 4: IFALSign
Run by : Vehicle Trusted Element (TE)

private store : dTE
new inputs : h′

1 k
$←− Zn \ {0}

2 R = (x1, y1) = k ×G
3 r = x1 mod n
4 s = k−1 · (h′ + dTE · r) mod n
5 if r = 0 OR s = 0 then
6 goto line 1
7 return (r, s)

The transformed message digest h′ = h · k−1
i mod n is sent to the vehicle TE which

has the TE private key and executes the IFALSign algorithm. The algorithm is simply

the standard ECDSA signing algorithm [70], without the hash function, and returns the

ECDSA signature (r, s) on the transformed message digest h′. The TE sends the ECDSA

signature (r, s) to the vehicle OBU.
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Finally, to complete the MessageSign algorithm, the OBU unblinds the signature by

multiplying the s-component by the pseudonym private key ki. The resulting signature

tuple (r, s′) is a valid signature on the message m with respect to the pseudonym public

key Pi.

Signature Correctness

The MessageSign algorithm computes ECDSA signatures that are valid with respect to

the pseudonym public keys which are derived by the GenCertFile algorithm. Specifically,

where kj is the epoch key and PTE is the TE public key, the ith pseudonym public key in

the certificate file is computed Pi = K1(kj, i)× PTE and the corresponding private key is

di = dTE · K1(kj, i).

Here we show that the signature tuple (r, s′) is a valid signature with respect to the

pseudonym public key Pi. Recall that h′ = h·ki, r = x1 mod n, s = k−1 ·(h′+dTE ·r) mod n

and s′ = s · ki mod n, then s′ can also be written:

s′ = ki · k−1 · (h′ + dTE · r) mod n

∴ s′ = ki · k−1 · (h · k−1
i + dTE · r) mod n

∴ s′ = k−1 · (h+ ki · dTE · r) mod n

∴ s′ = k−1 · (h+ di · r) mod n

Hence the signature tuple (r, s′) is a valid ECDSA signature with respect to the

pseudonym public key Pi = K1(kj, i)× PTE = ki × PTE = ki · dTE ×G = di ×G.

5.7.5 Revocation Protocol

In IFAL there are two different mechanisms for revocation and correspondingly, two different

protocols. IFAL supports both identity-based and message-based vehicle revocation with

the following two protocols:
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Identity-Based Revocation The first revocation protocol is based on the EA being

provided with the canonical identity of the vehicle that should be removed from

the scheme. This could occur when the vehicle is taken off the road by its owner,

or after the vehicle is “written off” by the insurer following an accident. The EA

uses the canonical vehicle identity to look up the uid that was issued during the

initialisation protocol. The EA sends the uid to the AA who then removes the

associated certificate file record. During the activation protocol the AA will no

longer issue new epoch keys to the revoked vehicle and so it will be removed from

the scheme after, at most, one epoch.

Message-Based Revocation The second revocation protocol is based on the AA being

provided, ideally by a suitable authority and with accompanying evidence, with

pseudonym certificates that correspond to a vehicle that has misbehaved. For

example, the vehicle may have been modified to broadcast misleading information or

may have been involved in a hit-and-run accident. The signature on the pseudonym

certificate will be an ECDSA signature tuple (r, s) that was output by the CertSign

algorithm during the initialisation protocol. The AA has the instance master key

ks and can recover the vehicle uid from the pseudonym certificate. Specifically, the

signature value s = k−1 · (h + dAA · r) mod n can be rearranged to provide the

instance key k = s−1 · (h + dAA · r) mod n that was used to create the signature.

In the CertSign algorithm, the instance key k is deterministically produced using

the invertible KDF K2 such that k = K2(ks, sc ‖ uid). Correspondingly, the uid of

the vehicle that the pseudonym certificate was issued to can be recovered using

the inverse KDF as follows, K−1
2 (ks, k) = sc ‖ uid. The AA removes the certificate

file record associated with the uid and optionally, collaborates with the EA to also

resolve the canonical vehicle identity. Once the uid record is removed, the vehicle

will be revoked within one epoch period or less.
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5.8 V2X Formal Model

This section describes our formalisation of the ETSI system model in terms of the standard

security and privacy requirements for V2X. In particular, we define a V2X scheme and

then formalise the terms “secure V2X” and “privacy conscious V2X”.

5.8.1 Preliminaries

Here we introduce the standard syntax and security definitions for digital signatures and

Key Derivation Functions (KDFs) that are the foundations of our security definitions.

Most of it is standard and we refer the reader to Goldreich [110] and Krawczyk [153],

respectively, for a more thorough treatment.

Digital Signature Scheme

A digital signature scheme Σ is a triple (G,S,V) of efficient algorithms that satisfy the

following two conditions:

1. G is a key generation algorithm that, on input the security parameter 1η, outputs

the pair of bitstrings (k, P ).

2. For every pair (k, P ) output by G(1η) and for every message m ∈ {0, 1}∗, the signing

algorithm S and the verification algorithm V satisfy:

Pr[V (P,m, S(k,m)) = 1] = 1

The standard formal security definition for digital signature schemes is Existential

Unforgeability under Chosen-Message Attack (EUF-CMA) [111]. The definition refers to

an experiment that is played between an efficient adversary A and an oracle OS that will

sign arbitrary messages. The public-key signature scheme experiment is defined as follows.
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EUF-CMAOS (1η,A) :

1. The oracle OS simulates the key-generation algorithm G which generates the key pair

(k, P ) and then provides the adversary A with the target verification key P ?.

2. Challenge: Polynomially many times, the adversary A submits a message m to the

oracle OS and learns the corresponding signature σ = OS(k,m).

3. Output: The adversary A outputs the pair of bitstrings (m?, σ?).

The adversary A is deemed successful and wins the EUF-CMA experiment if and only

if the following two conditions hold:

1. The message m? is different from all queries made by the A to the signing oracle

OS . In other words, m? is different from any string in OS(k,m).

2. The tuple (m?, σ?) corresponds to a valid message-signature pair relative to the

verification key P ? and therefore V(P ?,m?, σ?) = 1.

Definition 5.8.1 (Secure Signature Scheme) A public-key signature scheme Σ =

(G,S,V) is said to be secure if for all efficient adversaries A, the probability of A winning

the experiment EUF-CMAOS (1η,A) is a negligible function of the security parameter η.

Key Derivation Function

A KDF is a function that is used to generate cryptographically strong pseudorandom keys

from some inadequate initial source of keying material. Specifically, a KDF is an algorithm

K that takes as input a bitstring k and a length parameter l. Optionally, a salt value r

and a context variable x are also input. The algorithm outputs a bitstring of length l bits.

The security of a KDF depends on the input bitstring k which is sampled from a source

of keying material φ. Formally, φ is an efficient algorithm that takes as input the security

parameter 1η and outputs the probability distribution tuple (k, α). In the tuple output by
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the source φ, k is the bitstring that will be input to the KDF and α is auxiliary knowledge

about k which is known to the adversary. For example, in a Diffie-Hellman application

[68] the bitstring k will have the value gxy and the auxiliary knowledge α would comprise

the group parameters (p, q, g) and the public key values (gx, gy).

The standard security definition for a KDF demands that the output bitstring is

indistinguishable from a random bitstring of the same length. The definition refers to an

experiment that is played between an adversary B and an oracle OK that will derive keys

for adaptively chosen context and length queries. The secure KDF experiment is defined

as follows:

(t,q,ε)-Secure-KDFOK
(η, q,B)

1. The oracle OK simulates the source algorithm φ which generates the probability

distribution tuple (k, α) and then provides the adversary B with the auxiliary knowledge

α.

2. For i = 1, . . . , q′ 6 q, B adaptively submits chosen context and length queries to the

key derivation oracle OK and learns the corresponding KDF output k′i = OK(k, xi, li).

3. Challenge: The adversary B chooses a context and length query (x, l) such that

x 6∈ {x1, . . . , xq′}. In other words the context x has not previously been submitted to

OK.

4. A bit b ∈ {0, 1} is chosen at random. If b = 0 then OK provides B with the KDF output

k′ = OK(k, x, l), otherwise OK provides a random bitstring k′ = {0, 1}l of length l bits.

5. B may repeat Step 2, subject to the total number of queries remaining less than q and

the context not being equal to the challenge context x.

6. The adversary B outputs a bit b′ ∈ {0, 1}. B wins the game if b′ = b.

Definition 5.8.2 (Secure KDF) A KDF K is said to be (t, q, ε)-secure with respect to

a source of keying material φ, if for all efficient adversaries B that run in time t and make
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at most q queries, the probability of B winning the (t,q,ε)-Secure-KDF experiment is

less than 1/2 + ε.

5.8.2 V2X Scheme

Definition 5.8.3 (V2X Scheme) A V2X scheme Π comprises the following quartet of

efficient algorithms and protocols:

• An algorithm CreatePKI that outputs the public and private PKI parameters

(PP, SP) which are sets that include the public and private signing keys belonging

to each RCA, EA and AA, respectively. In addition, the public PKI parameters

PP also includes the certificates ρEA and ρAA that authorise the EA and the AA,

respectively, in relation to the RCA public key PRCA.

• An algorithm CreateVehicle which outputs the public key pairs of a vehicle OBU

(dOBU, POBU) and the associated TE (dTE, PTE).

• An interactive protocol EnrolVehicle that is run between the EA and a vehicle.

• An interactive protocol AuthoriseVehicle that is run between the AA and a vehicle.

5.8.3 Secure V2X

The main security requirement for a V2X scheme is message authentication. In this section,

we capture this requirement by formalising the term “secure V2X” scheme in relation to

the authentication experiment Auth-V2X. To improve the completeness of our definition,

we overload the standard digital signature verification algorithm V from Section 5.8.1 as

follows. In the authentication experiment Auth-V2X, the verification algorithm V takes

as input the full certificate chain that authorises the verification key P . Specifically, V

takes as input the V2X scheme root certificate public key PRCA, the AA certificate ρAA,

the pseudonym certificate ρ, the message m and the signature σ. The modified verification

algorithm V returns true if and only if:
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1. The tuple (m,σ) is a valid digital signature with respect to the definition of a secure

signature scheme in Section 5.8.1. In other words, where P is the verification key in

the pseudonym certificate ρ, V(P,m, σ).

2. There is a valid certificate chain from the pseudonym certificate ρ to the root certifi-

cate public key PRCA. For example, V(PRCA, ρAA, σρAA) = 1 and V(PρAA , ρ, σρ) = 1.

The authentication experiment is played between an adversary C and a V2X scheme

oracle OΠ that simulates a number of vehicles. The experiment is as follows:

Auth-V2XOΠ(1η, C)

1. The V2X scheme oracle OΠ takes as input the security parameter 1η and simulates the

CreatePKI algorithm which outputs the public and private PKI parameters (PP, SP)

and also the CreateVehicle algorithm which creates NV vehicles with identities

V1, . . . , VNV
. The oracle OΠ provides the adversary C with the public parameters

PP = (PRCA, PEA, ρEA, PAA, ρAA).

2. Challenge: For an arbitrary polynomial duration of C’s choosing, OΠ provides C

with the message-signature-certificate triples (m,σ, ρ) that are sent by the vehicles

V1, . . . , VNV
. Afterwards, the adversary C outputs the triple of bitstrings (m?, σ?, ρ?).

The adversary C is deemed successful and wins the Auth-V2X experiment if:

1. The message m? is different from any m provided by the V2X scheme oracle OΠ.

2. The triple (m?, σ?, ρ?) corresponds to a valid message-signature pair (m?, σ?) with

respect to the pseudonym certificate ρ? and the certificate chain from ρ to PRCA is

valid. In other words, V(PRCA, ρAA, ρ
?,m?, σ?) = 1.

Definition 5.8.4 (Secure V2X) We say that a V2X scheme Π is secure if for all efficient

adversaries C, the probability of C winning the Auth-V2X experiment is a negligible

function of η.
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5.8.4 Privacy Conscious V2X

The main privacy requirements for V2X are unlinkability and pseudonymity. In this section,

we formalise the term “privacy conscious V2X” which captures these requirements in

relation the privacy experiment t-Priv-V2X. We recall from Section 3.2.2 that the scope

of achievable privacy in V2X is limited to considering intermediate adversaries that only

have a temporally intermittent, or spatially partial observational capacity. The periodic

location information provided by broadcast messages in V2X is inherently susceptible

to techniques such as MHT [202] that are reliably able to track and identify individual

sources [117, 259].

The main technique for providing privacy in V2X is with pseudonym certificates.

Pseudonyms allow a vehicle to send messages without revealing its identity but also ensure

that the vehicle remains accountable. It is only when vehicles change pseudonym at a time

or place that the adversary is unable to witness that there is any chance of preventing

long-term tracking. In particular, it has been shown that even “perfectly unlinkable”

broadcast messages that use a different pseudonym for each message are still vulnerable

to long-term identification and tracking [160, 22].

In this work we separate ourselves from the issue of messages that provide inherently

identifiable location information and focus instead on the cryptographic qualities of a

V2X scheme that might undermine vehicle privacy. This permits us to quantify the

privacy leakage of the V2X scheme in a way that is independent from human behaviour or

vendor-specific implementation details. We define privacy conscientiousness for V2X in

terms of the cryptographic linkability of message signatures and certificates, disentangled

from the situationally dependent message contents. In particular, we do not allow the

contents of a broadcast message to contribute to the adversaries advantage.

We capture the cryptographic linkability of a V2X scheme with the following experiment

that is played between an adversary D and the “obscured” V2X scheme oracle O 6Π. The
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obscured oracle O 6Π is like the V2X oracle OΠ from the Auth-V2X experiment in Section

5.8.3. However, rather than providing the adversary with the messages that are broadcast

by vehicles, O 6Π sends messages that are chosen uniformly at random from a message

distributionM. Here we use the notion of a “vehicle reference” analogously to how pointers

are used in computer programming languages and our experiment is similar to the off-line

RFID privacy model developed by Garcia et al. [106]. The t-Priv-V2X experiment is as

follows:

t-Priv-V2XO 6Π(1η,D)

1. The obscured V2X scheme oracle O6Π takes as input the security parameter 1η and

simulates the CreatePKI algorithm which outputs the public and private PKI pa-

rameters (PP, SP) and also the CreateVehicle algorithm which creates NV vehicles

with references V1, . . . , VNV
. The oracle O 6Π provides the adversary D with the public

parameters PP = (PRCA, PEA, ρEA, PAA, ρAA) and the vehicle references V1, . . . , VNV
.

2. Challenge: After an arbitrary polynomial duration of D’s choosing, during which O 6Π

provides D with all of the obscured message-signature-pseudonym triples (m,σ, ρ)

that are sent by the vehicles V1, . . . , VNV
, D chooses a target vehicle reference V ? ∈

{V1, . . . , VNV
}.

3. The oracle O 6Π invalidates all of the original vehicle references V1, . . . , VNV
, chooses a

bit b ∈ {0, 1} at random and then pauses for the polynomial duration t. During the

time t, no messages from any of the vehicles V1, . . . , VNV
are sent to the adversary D.

After time t and if b = 0 then O6Π resumes simulating only the vehicle that had the

reference V ?, otherwise O 6Π simulates a different vehicle chosen uniformly at random

from {V1, . . . , VNV
} \ V ?.

4. After an arbitrary polynomial duration of D’s choosing, during which O 6Π provides D

with all of the obscured message-signature-pseudonym triples (m,σ, ρ) that are sent by

the remaining vehicle, D outputs the bit b′ ∈ {0, 1}.
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The adversary D is deemed successful and wins the t-Priv-V2X experiment if b′ = b.

Definition 5.8.5 (Privacy Conscious V2X) A V2X scheme Π is said to be privacy

conscious if for all efficient adversaries D, the probability of D winning the t-Priv-V2X

experiment is less than 1/2 + ε.

5.9 The Security and Privacy of IFAL

In this section we show that IFAL is a secure and privacy conscious V2X scheme.

5.9.1 IFAL is a Secure V2X Scheme

This section shows that IFAL is a secure V2X scheme with respect to Definition 5.8.4. In

particular, we reduce the security of IFAL to the unforgeability of the underlying signature

scheme.

Theorem 5.9.1 Let Σ be a secure signature scheme with respect to Definition 5.8.1, then

IFAL is a secure V2X scheme with respect to Definition 5.8.4.

Proof. Let us assume for contradiction that IFAL is not a secure signature scheme.

In relation to the Auth-V2X experiment this means that there is an adversary C who

after being provided with the public parameters PP = (PRCA, PEA, ρEA, PAA, ρAA) and all

of the message-signature-certificate triples (m,σ, ρ) which are sent by NV vehicles during

an arbitrary period of observation, manages to craft a triple (m?, σ?, ρ?) such that m? is

unique from any m sent by any vehicle and V(PRCA, ρAA, ρ
?,m?, σ?) = 1.

We show how to use such an adversary C to break the security of the underlying

signature scheme. Specifically, we construct an adversary A that uses C to win the EUF-

CMA experiment. A simulates the full IFAL PKI environment including the initialisation,

activation and usage protocols as specified in Section 5.7. A generates the public and

private PKI parameters (PP, SP). The public parameters PP = (PRCA, PEA, ρEA, PAA, ρAA)
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include the RCA public key and the public keys and certificates of the EA and the AA.

The private parameters SP = (dRCA, dEA, dAA, ks, sc) include the private keys of the RCA

and the EA as well as the private key, instance master key and secure counter of the AA.

To begin, the adversary A simulates NV vehicles by first creating the corresponding

OBU and TE public key pairs (dOBU, POBU) and (dTE, PTE), respectively. For each vehicle,

A simulates runs the initialisation and activation protocols so that the certificate file is

generated and the pseudonym keys are available. A chooses the target pseudonym validity

period e? and the target vehicle V ? ∈ {V1, . . . , VNV
}. When emulating V ? during the

target epoch e?, rather than using the vehicle private keys (dOBU, dTE) and simulating the

usage protocol, A will instead use the signing oracle OS from the EUF-CMA game. For

all other vehicles A will simulate the usage protocol as usual.

After an arbitrary period of adversary C’s choosing, during which A will simulate peri-

odic message sending and provide C with the message-signature-certificate tuples (m,σ, ρ)

sent by all NV vehicles, C will terminate and output a triple of bitstrings (m?, σ?, ρ?). By

hypothesis, m? is unique from any m sent by any vehicle and V(PRCA, ρAA, ρ
?,m?, σ?) = 1.

In other words, (m?, σ?) is a valid message-signature tuple and there is a valid certificate

chain from the root public key PRCA to the pseudonym certificate ρ?.

Since IFAL is based on the ETSI V2X standards, the signed message (m?, σ?) must be

an IEEE WAVE based CAM crafted according to the ETSI CAM security profile [88]. In

particular, (m?, σ?) is a IEEE1609dot2 SignedData structure as shown in Figure 5.7 such

that m? is the triple (hashID, tbsData, signer) and σ? is the signature element.

In order to win the EUF-CMA experiment, the adversary A needs to output a signed

message (m?, σ?) such that:

1. The message m? is different from all of the queries made by A to the oracle OS .

2. The tuple (m?, σ?) is a valid message-signature pair relative to the verification key

P ? and therefore V(P ?,m?, σ?).
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SignedData ::= SEQUENCE {
hashId HashAlgorithm ,
tbsData ToBeSignedData ,
signer SignerIdentifier ,
signature Signature

}

Figure 5.7: The SignedData specifica-
tion from the IEEE 1609.2 standard
[131].

SignerIdentifier ::= CHOICE {
digest HashedId8 ,
certificate SequenceOfCertificate ,
self NULL ,
...

}

Figure 5.8: The SignerIdentifier spec-
ification from the IEEE 1609.2 standard
[131].

Condition 1. holds because m? was not queried to the oracle OS . As the target vehicle

V ? is chosen randomly by A, the probability that C attacks V ? is 1/NV . Condition 2.

holds because (m?, σ?) is a valid message-signature tuple with respect to the certificate

chain from PRCA to ρ?. With respect to the CAM message structure in Figure 5.7, this

also means that if the SignerIdentifier element shown in Figure 5.8 is a digest then

the adversary A has previously received the corresponding certificate ρ?.

The advantage of the adversary C in winning the Auth-V2X experiment is therefore

the probability that C attacks vehicle V ? multiplied by the advantage of A against the

signature scheme. Since C may attack either the signature on the message during the

certificate validity period e?, or the signature at any stage of the certification path, the

advantage of C is further divided by the certification path length ` and the total number

of pseudonym validity periods NE over which A provides tuples (m,σ, ρ) to C.

AdvAuth-V2X
C = AdvEUF-CMA

A (1η)
` ·NV ·NE

5.9.2 IFAL is a Privacy Conscious V2X Scheme

This section shows that IFAL is a privacy conscious V2X scheme with respect to Definition

5.8.5. We reduce the privacy of IFAL to the security of the underlying KDF scheme.

Informally, an adversary cannot link vehicle pseudonyms to a single source because all

pseudonym public keys are the product of a random vehicle TE public key and an output
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from the secure KDF K1. To win the t-Priv-V2X experiment with a non-negligible

probability, an adversary must be able to learn or know something that can differentiate

pseudonyms sent from one vehicle from those sent by another. Since a secure KDF has

the property that the output is indistinguishable from a random bitstring of the same

length, and random bitstrings do not portend anything about future random bitstrings,

no adversary can link different pseudonyms to a single source.

IFAL is a privacy conscious V2X scheme because a secure KDF is used to derive the

pseudonym public key values that are issued to vehicles. In more detail, each pseudonym

public key Pi is computed as the product of the vehicle TE public key PTE and the output of

the KDF K1 which is seeded with the epoch key kj and the context i, Pi = K1(kj, i)×PTE.

Correspondingly, vehicles use an implicit KDF to derive the pseudonym private key that

is required to sign messages that are valid with respect to Pi. We define the implicit

pseudonym private key KDF as follows:

Kpseudo(kj, i) = K1(ki, i) · dTE mod n

Theorem 5.9.2 If K1 is a secure KDF with respect to Definition 5.8.2 then Kpseudo is

also a secure KDF.

By definition, the output of KDF K1 is indistinguishable from a random bitstring in the

field Z∗n. Since the vehicle TE private key dTE is a generated securely by tamper-resistant

hardware and modular multiplication over a prime modulus n is uniformly distributed in

Z∗n, Kpseudo is a secure KDF. Even if dTE is generated non-uniformly, provided that it is in

the finite field Z∗n then Kpseudo is still a secure KDF.

Theorem 5.9.3 If Kpseudo is a secure KDF then IFAL is a privacy conscious V2X scheme

with respect to Definition 5.8.5.

From Theorem 5.9.2 it follows that every pseudonym private key dpseudo that is used to
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sign CAM in IFAL is a random bitstring in the field Z∗n. Each corresponding pseudonym

public key is computed by multiplying dpseudo by the elliptic curve base point G. In other

words, Pi = dpseudo×G = di ·dTE×G = K1(kj, i) ·dTE×G. Multiplying a random bitstring

by an elliptic curve point does not yield a secure KDF because, on all standard curves, a

curve point is highly-distinguishable from a random bitstring [16]. Instead, for our notion

of a privacy conscious V2X, we analogously formulate that the pseudonym public key must

be indistinguishable from a random point on the same curve. It therefore suffices that the

pseudonym private key dpseudo is output by a secure KDF.

Proof. Let us assume for contradiction that IFAL is not a privacy conscious V2X

scheme. This means that there is an adversary D that manages with a non-negligible

probability to win the t-Priv-V2X experiment. We build an adversary B that uses D

to win the (q,t,ε)-Secure-KDF experiment and therefore breaks the security of the

underlying KDF.

To begin, the adversary B simulates the full IFAL PKI environment including the

protocols, algorithms and roles specified in Section 5.7. B simulates NV vehicles by

generating the appropriate public key pairs and then simulating the initialisation and

activation protocols. B chooses a target epoch e? and a target vehicle V ?. For each vehicle

B emulates message sending by periodically simulating the usage protocol to generate

message-signature-pseudonym triples (m,σ, ρ). When simulating V ? during epoch e?,

rather than using the KDF K1 to generate the pseudonym private key, B uses the key

derivation oracle OK from the (q,t,ε)-Secure-KDF experiment. As in the t-Priv-V2X

experiment, each vehicle message m is chosen uniformly at random from a message

distribution M. Adversary B provides D with a reference to each vehicle V1, . . . , VNV
and

provides all of the vehicle broadcast message triples (m,σ, ρ).

After an arbitrary polynomial duration, adversary D will provide B with a target

vehicle reference Vi. B will invalidate all of the vehicle references V1, . . . , VNV
, choose a
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bit b ∈ {0, 1} and then pauses for the duration t. If b = 0 then B resumes simulating

vehicle Vi only, otherwise B resumes simulating a different vehicle chosen at random from

{V1, . . . , VNV
} \ Vi. Again B provides D with all of the message-signature-pseudonym

triples (m,σ, ρ) that are sent by the remaining vehicle. Eventually D will terminate and

output a bit b′ ∈ {0, 1}.

By hypothesis, b′ = b with a probability significantly higher than 1/2 + ε. This means

that adversary D has succeeded in distinguishing the pseudonyms sent by vehicle Vi from

those of another and that one of the following must hold true:

1. The silent period t is less than the minimum certificate validity period Tminimum.

If t 6 Tminimum then V ? will sign messages using a pseudonym certificate that has

already been witnessed by D. The adversary will be able to win the experiment with

a probability of 1.

2. D found linkable information in the pseudonym certificates ρ that were sent by Vi.

3. The adversary D broke the security of the KDF K1 that generated Vi’s pseudonym

public keys and was able to distinguish the values from random points on the same

curve. D must have chosen to attack the target vehicle so that Vi = V ? and during

the target epoch e?.

Condition 1. only holds if t <= Tminimum and Condition 2. does not hold provided that

the pseudonym certificates are created in accordance with the ETSI standards and that

they do not contain any linkable information. Condition 3. holds because, by hypothesis,

D was able to output b′ = b with a probability significantly higher than 1/2 + ε. This

means that D was able to distinguish the pseudonym key values sent by Vi from those of

any other vehicle {V1, . . . , VNV
} \ Vi.

Where Nperiods is the integer number of epoch periods that the experiment is run

over and provided that t > Tminimum, the advantage of the adversary D in winning the

t-Priv-V2X experiment is the probability that D attacks the vehicle V? during the target
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epoch e? multiplied by the advantage of B against the KDF scheme.

Advt-Priv-V2X
D = Adv(q,t,ε)-Secure-KDF

B (1η)
NV ·Nperiods

5.10 Evaluation and Performance

In this section we argue that the IFAL scheme we have presented in Section 5.7 meets the

security, privacy and performance requirements for V2X from Section 5.4.

The primary security requirement for V2X is that there is a mechanism for determining

the authenticity and integrity of broadcast messages. We show in Section 5.9.1 that IFAL

is a secure V2X scheme and provide a reduction from the security of IFAL to the security

of the underlying signature scheme.

There are four main privacy requirements for V2X. IFAL achieves pseudonymity

because the structure of broadcast CAM and the pseudonym certificates that authorise

them do not reveal the canonical vehicle identity. Correspondingly, and as shown in

Section 5.9.2 where we prove that IFAL is a privacy conscious V2X scheme, IFAL achieves

cryptographic unlinkability and does not reveal any more information than is necessary for

providing pseudonymous authentication. Accountability in IFAL is accomplished because

each message is authenticated using a secure signature scheme and a pseudonym certificate

that is signed by the AA. Messages undeniably originate from a source that not only has

been provided with the epoch key that was necessary to produce the signature, but that

also has the same vehicle TE that was involved in the certificate file issuance process.

Finally, IFAL satisfies the requirement for corrupt certificate authority resistance because,

as in the standard ETSI ITS architecture, the EA and the AA use role separation to

ensure that no single authority can link pseudonymous broadcast messages to a canonical

vehicle identity.

Concerning depseudonymisation and revocation, in IFAL each pseudonym certificate
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is signed using the CertSign algorithm from Section 5.7.2. In particular, the instance

signing key that is used to sign each pseudonym is computed using the invertible KDF

K2 such that the uid of the vehicle can always be recovered by the AA. In Section 5.7.5

we show that IFAL supports both identity-based and message based revocation and that

optionally, the AA can collaborate with the EA to provide law enforcement support. The

ETSI standards [83] indicate that the AA should be implemented using an HSM which

would execute the key generation, GenCertFile and CertSign algorithms. The certificate

file and transport key would only leave the HSM once encrypted for the vehicle OBU and

activation codes would also be generated within the device. To provide greater defence

against collaborating certificate authorities, a misbehaviour authority could be established

and tasked with operating a recovery HSM that provides instance key encryption and

decryption for the AA.

V2X schemes are required to support vehicles with limited computational and storage

resources. IFAL only introduces a small computational overhead when compared to the

standard. In particular, the most time-critical operation in V2X is signature verification,

requiring at least 1,000 operations per second. In IFAL, signature verification is unchanged

from the ETSI standard and is just one regular ECDSA verification operation. For signing,

which has a modest 10 per second performance requirement, IFAL adds just one KDF and

one modular inverse operation per pseudonym, and two additional modular multiplications

per message. These small overheads can easily be accommodated within existing V2X

hardware without a significant performance impact. With regards to storage requirements,

a typical 5 year supply of IFAL pseudonym certificates requires as little as 32.1 megabytes.

We evaluate the IFAL certificate file creation and storage requirements more thoroughly

in Section 5.10.2.

With regards to supporting vehicles with intermittent connectivity or limited bandwidth,

IFAL has improved support over the standard. Vehicles are issued with a lifetime supply of
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inactive pseudonym certificates that are divided into epochs. Each epoch comprises one or

more pseudonym certificates and correspondingly, the activation codes that enable vehicles

to sign messages in IFAL contain epoch keys that allow the private signing keys for one or

more pseudonyms to be derived. The policy file that defines the number of pseudonyms

per epoch and the duration of each certificate allows IFAL to support vehicles with a wide

range of different connectivities. Activation codes are only 128 bits in size and, even when

supplemented with an additional 40 bit epoch and certificate file identifier for convenience,

can be represented as a 28 character alphanumeric string. One appealing possibility for

distributing activation codes is using mobile SMS messages and leveraging the existing

eCall system [200] that has been fitted to all new European vehicles since March 2018.

Since activation codes are encrypted, they can be sent over an insecure channel and in the

most extreme case of entirely unconnected vehicles, can even be entered manually during

vehicle servicing.

V2X schemes are required to limit the impact of vehicles that abuse their pseudonymity.

IFAL optimally limits Sybil attacks that abuse concurrently valid pseudonyms because, at

most, each vehicle only has two concurrently valid pseudonym certificates. Each vehicle

is issued a unique pseudonym for every certificate period in the certificate file and it is

only during the small overlap period, which is necessary for harmonising vehicles without

synchronised clocks, that two pseudonyms are simultaneously valid. In contrast to the

U.S. DOT SCMS certificate pooling approach in which there are 20-40 concurrently valid

pseudonyms changed weekly, IFAL has much better resistance to Sybil attacks.

Lastly, in this work we required that IFAL was compatible with the ETSI TS 102

731 ITS security architecture standard [85]. IFAL conforms to the standard, is developed

around the same PKI model and uses the same cryptographic primitives, but also offers

improved support for vehicles with limited and intermittent connectivity.
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5.10.1 Bandwidth Profile

This section details the improved trade-off between bandwidth, privacy and revocation

that IFAL represents. Recall that IFAL caters to early deployments of V2X in which

there are vehicles with a range of different, limited connectivities and there is likely to be

intermittent access to central resources. IFAL is superior to the ETSI standard ad-hoc

issuance of time-limited pseudonym certificates because it is not necessary to compromise

between the bandwidth required for sending each certificate and the privacy afforded by

the validity period of each pseudonym.

The lower-bound on the amount of online bandwidth that IFAL saves is 896 bits

per pseudonym certificate. This bound is established when considering a minimum

ECDSA certificate size of 1024 bits and then subtracting the 128 bit size of an IFAL

activation code. An absolute upper bound is not possible to establish without introducing

additional constraints since, by design, an activation code enables a vehicle to derive

ECDSA signatures for an arbitrary number of pseudonyms.

Figure 5.9: ETSI vs IFAL: Certificate issuance
bandwidth required for a continuous supply of
5 minute pseudonym certificates.

The number of pseudonyms corre-

sponding to each activation code is de-

fined by the epoch duration which is

specified in the policy file of each ve-

hicle. In their pre-standardisation sur-

vey of pseudonym change management

[84], ETSI provides the example of us-

ing 5 minute pseudonym validity periods

and a 1 minute overlap duration when

adopting a fixed-time pseudonym change

strategy. In Figure 5.9, we compare the bandwidth needed to implement the ETSI ad-hoc

pseudonym issuance mechanism using this strategy with the bandwidth savings provided

145



by the IFAL. We consider both the lower-bound, in which IFAL reduces bandwidth by

896 bits per pseudonym yet maintains revocation granularity, as well as a more relaxed

setting similar to the U.S. DOT recommendations for which we adopt an epoch duration

of one week.

In more detail and using the ETSI suggested 5 minute pseudonym validity period

and 1 minute overlap duration, ad-hoc certificate issuance requires 288 KB per day or

less. This is simply the 1024 bit size of each certificate multiplied by the quantity, 288,

needed for 24 hours of continuous driving. This can be considered an upper bound on

the bandwidth required since highly-connected vehicles could request a smaller number

that better fit the owner’s normal driving patterns. A more developed analysis of the sort

needed to establish average bandwidth requirements for ad-hoc certificate issuance would

require expensive behavioural modelling and is outside the scope of this work.

IFAL introduces an additional epoch duration parameter which we evaluate in two

different configurations. Firstly we consider the upper-bound that occurs when the epoch

duration is equal to the pseudonym validity period. In this configuration, a vehicle requires

one activation code for every pseudonym in the certificate file and so the total bandwidth

requirement per day, 36 KB, is the 128 bit activation code size multiplied by the 288

pseudonyms needed every 24 hours. As in the ETSI case this is also an upper bound in the

sense that highly-connected vehicles could request a smaller number of activation codes

that better fit normal driving patterns.

Secondly, we consider the setting in which the ETSI epoch duration parameter is set

to a period of one week. In this configuration an activation code allows a vehicle to derive

the signing keys for each of the 2016 unique 5 minute pseudonym certificates which, in

total, span a 7 day period. The total online bandwidth required is just 128 bits per week

and can easily be communicated using a range of bandwidth mechanisms such as mobile

SMS.
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In the case of both the ETSI and IFAL certificate issuance mechanisms the only

constraint on how often certificates and activation codes, respectively, must be sent to each

vehicle is that it must be before the pseudonym is needed. When using ad-hoc certificate

issuance there is a trade-off between the bandwidth that is available to each vehicle and

the privacy, in terms of certificate validity period, that can be provided. Vehicles with

limited or intermittent connectivity must rely on a smaller number of pseudonyms, each

with a longer validity period. IFAL improves this situation by allowing a fixed size, 128 bit

activation code to correspond to an arbitrary number pre-installed but otherwise unusable

of certificates.

There is an additional trade-off with respect to bandwidth and privacy. The further in

advance certificates are issued, or the longer the epoch duration, the greater the period

before a vehicle can be revoked. All certificates or activation codes that have been issued

must expire before passive revocation can take place. Finding the optimal balance between

epoch duration, revocation and privacy is an interesting direction for future research.
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5.10.2 Experimental Results

To evaluate the performance of IFAL, we have created a proof of concept reference

implementation in C++ based on the Crypto++ library. Our reference implementation is

open source and freely available at https://github.com/hkscy/IFAL.

Since signature verification on the vehicle is unchanged, namely a standard ECDSA

verification operation, and IFAL does not add significant computational overhead to

message signing, we focus on the performance of the server-side GenCertFile and CertSign

algorithms which are executed by the AA. We wrote an IFAL policy specifying a certificate

file with the following parameters:

• Ncerts = 525, 600

• Nepochs = 20

• Tvalid = 5 minutes

• Toverlap = 2 minutes

In other words, the file will contain 5 years worth of consecutive pseudonym certificates,

each valid for 5 minutes. An epoch will last 91 days and there are 20 total epochs in the file.

Using a standard desktop computer we were able to compute the certificate file containing

a 5 year supply of pseudonym certificates in 9.03 seconds on average. The certificate file

comprises 525, 600 ECDSA certificates and therefore requires 525, 600 · 1, 024 ≈ 64.2 MB

of storage on the vehicle OBU. Optionally, if the OBU has the resources to derive the

corresponding public key for each pseudonym, the certificate file can be halved in size to

just 32.1 MB.
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5.11 Chapter Summary

In this chapter we have presented the Issue First Activate Later (IFAL) scheme, a practical

and secure improvement to the leading European security architecture candidate for ITS.

IFAL is based on a novel key diversification mechanism in the public-key setting

that improves support for vehicles with limited and intermittent connectivity. Each

vehicle is pre-issued with a certificate file that contains a lifetime supply of inactive

pseudonym certificates. The file is divided into epochs and vehicles receive small, time-

delayed activation codes that enable them to use the pseudonyms in a particular epoch.

By adjusting the epoch duration, vehicles with a wide range of different connectivities

can be provided with the same level of cryptographic unlinkability. Activation codes

are small, 128 bit encrypted values that are particularly well suited to being sent as

SMS messages, potentially avoiding the need for new infrastructure. IFAL supports the

revocation and optional depseudonymisation of vehicles based on messages that correspond

to misbehaviour. Revoked vehicles are passively denied the activation codes required for

their future participation, therefore removing the need for CRL and offering improved

verification latency over the previous proposals.

We have shown that IFAL meets the ETSI standard security and privacy requirements, is

provably secure and privacy conscious in a formal setting and has favourable performance in

our reference implementation. IFAL is efficient, standards compliant and a good candidate

for mainstream deployment.
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Chapter 6

Vehicular Direct Anonymous

Attestation

In this chapter we look beyond the immediately practical improvements to the ETSI V2X

standards developed in the last chapter, namely IFAL, and consider privacy enhancements

that are suited to less-constrained V2X deployments. In particular, we address the threat

of colluding certificate authorities with a new Vehicular DAA (VDAA) scheme which

harmonises the standard requirements for V2X introduced in Section 2.5.4 with the strong

privacy guarantees of Direct Anonymous Attestation (DAA). This work is aimed at future

deployments of V2X which do not incur the same computational and bandwidth constraints

which guided our previous work. Indeed, the activation tokens which are a key part of our

IFAL solution are not needed for our VDAA scheme.

VDAA uniquely addresses, despite subverted and collaborating certificate authorities,

the challenge of preventing long-term vehicle tracking in V2X whilst retaining centralised

authority over vehicle revocation. Our scheme includes a novel construction that optimally

limits Sybil attacks by restricting each vehicle to one pseudonym request per epoch. We

also present a new security model for VDAA and show that we can reduce the unforgeability

and unlinkability of our ECDSA broadcast messages to the security of the underlying

DAA scheme.
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6.1 Motivation

The leading standards for V2X [86, 29] both propose the use of ECDSA pseudonym

certificates for providing privacy. In the standards, and elsewhere in the literature

[23, 188, 102, 208, 256, 189], pseudonyms provide privacy for V2X in two dimensions.

Firstly, pseudonyms are used to protect vehicles from the type of long-term tracking that

intends to uniquely identify individual drivers. Vehicles change pseudonym multiple times

per journey such that, when pseudonym change occurs outside of the observational reach of

an adversary, the vehicle cannot be distinguished from any other vehicle that also changed

pseudonym during the same period of observational unavailability. In the previous chapter

we develop a new V2X architecture, IFAL, which ensures that each vehicle has a unique

pseudonym for every 5 minute period in its lifetime and that the cryptographic signatures

on broadcast messages do not provide linkability between different pseudonyms.

The second way in which pseudonyms are commonly used to improve privacy in V2X

is to prevent any single certificate authority from linking pseudonymous vehicle signatures

to a canonical vehicle identity. In both of the leading security standards for V2X, vehicles

are issued with a long-term ECDSA enrolment certificate that is repeatedly used over a

vehicles lifetime to request multiple short-term pseudonymous authorisation certificates.

In IFAL too, a single pseudonymous uid is associated with the set of all pseudonyms

and activation codes that are issued to each canonical vehicle. In all of these exclusively

ECDSA-based systems, only role-separation between the long-term enrolment authorities

and the short-term authorisation authorities ensures that no single compromised authority

can link a pseudonymous vehicle signatures to a canonical identity.

Whilst the standards offer some privacy protection from honest-but-curious [110]

certificate authorities, neither standard protects vehicles from certificate authorities which

are dishonest or that collaborate. This limitation has also been recognised by the Data
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Protection Working Party who have called for new technical measures that address

the problem [183]. Developing these measures is challenging, in part, because of the

standardisation of ECDSA for V2X. In both of the leading V2X standards, ECDSA is

used for the internal certification of authorities, signing enrolment certificates, signing

pseudonym certificates and for signing the broadcast messages that are sent by vehicles.

Although ECDSA is well suited to V2X because it offers small signature sizes and low-

latency message verification, it is less flexible then other schemes such as Schnorr [212] or

Camenisch-Lysyanskaya [41] signatures. In particular, the inability to re-randomise an

ECDSA signature [162] makes it impossible to strongly protect the privacy of vehicles that

request pseudonyms by repeatedly presenting a long-term ECDSA certificate.

Several works have developed enhanced privacy techniques for V2X based on using

a more flexible signature scheme [102, 50, 256, 8, 208]. From a privacy perspective, a

particularly attractive candidate for use in V2X in Direct Anonymous Attestation (DAA).

DAA is an anonymous group signature scheme first introduced by Brickell et al. [30]

and since standardised by the Trusted Computing Group (TCG) who include it in their

Trusted Platform Module (TPM) specification [143]. In DAA, group members comprise

a TPM and a host that work together to sign messages with respect to a basename.

Members receive a blind signature on their long-term credential and then authenticate as

a group member by proving in zero knowledge [92] that they have such a signed credential.

DAA offers strong privacy guarantees that include unforgeability, non-frameability and

unlinkability even when the group issuer is corrupt [38]. These properties are desirable for

V2X as they overlap with the standard requirements but also provide unlinkability despite

a dishonest issuer. Whilst the strong privacy guarantees of DAA make it an attractive

candidate for use in V2X, the computational costs, large signature sizes and the potential

for abuse of anonymous credentials prohibit its straightforward application.

In this chapter we are motivated to reconcile the strong privacy guarantees of DAA,
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including unlinkability despite a dishonest issuer, with the fast verification speed, small

signature size and standards compliance of ECDSA signatures for V2X authentication.

6.2 Contributions

VDAA is a new V2X scheme that addresses the need to protect vehicles from subverted or

collaborating certificate authorities. VDAA harmonises the strong privacy guarantees of

DAA with the standard requirements for V2X introduced in Section 2.5.4. In contrast

to the leading standards for V2X [88, 29], VDAA offers a stronger security model in

which only the vehicle OBU must be trusted for privacy. Uniquely in the literature

[102, 50, 256, 8, 208] our scheme retains centralised authority over vehicle revocation,

efficient standards-compliant ECDSA signatures on broadcast messages and does not

require the TPM to be trusted for privacy. The main contributions in this chapter are as

follows:

1. We present our new Vehicular DAA (VDAA) scheme which harmonises the strong

privacy guarantees of DAA with the standard requirements for V2X. In particular,

we retain the ECDSA CAM signatures that are required by both of the leading V2X

standards for their fast verification speed and small signature size.

2. We uniquely address the problem of preventing long-term vehicle tracking by dishon-

est, subverted and colluding certificate authorities whilst still retaining centralised

vehicle revocation. In our security model, only the vehicle OBU needs to be trusted

for vehicle privacy.

3. We introduce a novel construction that optimally limits Sybil attacks by restricting

vehicles to a single ECDSA pseudonym credential per epoch. Vehicles that attempt to

retrieve multiple pseudonyms for the same epoch are denied and forfeit unlinkability.

4. We model the VDAA system and formalise its unforgeability and unlinkability

notions. We provide a reduction from the unforgeability and unlinkability of our
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scheme to the security properties of the underlying DAA and ECDSA schemes.

The remainder of this chapter has the following structure. To begin, we summarise our

notation and provide a brief reminder of the standard security and privacy requirements

for V2X. In Section 6.6 we provide the new threat model that motivates the development

of our scheme. In Section 6.8 we present the full details of our new VDAA scheme and

in Section 6.9 we provide the corresponding formalisation and our game-based security

definitions for unforgeability and unlinkability. In Section 6.10 we show that the security of

VDAA can be reduced to the security of the underlying DAA and ECDSA schemes before

finally, in Section 6.11, we evaluate VDAA with respect to the standard requirements.

6.3 Notation

In this chapter we use x ← S to denote some x chosen uniformly at random from the

set S. We let |x| denote the bit size of x, let x ‖ y express the concatenation of x and y

and let x×G denote the scalar multiplication of point G by x. We distinguish between

DAA and ECDSA public key pairs using the notation (sk, pk) and (d, P ), respectively. In

addition, we let G1,G2 and GT denote groups of large prime order n and we let G, g1, g,

g̃ and g2 denote the generators such that G1 = 〈G〉 = 〈g〉 = 〈g̃〉 = 〈g1〉 and G2 = 〈g2〉. We

let e be a bilinear map e : G1 ×G2 → GT such that:

• ψ : G2 → G1 is an efficiently computable homomorphism from G2 to G1 with

ψ(g1) = g2.

• ∀x ∈ G1, y ∈ G2 and a, b ∈ Zn, e(xa, yb) = e(x, y)ab.

• e is non-degenerate, in other words e(g1, g2) 6= 1.

For denoting signature proofs of knowledge of discrete logarithms, and signature proofs

of the validity of statements about discrete logarithms, we use the standard notation

introduced by Camenisch and Stadler [42]. For example, SPK[α, β : y = gα ∧ y1 = gβ1 ](m)
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denotes the “signature proof of knowledge” upon m and of integers α and β such that y = gα

and y1 = gβ1 holds. To distinguish between proofs with TPM contribution and those without

we use SPK∗ and SPK, respectively. We use the notation NIZK[(w) : statement(w)](ctxt)

from [38] to denote any non-interactive zero-knowledge proof that is bound to a context

ctxt and proves knowledge of a witness w such that statement(w) is true. To remain

indifferent, where possible, to the underlying signature schemes used in our constructions

we also use the notation PBSig and PBVf to denote generic partially-blind signing and

verification algorithms respectively.

In the formal security setting we use the term efficient to mean solvable using a

probabilistic polynomial-time Turing machine with an error probability of less than 1/2.

6.4 Requirements

We have already introduced the standard security, privacy and trust requirements for V2X.

In Chapter 2 we identify the core requirements from the literature and standards and in

Chapter 5 we reformulate the same standard requirements in a more precise and symbolic

setting.

Briefly, the core security and privacy requirements for V2X PKI that are converged

upon in the main standards [87, 29] and the literature [256, 258, 50, 102] are authentication,

pseudonymity, unlinkability, accountability, corrupt CA resistance, Sybil attack resistance

and revocation. Rather than to restate them here, we refer the reader to Section 5.4 from

the previous chapter for a thorough definition of each of these requirements.

6.5 System Model

In this chapter we retain the standard ETSI PKI model [85] for V2X which we introduce in

Section 5.5. The ETSI model comprises one or more vehicles, Enrolment Authorities (EA)

and Authorisation Authorities (AA). There is also a RCA although we leave this implicit
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to simplify our discussion. For simplicity and without loss of generality we consider a

single EA, just one AA and an implicit single Root Certificate Authority (RCA). In this

chapter we also introduce a Misbehaviour Authority (MA), but to minimise our notation

we allow the EA to additionally assume the role of the MA.

In comparison to the ETSI reference vehicle architecture (e.g see Figure 5.1) used in

the previous chapter, we adopt the standard DAA member notation such that the vehicle

OBU is termed the host and the vehicle TE is termed the TPM. As before, the role of

the EA is the long-term authentication of vehicles and the role of the AA is to authorise

vehicles to use a particular application or service. We make the realistic assumption

that vehicle hosts have an approximately synchronised clock source (e.g. from GPS) and

we assume a global pseudonym change policy that divides the future into a number of

epoch periods ep and defines a global pseudonym overlap period Toverlap during which the

pseudonym of both the current and next epoch period is valid.

6.6 A Stronger Threat Model

In this work we develop a V2X scheme that is secure under a stronger threat model than

the ETSI standard [85]. In particular, for unlinkability (privacy) we only require that

the vehicle host is honest. We do not require that the TPM is trusted for privacy as, for

our DAA instantiation, we adopt the modified TPM interface of Camenisch et al. [38]

which prevents a subverted TPM from compromising the privacy of the host. In addition

we allow that the EAs and AAs may all be subverted and may collaborate. This is the

strongest vehicle threat model for privacy, since a compromised vehicle host can always

send arbitrary privacy-compromising information to an adversary.

For our formalisation of authentication (security) we require that the TPM is uncom-

promised but allow for a corrupted vehicle host. The EA and the AA must be trusted for

authentication as they can register any compromised vehicle they desire, but we require
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that they cannot forge messages from any uncompromised TPM.

6.7 Preliminaries

This section provides the preliminary definitions that are required to fully describe our

VDAA scheme. In particular we introduce our alternative ECDSA notation and then

formally define the DAA signature scheme and the TPM interface that are used by our

protocols.

6.7.1 ECDSA signature scheme

In both the leading European and U.S. standards, and across much of the literature,

ECDSA signatures are used to provide authentication of the CAM broadcast by vehicles.

The ECDSA signature scheme is fully defined in Section 5.6 of the previous chapter. Here

we introduce an alternative notation that allows the reader to more readily distinguish

between the use of ECDSA and DAA in our protocols. First let (d, P ) denote an ECDSA

public key pair output by the key generation algorithm G and let τ = (r, s) denote an

ECDSA signature tuple output by the signing algorithm S when given a signing key d and

message m as input. Then, where ECDSA is defined as a triple of algorithms (G,S, V ) as

defined in Section 5.6, we let:

1. DSAGen(1|n|) = G(1|n|)

2. DSASign(d,m) = S(d,m)

3. DSAVerify(P,m, τ) = V (P,m, τ)

6.7.2 DAA Intuition

Here we provide an intuition for DAA and outline how, and why, we apply it to V2X in

our VDAA scheme. DAA is a cryptographic protocol for platforms that comprise a host

and a TPM chip. Most commonly, DAA is used to allow a TPM chip to “attest” to the

state of its host to a remote verifier. These attestations are essentially anonymous group
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signatures on the current host state which are used to convince a remote verifier that the

host is running signed software upon trusted hardware. Crucially, DAA is designed to

allow a platform to produce these attestations in a privacy-preserving way. In particular,

DAA signatures are anonymous and have user-controlled unlinkability. This means that

while the verifier can confirm that a DAA signature originates from an uncompromised

platform, it does not learn the identity of the platform or recognise that multiple signatures

originate from the same source [40]. The user of a host system can choose whether to

make multiple signatures linkable to a common source by controlling the basename bsn

value that each signature is associated with. It is said [31] that a DAA signature is under

the private keys of the host and associated with a basename. Association reflects the fact

that the basename is not signed using the same group signature scheme as the message. A

more efficient group operation suffices for the host-controlled linkability security property

that the basename provides.

Briefly, all existing DAA protocols have the following structure [40]. Initially the TPM

generates a secret key for which it receives a blindly-signed membership credential from a

trusted issuer. A DAA credential is used to authorise signatures from a platform, with

respect to a trusted issuer, to some verifier. To sign a message, the platform host and TPM

work together to create a signature Proof of Knowledge SPK∗ of the TPM’s secret key

and the host’s membership credential. The final DAA signature that is sent to a verifier is

a tuple that includes a re-randomised membership credential and the proofs created by

the platform. DAA is not well suited to directly authenticating the CAM broadcast by

vehicles because short-range linkability of these messages is a functional requirement. In

addition, verifying the signature Proof of Knowledge is not well suited to the extremely

low verification latencies demanded by the V2X application and the proofs required for

implementing signature-based DAA revocation are also prohibitively expensive. Indeed,

the signature-based DAA revocation overhead grows linearly in the size of the revocation

159



list [154].

In our VDAA scheme, vehicles establish long-term DAA credentials which are used to

request the short-lived ECDSA pseudonym certificates that authenticate each CAM. For

this purpose DAA has exactly the anonymity, user-controlled unlinkability and revocation

properties that are needed to preserve vehicle privacy despite subverted and colluding

certificate authorities in V2X. In addition, the ETSI standard already calls for a secure

hardware cryptoprocessor onboard each vehicle and so a DAA platform readily satisfies the

required vehicle architecture. Our approach allows vehicles to request regular, standards-

compliant ECDSA pseudonym certificates whilst additionally providing the unlinkability

of these requests that DAA permits. User-controlled unlinkability is not yet used in the

protocols we present here but allows our scheme to readily support ITS services beyond

cooperative awareness, such as automatic toll-road payments, which may call for linkability.

We use signature-based DAA revocation, and lists linking pseudonym values to DAA

signatures, to retain centralised revocation capabilities. We also introduce a new secret

attribute in each DAA credential which prevents Sybil attacks.

Beyond the standard key generation, sign and verify algorithms that comprise all digital

signature schemes [111], DAA also includes a join algorithm which allows a platform to join

the group maintained by a trusted issuer and a link algorithm which computes whether two

signatures are associated with the same basename. In VDAA, the DAA issuer is the EA

which manages each vehicles long-term registration and enrolment. Correspondingly, when

running the our DAA join algorithm, vehicles join the group of all registered vehicles which

is managed by the EA. For the cooperative awareness application of VDAA presented in

the remainder of this chapter, linkability is not desirable and so the link algorithm will

always return false. In any case, regardless of whether DAA is used the host can always

choose to make vehicle signatures linkable by including identifying information in the

messages they authenticate.
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6.7.3 DAA Formalisation

In this section we review the DAA formalisation proposed in [31]. A DAA scheme entails a

set of Issuers I, a set of signers S and a set of verifiers V. Each signer (t, h) ∈ S comprises

a host platform h and its TPM t. A DAA scheme DAA consists of the following five

efficient algorithms and protocols:

DAASetup On input the security parameter 1|n| the issuer i ∈ I generates a random secret

key isk, the corresponding group public key ipk and the global public parameters par.

DAAJoin This protocol is run between an issuer i ∈ I and a signer (t, h) ∈ S. The

protocol creates the secret key tsk on the TPM t and the DAA credential cre on

the host h. The DAA credential cre will be used to authorise signatures from

the signer (t, h), with respect to the trusted issuer i, to some verifier v ∈ V. cre

is associated with the TPM secret key tsk and optionally certifies a number of

attributes attr = (a1, . . . , aL).

DAASign This algorithm is run between a host h and its TPM t. On input the TPM

secret key tsk, the basename bsn, the message m and optionally the attributes attr or

the verifier nonce nv for freshness, the platform comprising (t, h) uses this algorithm

to produce a DAA signature σ on m and under (tsk, cre, attr) and associated with

bsn. The basename bsn is used by the host to control linkability between different

DAA signatures.

DAAVerify On input the message m, the basename bsn, the DAA signature σ and the

signature revocation list Sig-RL, the algorithm returns either true (accept) or false

(reject).

DAALink On input two DAA signatures σa and σb associated with the basenames bsna

and bsnb respectively, the verifier v ∈ V uses this algorithm to determine whether
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σa and σb are linked to the same host. If either σa or σb is an invalid signature

then DAALink returns ⊥, otherwise the algorithm returns linked if bsna = bsnb and

unlinked if bsna 6= bsnb.

6.7.4 TPM Interface

The TPM is an international standard for a hardware security chip that can be used to

manage cryptographic keys and for remote attestation. TPMs provide a generic interface,

which we detail here for completeness, that a host interacts with when executing a DAA

protocol. The TPM interface has undergone a number of revisions. The version we review

here is based on the work on Camenisch et al. [38] which closely follows the TPM 2.0

specification [237] but additionally includes hash-based generators that avoid the static

Diffie-Hellman oracle problem [2].

Briefly there are four relevant commands that the TPM interface provides. New

keys are first created using the TPM.Create command. Then, to sign a message the

host calls TPM.Commit, TPM.Hash and finally TPM.Sign. The signing command is split

into TPM.Commit and TPM.Sign, which produce a commitment and finalise the signing

respectively, to allow for a TPM interface that supports several different signature schemes

and instantiations [51]. The signature output by the TPM.Sign command is not a complete

DAA signature but only the TPM contribution to which the host must add.

The TPM has a fixed generator g and we denote two random oracles H : {0, 1}∗ → Zn,

HG1 : {0, 1}∗ → G1. The TPM initialises the set Committed = ∅, the counter commitId = 0

and provides an interface to the following four algorithms:

TPM.Create Selects tsk← Zn, computes tpk = gtsk and outputs the public key tpk. The

private key tsk is stored.

TPM.Commit Takes as input the secret key tsk, the optional basenames bsnE, bsnL and

computes the first part of the signing operation. bsnE, if present, is used to compute
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the “cleared” generator g̃ = HG1(bsnE) and bsnL is used to compute the generator

j = HG1(bsnL). The first part of the signing operation is computed as follows:

1. If bsnE 6= ⊥, set g̃ = HG1(bsnE). Otherwise set g̃ = g.

2. Select r ← Zn, nt ← {0, 1}η and append (commitId, r, nt) to Committed.

3. Set nt = H(“nonce”, nt), E = g̃r and K,L = ⊥.

4. If bsnL 6= ⊥, set j = HG1(bsnL), K = jtsk and L = jr

The TPM outputs the commitment (commitId, nt, E,K, L) and increments commitId.

TPM.Hash Takes as input the messages mt and mh. mt is the message the TPM attests to

and mh is the message the host adds to the attestation. If mt 6= ⊥, the TPM checks

whether it wants to attest to mt. If the TPM agrees then the algorithm computes

c = H(“TPM”,mt,mh), the digest c is marked “safe to sign” and the output is c.

TPM.Sign Takes as input the randomness reference commitId, the digest c, the host nonce

contribution nh and completes the signing operation as follows:

1. Retrieve and remove (commitId, r, nt) from Committed.

2. Set c′ = H(“FS”, nt ⊕ nh, c) and s = r + c′ ∗ tsk. The output is (nt, s).

Overall, when computing a DAA signature using the TPM interface above, the host

learns commitId, nt, E,K, L, c, nt and s. The purpose of these values is as follows:

1. commitId is the index of the randomness r that was generated by the TPM in a

particular call to TPM.Commit. This index is needed, and is required as input, when

completing the signature by calling TPM.Sign. The TPM builds the set Committed

which relates each commitId to the random value r which was generated by the

TPM. commitId is incremented for every signature, and the corresponding Committed

element removed, to ensure that the same randomness is never used twice.
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2. E is used to provide user-controlled linkability based on the basename bsnE that

is input to the TPM.Commit algorithm. Two signatures with the same bsnE can be

linked to a common source by the verifier.

3. K is used to provide private-key based revocation in DAA. TPMs that have been

compromised have their exposed private keys distributed to verifiers. The value K is

used by a verifier to check that a signature does not originate from a compromised

TPM.

4. L is used to ensure that the private-key commitment value K can be randomised

for each signature. In addition, bsnL allows the generator for L to be chosen by the

host and provides user-controlled linkability using a different generator to E. This

allows for granularity over linkability for revocation and verification.

5. c is the hash of the message to be signed.

6. nt is the TPM nonce contribution that is required to ensure the host cannot forge

the SPK∗ that will be created by the DAASign algorithm.

7. s is the final TPM signature s-value.

6.8 The VDAA Scheme

This section presents the full details of our VDAA scheme. VDAA harmonises the strong

privacy guarantees of DAA with the low-latency, small signature size and standards-

compliance of ECDSA signatures. In VDAA, vehicles are fitted with a TPM and use DAA

as the basis of their long-term enrolment. Uniquely in our scheme, the privacy of vehicles

is preserved despite colluding certificate authorities and a subverted vehicle TPM. We

maintain privacy under a very strong model in which only the vehicle host needs to be

fully trusted. In addition, this is accomplished whilst retaining the centralised control

over vehicle revocation that is necessary for V2X. To relax the requirements for clock

synchronisation, we assume a globally defined pseudonym change policy that divides the

164



future into a number of epoch periods ep and a global pseudonym overlap period Toverlap

during which the pseudonym of both the current and next epoch is valid.

The intuition for our scheme is as follows. Every vehicle comprises a TPM and a host

which generate a split DAA key pair vk = (vpk, vsk). Vehicles join the scheme by obtaining

a partially blind DAA signature cre = PBSig(isk, vpk) on the split public key vpk from the

EA. To obtain ECDSA pseudonym certificates, vehicles make an anonymous request for

each epoch ep by using the DAA sign algorithm to authenticate to the AA. To prevent

the abuse of anonymous credentials, a unique serial token ser is included in each request.

Serial tokens are derived from the Sybil secret s which is unique to each vehicle and the

requested pseudonym validity epoch ep. Serial tokens prevent Sybil attacks as any vehicle

that makes multiple requests for pseudonyms in the same epoch is forced to do so with

the same serial token and therefore can be denied additional credentials.

The AA maintains a list of DAA signature and ECDSA pseudonym tuples, Auth-L,

which enables vehicles that send malicious messages to be removed by denying them new

credentials in the future. Broadcast message signing and verification are just the standard

ECDSA operations from Section 6.7.1, which both maintains the performance that is

necessary for safety-critical V2X applications and ensures that a subverted TPM cannot

compromise the privacy of the vehicle. Whilst VDAA can be instantiated using either a

LRSW [166] or q-Strong Diffie Hellman (q-SDH) [27] based DAA scheme, in the remainder

of this section and our analysis we focus on the q-SDH based scheme of Camenisch et

al. [38]. The q-SDH DAA scheme we use has a more efficient attribute certification

mechanism which we use to prevent Sybil attacks.

The VDAA scheme consists of 3 algorithms and 3 protocols. The Setup algorithm is

run once by the EA and the AA to generate the scheme public and private parameters.

The Join protocol is typically run once for each vehicle that joins the scheme and the Issue

protocol is run each time that a vehicle requires a pseudonym certificate for a particular
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epoch. Vehicles sign and verify broadcast messages using the Sign and Verify algorithms,

respectively, and the Revocation protocol is run when removing misbehaving vehicles.

Setup

The VDAA setup algorithm is run once to initialise the parameters of the scheme. On

input the security parameter 1η the EA selects the group public key pair ik = (ipk, isk)

and the public parameters par which include the vehicle revocation list Pub-RL = ∅ and

the private-key revocation list Priv-RL = ∅. In particular ik is a BBS+ signature scheme

[9] key pair which is generated as follows:

1. Choose uniformly at random generator h← G1 and the private key x← Zn.

2. Set X = gx2 and X ′ = gx1 .

3. Prove πipk = SPK[x : X = gx2 ∧X ′ = gx1 ](“setup”).

4. Let ipk = (h,X,X ′, πipk) and isk = x.

The AA selects the ECDSA public key pair ak = (PAA, dAA) and creates the signature

revocation list Sig-RL = ∅, the attestation list Auth-L = ∅ and the serial token list Ser-L = ∅.

Specifically ak is an ECDSA key pair that is output by the DSAGen algorithm defined in

Section 6.7.1.

Join

The first step of VDAA is the Join protocol, shown in Figure 6.1, during which a vehicle

joins the EA membership group. Our Join protocol is primarily based on the DAA Join

protocol of Camenisch et al. [38], which we adapt to include our Sybil attack resistance

mechanism and revocation capabilities. For simplicity we assume that the vehicle host

manufacturer is also the EA and can therefore be certain that it is executing the protocol

with a genuine TPM. The Join protocol can also be run after the vehicle host has been

shipped, for which we assume that the vehicle host has a certified endorsement key installed
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and that the corresponding certificate is available to the EA. The EA takes as input the

group public key pair ik = (ipk, isk) and the public and private revocation lists Pub-RL and

Priv-RL, respectively. The vehicle host takes as input ipk and then the Join protocol is as

follows:

1. The vehicle host requests to join the VDAA scheme and the EA responds with the

nonce n← {0, 1}η for freshness.

2. The vehicle host requests the TPM to create a new DAA key pair. The TPM selects

the DAA key pair tk = (tpk, tsk), stores the private key dt and sends the public key

tpk to the vehicle host.

3. The vehicle host forwards the nonce n to the TPM and then requests the split vehicle

key contribution tpk = gtsk and the proof πtpk = SPK∗[tsk : tpk = gtsk](“join”, n)

which asserts that:

i. The TPM has the private key tsk corresponding to tpk.

ii. The TPM generated the split vehicle key contribution tpk′ = gtsk such that it

corresponds to tsk.

The TPM computes tpk′, the proof πtpk and sends them to the vehicle host.

4. The vehicle host selects the split vehicle key contribution hsk ← Zn, computes

the vehicle public key vpk = tpk′ · ghsk and the proof πvpk = SPK[hsk : vpk/tpk′ =

ghsk](“join”, n) which asserts that vpk is a signature proof of knowledge SPK on n.

The vehicle host also selects the Sybil secret s and computes the public key spk = gs

which is included in the request for group membership. The vehicle host sends

tpk, tpk′, vpk, spk, πtpk and πvpk to the EA.

5. The EA verifies that vpk is not in the vehicle revocation list Pub-RL and that it

does not correspond to any revoked private key in Priv-RL. Next, the EA verifies

the proofs πtpk, πvpk and then computes the membership credential cre using a

partially blind signature PBSign that certifies vsk by signing vpk. The resulting DAA

167



credential cre = PBSig(isk, (vpk, spk)) is sent to the vehicle host. Specifically, cre is a

blindly-signed BBS+ signature on the message (vsk, s) which is computed as follows:

i. Choose (e, r)← Z2
n.

ii. Compute A = (g1 · hr · vpk · spk)
1

e+x .

iii. Set cre = (A, e, r).

6. The vehicle host verifies the DAA credential cre with respect to vpk, the Sybil public

attribute spk and the group public key ipk. In particular the vehicle host computes

b = g1 · hr · vpk · spk and checks that e(A,X · ge2) = e(b, g2). The host stores its secret

key hsk, the DAA credential cre and the Sybil secret s.
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Role: TPM Vehicle host EA
Inputs: ipk isk,Pub-RL,Priv-RL

Join−−−−−−→

tsk← Zn, tpk = gtsk TPM.Create←−−−−−− Request TPM key n←−−−−−− n← {0, 1}η

Store tsk
tpk−−−−−−→ Generate proof πtpk

TPM.Commit/TPM.Sign, n
←−−−−−−

πtpk = SPK∗[tsk : tpk = gtsk](“join”, n)

tpk, πtpk−−−−−−→

hsk← Zn, vpk = tpk · ghsk

s← Zn, spk = gs

πvpk = SPK[hsk : vpk/tpk = ghsk](“join”, n)
req = (tpk, vpk, spk, πtpk, πvpk)

req−−−−−−→ If vpk 6∈ Pub-RL :
For each vsk ∈ Priv-RL :

If gvsk = vpk : abort
Verify πtpk and πvpk
cre = PBSig(isk, (vpk, spk))

cre←−−−−−− Else abort
Verify cre w.r.t vpk, spk and ipk
Store (cre, hsk, s) Registration←−−−→ Store:

- Canonical vehicle details.
- vpk, Sign(n)

Figure 6.1: The VDAA Join protocol.
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Role: TPM Vehicle host AA
Inputs: tsk (cre, hsk, s), ipk, ep,Sig-RL xAA, ipk,Sig-RL,Auth-L, Ser-L

DAASign:

bsn = ⊥
xep ← Z∗n, Pep = xep ×G
sers,ep = HG1(1 ‖ ep)s
rev = HG1(1 ‖ bsn)vsk

πcre = NIZK∗[(vsk, s, cre) : sers,ep = HG1(1 ‖ ep)s
∧ rev = HG1(1 ‖ bsn)vsk

∧ 1 = PBVf(ipk, cre′, vsk, s)](“sign”, (Pep, ep),Sig-RL))
For each (bsni, revi) ∈ Sig-RL :

πSig-RL,i = SPK∗[vsk : HG1(1 ‖ bsni)vsk 6= revi ∧ rev = HG1(1 ‖ bsni)vsk](“sign”)
σ = (sers,ep, (bsn, rev), πcre, {πSig-RL,i})

(σ, Pep ‖ ep)
−−−−−−→

DAAVerify:

Parse σ = (sers,ep, (bsn, rev), πcre, {πSig-RL,i})
Verify πcre, πSig-RL,i w.r.t ipk,m,Sig-RL
For each ser ∈ Ser-L :

If sers,ep = sers,ep : abort
Add sers,ep to Ser-L,Add σ to Auth-L
For each vsk ∈ Priv-RL :

If HG1(1 ‖ bsn)vsk = rev : abort

DSASign : τ←−−−−−− τ = DSASign(xAA, Pep ‖ ep)

DSAVerify :
If DSAVerify(Pep, (Pep ‖ ep), τ) 6= true :

abort
Store (ep, xep, τ)

Figure 6.2: The VDAA Issue protocol.
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Issue

The VDAA Issue protocol, shown in Figure 6.2, is run each time that a vehicle requires a

signed pseudonym certificate for a particular epoch ep. At the beginning, the TPM has

the private key tsk and the vehicle host has the secret key hsk, the DAA credential cre,

the Sybil secret s, the AA group public key ipk, the epoch ep and the signature revocation

list Sig-RL. The AA has the ECDSA private key dAA, ipk, Sig-RL, the attestation list

Auth-L and the serial token list Ser-L. Vehicles are required to periodically download the

signature revocation list Sig-RL, for example nightly, and the AA will not accept any proof

of non-revocation πSig-RL that does not include all of the required elements. The Issue

protocol is as follows:

1. The vehicle host selects a random epoch key dep and then computes the pseudonym

public key Pep = dep ×G and the serial token sers,ep = HG1(1 ‖ ep)s.

2. The vehicle host and TPM jointly compute the signature revocation token rev =

HG1(1 ‖ bsn)vsk, the proof of membership credential πcre and, for each tuple (bsni, revi)

in Sig-RL, the non-revocation proof πSig-RL,i. The proof πcre is computed using the

Prove protocol of Camenisch et al. [38] which is unforgeable, device-bound and

zero-knowledge even if the TPM is subverted. In particular an SPK∗ created with the

Prove protocol is zero-knowledge even when the TPM is corrupt. Essentially this is

because all parts of the proof are uniform in Zn regardless of the randomness chosen

by the TPM, since they necessarily also include randomness from the host. The

DAA credential and proof of membership credential πcre are computed as follows:

i. The vehicle host re-randomises the BBS+ credential cre′ = ((A, e, r), b) estab-

lished in the Join protocol. The vehicle host chooses q1 ← Z?n, q2 ← Zn, q3 ← 1
q1

,

sets A′ = Aq1 , A = A′−e ·bq1 , b′ = bq1 ·h−q2 and r′ = r−q2 ·q3. The re-randomised

credential is cre′ = (A,A′, b′).
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ii. The vehicle host and TPM jointly compute the proof of membership credential

πcre:

πcre =SPK?{(vsk, s, e, q2, q3, r
′) :

g−1
1 · g−s = b′−q3 · hr′ · vpk · spk ∧

sers,ep = HG1(1 ‖ ep)s

rev = HG1(1 ‖ bsn)vsk ∧

A · b′−1 = A′−e}(“sign”, Sig-RL))

The final DAA signature is σ = (sers,ep, (bsn, rev), cre′, πcre, {πSig-RL,i}). The vehicle

host sends (σ, Pep ‖ ep) to the AA.

3. The AA parses the DAA signature σ and verifies the proofs πcre and {πSig-RL,i} with

respect to the group public key ipk, the message m and the revocation list Sig-RL.

In particular, the AA checks that A′ 6= 1 and e(A′, X) = e(A, g2) with respect to the

randomised DAA credential cre′ = (A,A′, b′) and ipk = (h,X,X ′, πipk). The AA also

ensures that the serial token sers,ep is novel and that vsk has not been revoked. The

DAA signature and ECDSA pseudonym tuple (σ, Pep ‖ ep) is added to the attestation

list Auth-L, the serial token sers,ep is added to Ser-L and the host is sent the ECDSA

signature τ on the requested pseudonym public key and epoch (Pep ‖ ep).

4. The vehicle host verifies the AA signature τ on (Pep ‖ ep) and then creates a record

that links the epoch ep with the signature τ and the signing key dep.

Sign

The VDAA Sign algorithm is run each time that a vehicle host signs a broadcast message.

The Sign algorithm is simply the standard ECDSA DSASign algorithm from Section 6.7.1

and is run by the vehicle host only. Since the TPM does not take part in the signing of
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broadcast messages, it is unable to compromise the privacy of the vehicle host.

To sign a message m, the vehicle host has the ECDSA signing key xep for the current

epoch ep in which the signature should be valid. The vehicle host runs the DSASign

algorithm from Section 6.7.1 which computes the following:

1. Choose an instance key k ← Z?n.

2. Compute the instance curve point R = (rx, ry) = k × G and the integer r = rx

mod n.

3. Compute s = k−1 · (Hq(m) + dep · r) mod n.

4. The signature on m is τ = (r, s).

The signing could be split between the vehicle host and the TPM using the IFAL

public-key derivation technique from Section 5.7.2 in the previous chapter, however the

TPM would be able to compromise the privacy of the vehicle host by choosing bad instance

keys. An alternative technique that would allow the signing to be split between the vehicle

host and the untrusted TPM is the efficient two-party ECDSA signing protocol of Lindell

[162]. This would have the advantage of requiring the involvement of the TPM for creating

broadcast message signatures. However, in VDAA since the TPM is necessary to request

a signed pseudonym certificate, there is little to be gained unless the epoch periods are

very long. In addition, two-party ECDSA is computationally far more expensive than the

single party case.

Verify

The Verify algorithm, which is used to verify every broadcast message that is received by a

vehicle, is unchanged from the standard ECDSA verification algorithm in Section 6.7.1.

The vehicle simply runs the DSAVerify algorithm which takes as input the pseudonym

public key Pep, the signed message tuple (m, τ) and outputs either true (accept) or false

(reject). For every unique pseudonym public key Pep that is used to authorise a received
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message, the vehicle host additionally verifies that there is a signature τep on Pep which is

valid with respect to the AA public key PAA.

Revocation

In VDAA there are three different mechanisms for revocation and correspondingly, three

different protocols. VDAA supports identity-based, message-based and private-key based

revocation with the following three protocols:

Identity-based revocation The first revocation protocol is based on the EA being

provided with the canonical registration information of the vehicle that should be

removed from the scheme. This could occur when the vehicle is taken off the road

by its owner, or after the vehicle is “written off” by the insurer following an accident.

The EA has the vehicle identity and then looks up the vehicle public key vpk and

signature σ that were provided during the Issue protocol. The EA adds vpk to the

vehicle revocation list Pub-RL and sends σ is sent to the AA. The AA adds σ to the

signature revocation list Sig-RL.

Message-based revocation It is critical for V2X that dishonest vehicles which send

false information can be removed from participation. In message-based revocation

the AA is provided with a signature τ on a message m, the attestation list Auth-L

and Sig-RL. The AA uses Auth-L to identify the DAA signature σ that was used to

request the pseudonym Pep with respect to τ in the Issue protocol. The AA adds σ

to Sig-RL. When requesting new pseudonyms, vehicles prove in zero knowledge that

they did not create any of the signatures in Sig-RL. Vehicles that have been revoked

will be denied future pseudonym signatures after at most one epoch.

Private-key revocation The final revocation mechanism is based on a compromised

vehicle private key that has been discovered and provided to both the EA and the

AA. In the Join protocol that is run between the EA and the vehicle, the EA checks
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that vpk does not correspond to any revoked private key vsk. If vsk is revoked, then

vpk is added to Pub-RL. In the Issue protocol that is run between the AA and the

vehicle, the revocation tuple (bsn, rev = HG1(1 ‖ bsn)vsk) is used to check that the

vehicle is not using a revoked vsk. Vehicles with revoked private keys are denied at

both the Join and Issue stages of the VDAA scheme.

6.8.1 Sybil Attack Resistance

Sybil attacks [73], in which a small number of entities impersonate multiple identities so

as to compromise a disproportionate share of the system, are resisted in VDAA using the

following approach. When a vehicle joins an instance of our scheme by running the Join

protocol with the EA, the host selects a Sybil secret s and computes the corresponding

Sybil public key spk = gs. The Sybil public key spk is used by the EA to compute a blind

signature on the Sybil secret s which is included in the DAA credential cre that is issued

to the vehicle. In particular cre is a BBS+ signature (A, e, r) which is computed by the

EA such that A = (g1 · hr · vpk · spk)
1

e+x as described in the Join protocol description above.

To request a signed pseudonym certificate for a particular epoch ep, the vehicle must

run the Issue protocol shown in Figure 6.2. The vehicle host first composes the serial

token sers,ep = HG1(1 ‖ ep)s using the epoch value ep which is chosen from a global public

function that relates every epoch of time to a unique value. Indeed the entire generator of

this expression HG1(1 ‖ ep) is a global public value for each epoch value ep in the image of

the epoch function.

Where cre′ is the re-randomised BBS+ credential calculated using the method described

in the Issue protocol, the vehicle host and TPM compute together the proof of membership

credential using the following general technique:
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πcre = NIZK∗[(vsk, s, cre) : sers,ep = HG1(1 ‖ ep)s

∧ rev = HG1(1 ‖ bsn)vsk

∧ 1 = PBVf(ipk, cre′, vsk, s)](“sign”, (Pep, ep), Sig-RL))

In other words, the vehicle platform proves in zero knowledge that the serial token

sers,ep is constructed properly using the Sybil secret s, and that s is also the same value

which was blindly signed by the EA when running the Join protocol. Since the AA also

keeps track of all of the serial tokens that is has seen, any vehicle that attempts to request

two pseudonyms which are simultaneously valid will forfeit its unlinkability.

6.9 VDAA Formalisation

This section presents our formal definition of a VDAA scheme and the associated unforge-

ability and unlinkability requirements for V2X.

6.9.1 VDAA Scheme

In VDAA, each vehicle V i = (hi, ti) comprises a vehicle host hi and its TPM ti. With

reference to the definition of a DAA scheme in Section 6.7.3, in VDAA the EA is the

issuer, the AA is the verifier and each vehicle is a signer. The AA maintains the list of

vehicle DAA signatures Auth-L and the list of serial tokens Ser-L. In addition, the EA

manages three revocation lists: the vehicle revocation list Pub-RL, the signature revocation

list Sig-RL and the private-key revocation list Priv-RL. A VDAA scheme comprises three

efficient algorithms Setup, Verify, Revoke and three interactive protocols Join, Issue and

Sign.

Setup The EA takes as input the security parameter 1η and outputs the group public key

pair ik = (ipk, isk) and the global public parameters par which include revocation

lists Pub-RL = ∅ and Priv-RL = ∅. The AA and outputs the ECDSA public key

pair ak = (PAA, dAA), the signature revocation list Sig-RL = ∅, the attestation list
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Auth-L = ∅ and the serial token list Ser-L = ∅.

Join is run between the EA and a vehicle V i = (hi, ti). The EA is given the group public

key pair ik = (ipk, isk) and V i is given ipk. Eventually, ti outputs a private key tsk.

The host hi will output a secret key hsk, DAA credential cre and Sybil secret s. A

revoked vehicle will output nothing ⊥.

Issue is run between the AA and the vehicle V i = (hi, ti). The AA is given the group

public key ipk, the ECDSA private key dAA, the attestation list Auth-L and the

serial token list Ser-L. The TPM ti has the private key tsk and the host hi has ipk,

the private key hsk, the DAA credential cre, the Sybil secret s and the epoch ep.

Eventually, the AA will output the updated Auth-L′, the updated Ser-L′ and either

the pseudonym signature τ (accept) or ⊥ (reject).

Sign is run by a vehicle V i and takes as input the ECDSA public-key pair (dh, Ph), the

message m and the epoch ep. Eventually, V i outputs the ECDSA signature τ = (r, s)

on m with respect to the pseudonym public key Pep = dep ×G.

Verify is run by a vehicle V i, takes as input the ECDSA signed message (m, τ) and

outputs either true (accept) or false (reject).

Revoke has three different implementations. For vehicle based revocation, the EA takes

as input the vehicle public key vpk and outputs the updated vehicle revocation list

Pub-RL′. Signature based revocation is run between the AA and the EA. The AA

takes as input the group public key ipk, the signed message (m, τ), the signature

revocation list Sig-RL and the attestation list Auth-L. The AA sends the corresponding

DAA signature (m′, σ) to the EA which outputs the updated Sig-RL′. For private-key

based revocation the EA takes as input ipk, the private-key list Priv-RL, the vehicle

private key vsk and outputs the updated list Priv-RL′.
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6.9.2 VDAA Security and Privacy

In this section we formalise the security and privacy of a VDAA scheme based on the

standard V2X requirements from Section 6.4. In the previous chapter we formalised these

requirements in terms of a secure and a “privacy conscious” V2X scheme. In this chapter,

we develop two intuitively-similar game based security definitions but that additionally

take account of the extra DAA parameters and security guarantees introduced for VDAA.

Unforgeability

Intuitively, we require that a vehicle can determine the authenticity of each broadcast

message that is received. If all TPMs, the EA and the AA are uncorrupted then no

adversary should be able to either create a valid request for a pseudonym certificate or

create a valid ECDSA signature on any message. We capture this requirement by defining

the unforgeability game Forge-Game which takes as input the security parameter 1η and

an efficient adversary A who interacts with a challenger C. The unforgeability game is as

follows:

Forge-GameC(1η,A) :

1. The challenger C simulates the Setup(1η) algorithm which outputs the EA public key pair

ik = (ipk, isk), the parameters par and the AA ECDSA public key pair ak = (PAA, dAA). C

simulates NV vehicles with identities {V1, . . . , VNV
} and also simulates the EA and the AA

including the Join and Issue protocols from Section 6.9.1. Finally, C provides the adversary A

with the public parameters (ipk, par, PAA) and a reference to each vehicle Vi ∈ {V1, . . . , VNV
}.

2. The challenger C simulates each vehicle V i ∈ {V1, . . . , VNV
} by selecting the vehicle secret

key vski, the Sybil secret si and by simulating the Join protocol and the EA so that each

vehicle V i has the DAA credential crei on vski and si.

3. Challenge: Polynomially many times, adversary A requests challenger C to sign a message m

in epoch ep on behalf of vehicle V i. C simulates the vehicle V i and then:
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i. If V i does not have the epoch key dep then C simulates the Issue protocol by selecting the

random epoch key dep and then computing the ECDSA signature τi on the pseudonym

public key Pep,i with respect to the AA public key PAA.

ii. C simulates the DSASign algorithm and provides A with the ECDSA signature τ on

message m with respect to pseudonym Pep,i.

4. Output: The adversary A outputs the signature τ?, the message m?, the pseudonym public

key P ?ep and the AA signature τep
?.

An adversary A wins the unforgeability game if and only if the following three conditions

hold true:

1. The message m? does not correspond to any query m made by the adversary A to

the challenger C.

2. The tuple (m?, τ ?) is a valid message-signature pair with respect to the pseudonym

public key Pep
?. In other words DSAVerify(Pep

?,m?, τ ?) = true.

3. The pseudonym public key and AA signature (Pep
?, τ ?ep) is a valid message-signature

pair with respect to the AA public key PAA. i.e. DSAVerify(PAA, Pep
?, τ ?ep) = true.

Definition 6.9.1 Let A denote an adversary that plays the Forge-Game. We denote

by Adv[Aforge
VDAA] = Pr[A wins] the advantage with which the adversary A breaks the

unforgeability game. We say that a VDAA scheme is unforgeable if for all efficient

adversaries A, Adv[Aforge
VDAA] is negligible.

Unlinkability

Informally, one vehicle that signs V2X messages using two different ECDSA pseudonyms

during two non-overlapping epochs should be indistinguishable from if two distinct vehicles

had signed the same messages. As we cannot cryptographically defend from message

contents which reveal linkable information, we focus on ensuring that the signatures them-

selves do not undermine the privacy of a vehicle. We capture this requirement by defining
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the unlinkability game Priv-Game which takes as input the security parameter 1η and an

efficient adversaryA who interacts with a challenger C. The unlinkability game is as follows:

Priv-GameC(1η,A) :

1. The challenger C simulates the Setup(1η) algorithm and provides the adversary A with the

resulting ik = (ipk, isk), ak = (PAA, dAA) and the parameters par. C also simulates 2 vehicles

with identities V 0 and V 1.

2. Let the number of vehicles NV = 2, then this step is the same as in the unforgeability game

Forge-Game.

3. The adversary A selects two distinct epochs ep0, ep1 and submits them to C.

4. Challenger C flips a bit b ← {0, 1}. For each vehicle V i ∈ (V b, V b−1), C simulates V i and

selects two distinct epoch keys dep0,i and dep1,i. For each corresponding pseudonym public

key Pep0,i and Pep1,i, C simulates the Issue protocol with the adversary A who simulates the

AA. C acquires the ECDSA signatures τep0,i, τep1,i with respect to the AA public key PAA on

Pep0,i and Pep1,i.

5. Challenge: Polynomially many times, the adversary A requests the challenger C to sign a

message m during epoch ep.

• If ep 6∈ {ep0, ep1} the challenger C outputs ⊥.

• If b = 0, C simulates vehicle V 0, simulates the DSASign algorithm and outputs the

signed message (τ,m) with respect to pseudonym Pep0,0.

• If b = 1 and ep = ep0 then C simulates vehicle V 0. If ep = ep1 then C simulates V 1.

C outputs the signed message (τ,m) with respect to pseudonym public key Pep0,0 or

Pep1,1, respectively.

6. Output: The adversary A outputs a bit b′ ∈ {0, 1} indicating its guess of b.

An adversary A wins the unlinkability game if b = b′.
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Definition 6.9.2 Let A denote an adversary that plays the Priv-Game. We denote

by Adv[Alink
VDAA] = |Pr[b′ = b]− 1

2 | the advantage with which the adversary A breaks the

unlinkability game. We say that a VDAA scheme is unlinkable if for all efficient adversaries

A, the advantage Adv[Alink
VDAA] is negligible.

6.10 The Security and Privacy of VDAA

This section shows that our VDAA scheme that we present in Section 6.8 is secure with

respect to unforgeability and unlinkability as defined in Section 6.9.2.

6.10.1 Unforgeability

This section shows that if the underlying DAA and ECDSA signature schemes are un-

forgeable and EUF-CMA secure [111] respectively, then our VDAA scheme is secure with

respect to Definition 6.9.1.

Theorem 6.10.1 Let DAA be a secure DAA scheme with respect to the ideal functionality

Fpdaa+ defined by Camenisch et al. [38] and let ECDSA be an EUF-CMA secure signature

scheme, then the VDAA scheme we present in Section 6.8 is secure with respect to

unforgeability as defined in Section 6.9.2.

Proof. Assume for contradiction that our VDAA scheme is not unforegeable. This

means that there is an adversary A who manages with a non-negligible probability to win

the Forge-Game and therefore manages to output a signature τ on a message m with

respect to a pseudonym Pep and a signature τep such that DSAVerify(Pep,m, τ) = true,

DSAVerify(PAA, Pep, τep) = true and that m does not correspond to any query made by

the adversary A to the challenger C.

We construct an efficient adversary B which uses adversary A to either break the

unforgeability of the ideal DAA functionality Fpdaa+ or to win the EUF-CMA experiment.
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B will execute A and simulate the challenger C. Initially, B will randomly select a target

vehicle V ? and a target epoch ep?. The adversary B will simulate the Setup algorithm

and will provide A with the resulting DAA public key ipk, the parameters par and the

ECDSA public key PAA. B also simulates NV vehicles with identities {V1, . . . , VNV
}. For

each vehicle Vi, B selects the vehicle secret key vski, the Sybil secret si and simulates the

Join protocol and the EA so that each vehicle V i has the DAA credential crei on vski and

si. Finally, B provides A with a reference to each vehicle.

The adversary A makes a polynomial number of signature requests to the adversary

B. Each request will specify a vehicle identity V i ∈ {V 1, . . . , V NV
}, a message m and

an epoch ep. If V i = V ?, ep = ep? and V i does not have the signing key dep then B

will simulate the Issue protocol with the AA using the ideal DAA functionality Fpdaa+

verify interface and the signature oracle OS from the EUF-CMA experiment. Once V i

has the pseudonym signing key dep, then B will also use the signature oracle OS from the

EUF-CMA experiment to sign m.

For all other vehicles V i ∈ {V 1, . . . , V NV
} \ V ?, B will simulate V i, will simulate the

Issue protocol with the AA to generate dep if necessary and will then simulate the DSASign

algorithm to compute the vehicle signature on m with respect to Pep. In all cases, adversary

B will provide adversary A with the resulting ECDSA signature τ on m, the pseudonym

public key Pep and the authorising AA signature τep.

At some point A will terminate. By hypothesis and with a non-negligible probability

A must output a signature τ on a message m, a pseudonym public key Pep and a signature

τep such that:

• The tuple (m?, τ ?) is a valid message-signature pair with respect to the pseudonym

public key Pep
?. In other words DSAVerify(Pep,m, τ) = true.

• The message m does not correspond to any query made by the adversary A to

adversary B.
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• The pseudonym public key and AA signature (Pep
?, τ ?ep) is a valid message-signature

pair with respect to the AA public key PAA. i.e. DSAVerify(PAA, Pep
?, τ ?ep) = true.

If Vi = V? and ep = ep? then A will send the signature τ on the message m, the

pseudonym public key Pep and the signature τep to B, otherwise it will not. This means

that adversary A has either broken the unforgeability of the ideal DAA functionality

Fpdaa+ or has broken the existential unforgeability of the ECDSA signature scheme.

The advantage of the adversary A winning the unforgeability game is therefore the

probability that A attacks the target vehicle V ? during the epoch ep multiplied by the

advantage of adversary B against the DAA and the ECDSA signature schemes. Since

adversary A may attack either the signature τ on m or the signature τep on Pep, the

advantage is further divided by two. Where Nep is the number of different epochs that A

requested signatures for and NV is the number of vehicles simulated by B, the advantage

of A winning the unforgeability game is

Adv[AForge-Game
VDAA ] =

max
{
Adv[BEUF-CMA

ECDSA ],Adv[BFpdaa+
DAA ]

}
2 ∗NV ·Nep

6.10.2 Unlinkability

This section shows that if the underlying DAA scheme provides unlinkability then our

VDAA scheme satisfies unlinkability with respect to Definition 6.9.2. Informally, an

adversary cannot distinguish between messages sent by a single vehicle during two different

epochs and messages sent by two different vehicles during the same two epochs because

the underlying DAA scheme has the property of strong privacy. Strong privacy guarantees,

provided the vehicle host is honest, that when the AA is given two DAA signatures σ1

and σ2 with respect to two different basenames bsn1 6= bsn2, it cannot distinguish whether

both signatures were created by one vehicle or two. Strong privacy holds even when the

TPM is malicious and the EA is corrupt. Because our VDAA scheme uses a DAA scheme
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with strong privacy, the ECDSA pseudonyms which are requested by vehicle hosts are as

unlinkable as the DAA credentials that are used to request them.

Theorem 6.10.2 Let DAA be a secure DAA scheme with respect to the ideal functionality

Fpdaa+ defined by Camenisch et al. [38], then the VDAA scheme we present in Section 6.8

is secure with respect to unlinkability as defined in Section 6.9.2.

Proof. Assume for contradiction that our VDAA scheme is not unlinkable. This means

that there is an adversary A who manages to win the Priv-Game and therefore manages

to output b′ = b with a non-negligible advantage.

We construct an efficient adversary B that uses A to distinguish between interactions

with the ideal functionality Fpdaa+ and the underlying DAA scheme DAA. Specifically,

every time a vehicle wants to sign a message m with respect to a fresh basename bsn,

Fpdaa+ generates a fresh group secret key isk′ and then signs m using isk′. Using a fresh

isk for every signature guarantees that signatures are anonymous. We use adversary A

to distinguish from the ideal functionality Fpdaa+ by breaking the anonymity of the DAA

signatures used to request vehicle pseudonyms.

Initially, the adversary B will simulate the Setup algorithm and provides adversary A

with the resulting DAA group public key pair ik = (ipk, isk), the parameters par and the

AA ECDSA public key pair ak = (PAA, dAA). B will also simulate two vehicles V 0 and V 1

and will simulate the Join protocol and provide A with the vehicle secret keys vsk0, vsk1

and the Sybil secrets s0, s1, respectively. The adversary B will select one target vehicle

V ? ∈ {V 0, V 1}.

The adversary A selects two distinct non-overlapping epochs ep0 and ep1 and submits

them to adversary B. B selects a bit b← {0, 1} and then for V i ∈ {V b, V b−1} will select

the epoch keys dep0,i, dep1,i and computes the public keys Pep0,i, Pep1,i. For the target

vehicle V ? ∈ {V b, V b−1}, B will interact with the ideal functionality Fpdaa+ sign interface

to compute the DAA signatures σ0, σ1 on Pep0,? and Pep1,?. For the non-target vehicle V?
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the adversary B will compute the DAA signatures σ0, σ1 by simulating the first part of

the standard Issue protocol. For V i ∈ {V b, V b−1}, B will simulate the remainder of the

Issue protocol and will provide the adversary A with the pseudonym signatures τep0,i, τep1,i

on the public keys Pep0,i, Pep1,i.

The adversary A will make a polynomial number of signature requests to the adversary

B. Each request will comprise a message m and an epoch ep. If ep 6∈ {ep0, ep1} then the

challenger outputs ⊥ and then, as per the unlinkability game, B will act according to the

bit b:

• If b = 0, then B simulates vehicle V 0, simulates the DSASign algorithm and outputs

the signed message (τ,m) with respect to pseudonym Pep0,0.

• If b = 1 and ep = ep0 then B simulates vehicle V 0. If ep = ep1 then B simulates

vehicle V 1. B outputs the signed message (τ,m) with respect to pseudonym Pep0,0

or Pep1,1, respectively.

At some point adversary A will terminate and by hypothesis will output b′ = b with

a non-negligible advantage. Since the pseudonym keys are random bitstrings generated

by the trusted host, A must have attacked the ideal DAA sign functionality Fpdaa+ used

to request the pseudonym signatures. The advantage of A in the unlinkability game

is therefore the product of the probability that the target vehicle V ? is exposed by the

bit value b, the probability that A attacks the target vehicle V ? and the advantage of

adversary B against the Fpdaa+ sign interface.

Adv[APriv-Game
VDAA ] = 1

4 ·Adv[BFpdaa+
DAA ]
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6.11 Evaluation

This section argues that the VDAA scheme we presented in Section 6.8 meets the standard

security and privacy requirements for V2X from Section 6.4.

Authentication The primary security requirement for V2X is that there is a mechanism

for determining the authenticity and integrity of broadcast messages. We proved

that our VDAA scheme is secure with respect to unforgeability in Section 6.10.1.

The unforgeability of our scheme gives an assurance that when the EA and all vehicle

TPMs are honest, no adversary can forge a request for a pseudonym certificate from

the AA. Correspondingly, if all TPMs and the EA are uncorrupted then no adversary

can create a valid signature on any message, all messages unforgeably originate from

a particular honest vehicle and the authentication and integrity of received messages

is guaranteed.

Unlinkability The main privacy mechanism in V2X is the use of multiple pseudony-

mous identities such that an adversary is unable to distinguish whether two spatio-

temporally uncorrelated identities originate from a single source or not. We proved

that our VDAA scheme is secure with respect to unlinkability in Section 6.10.2. The

unlinkability of our scheme assures that even if the EA is corrupt or collaborates with

the AA, the signatures on broadcast messages sent by a vehicle are indistinguishable

from those created by a different vehicle.

Corrupt CA Resistance Vehicles should be protected from dishonest or collaborating

certificate authorities. In contrast to the leading V2X standards [88, 29] our scheme

provably retains vehicle unlinkability despite dishonest certificate authorities.

Revocation It is critically important that vehicles that send false information can be

prevented from continued participation. Our VDAA scheme allows both vehicle,
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private-key and signature based revocation which we describe in Section 6.8. Unlike

other solutions that also provide enhanced vehicle privacy [102, 256, 257], we uniquely

retain centralised control over revocation and are therefore able remove vehicles

despite vehicle hosts that may refuse to forward messages to the TPM.

Sybil Resistance We optimally limit Sybil attacks by restricting each vehicle to a single

pseudonym request per epoch. Requests for multiple pseudonyms in the same epoch

are denied, forfeit vehicle unlinkability and are detected by the AA. At most, a vehicle

can use just two pseudonyms concurrently and only during the small certificate

overlap period that is necessary for harmonising vehicles without a synchronised

clock source.

Performance Analysis

The most performance critical operation in V2X is broadcast message signature verification.

Early field studies [214] indicated that vehicles should be able to verify at least 1000

signatures per second in order to deal with busy intersections and this led to the selection of

ECDSA by the major standards. Since our VDAA scheme uses regular ECDSA signatures

on broadcast messages we occur no additional overhead with regards to verification

speed. Similarly, the modest requirement for signing 10 messages per second poses no

obstacle as we only slightly increase the complexity of the DSASign operation by two

modular multiplications. In line with the standards we use either NIST curve P-256 [70]

or BrainpoolP256r1 [163] which result in a broadcast message signature size of 64 bytes.

Where our scheme introduces an overhead compared to the standards is when vehicles

are enrolled for the first time and, more importantly, each time they request a pseudonym

certificate. The DAA credential and signature sizes used in our Join and Issue protocols

depend on the underlying DAA scheme. For the q-SDH-based instantiation of Camenisch

et al. [39] the DAA credential size is 96 bytes, composed of 2 elements in Zp and one in G1.
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The corresponding signature size is 356 bytes, composed from 6 elements in Zp, 4 elements

in G1 and one 32 byte hash digest. The total bandwidth requirements of our Issue protocol,

run each time a vehicle requests a new pseudonym, is one ECDSA pseudonym public key

Pep and signature τep, one 356 byte DAA signature σ and a 4 byte epoch identifier ep. In

other words, compared to the ETSI standard our scheme requires an additional 360 bytes

of bandwidth per pseudonym that is requested by each vehicle.

Centralised revocation depends on the attestation list Auth-L, maintained by the AA,

which retains all of the randomised DAA signature and ECDSA pseudonym tuples received

during all runs of the Join protocol. Each tuple in Auth-L, comprising one 356 byte DAA

signature and one 64 byte ECDSA pseudonym public key, requires 420 bytes of storage.

Taking a 5 minute pseudonym validity period, the upper bound on the AA storage required

is 118.125 KB per vehicle, per day. This number scales linearly in the proportion of time

that a vehicle is driven for, for example reducing to less than 5 KB for vehicles used for

one hour per day.

Computationally, each pseudonym request requires one DAA sign operation which

takes approximately 20 ms [39] for q-SDH DAA. The DAA verification algorithm run by

the AA is also efficient and takes around 60 ms.

Since our VDAA scheme authenticates each broadcast message with a standard ECDSA

signature, our scheme has the same signature and certificate bandwidth overheads as

the ETSI approach. Assuming the standard epoch duration of 5 minutes, and that

authorising certificates are included in one out of every 10 messages sent by a vehicle,

Figure 6.3 shows the bandwidth required by both our solution and ETSI’s in contrast to

the direct application of DAA [50]. Including the certificate in one out of every 10 CAM

is a pessimistic estimate when considering that this captures the scenario in which all

interactions lasting more than one second result in sending the necessary certificate.

Whilst VDAA requires no additional CAM bandwidth over the ETSI standard, a small
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Figure 6.3: With an epoch duration of 5 minutes, a comparison of the CAM signature and
certificate bandwidth overheads between the ETSI standard, our VDAA scheme and the
direct application of DAA.

certificate issuance overhead is required for the DAA signatures used to request each

certificate. In particular, VDAA requires the additional transmission of one 356 byte DAA

signature and one 4 byte epoch identifier per epoch. The 5 minute value used in our

analysis of is chosen for conformity with the value used by ETSI when evaluating different

pseudonym change strategies [84] and is also the value recommended by SAE [207]. Figure

6.4 shows how the VDAA certificate issuance overhead scales to epoch durations ranging

from 1 to 30 minutes. We note that even with an epoch duration of only 1 minute, VDAA

requires less than 4.8 MB of vehicle-to-AA certificate issuance bandwidth per week of

continuous driving. Using the recommended 5 minute epoch period, no more than 701 KB

is needed per week. In practice, as most vehicles are only operated for a small proportion

of each day, the overheads will be much less than the upper bounds shown here. In

addition this bandwidth is only required periodically and can be scheduled according to

the connectivity available to each vehicle. When considering all overheads including CAM

authentication and certificate issuance in this model, VDAA requires less than 22% of the

total bandwidth needed for the direct application of DAA (e.g. Chen at al. [50]).
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Figure 6.4: A comparison of the additional certificate issuance bandwidth required by
VDAA, in contrast to the ETSI standard, at epoch durations ranging from 1 to 30 minutes.

Revocation in DAA is an inefficient process which is linear in the size of the revocation

list [154]. One way of minimising the performance impact of revocation is to implement

DAA groups associated with short periods of time. For example, the EA could create a

DAA group for each week. Every week, each vehicle would prove that it is a non-revoked

member of the current group and would be issued a new credential. The AA may even

forego revocation altogether and simply wait for revoked vehicles to be removed during

weekly re-keying.
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6.12 Chapter Summary

In this chapter we have presented a novel V2X architecture that harmonises the strong

privacy guarantees of DAA with the standard requirements for V2X introduced in Section

2.5.4. Our VDAA scheme, which we have shown secure under the standard assumptions for

DAA, is compatible with the PKI architectures of the latest proposed ITS standards [88, 29]

and addresses the currently unmet need [201, 183] for measures which limit long-term

vehicle tracking and that minimise the impact of certificate authority collusion. Relative

to the standards and many of the proposals in the literature [244, 29, 102, 50] our scheme

provides a stronger security model and a higher degree of privacy. Rather than forfeiting

their canonical identity, vehicles that send malicious messages or which request multiple

pseudonyms for the same epoch only forfeit their unlinkability and ongoing participation in

the scheme. Uniquely in the literature [102, 50, 256, 8, 208] our scheme retains centralised

authority over vehicle revocation, efficient standards-compliant ECDSA signatures on

broadcast messages and does not require the TPM or the certificate authorities to be

trusted for privacy.
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Chapter 7

Closing Remarks

In this final chapter we review and conclude the contributions we have made in this thesis

and identify the directions for future research. At a high-level, we have identified several

new cryptographic and key management flaws in an existing automotive immobiliser

system and developed two new V2X architectures for improving the safety and privacy

of tomorrow’s connected and autonomous vehicles. Holistically, we have considered the

history, present and future of digital automotive security and safety systems.

History

One of the most effective digital vehicle security technologies over the last 30 years is the

electronic vehicle immobiliser. Electronic immobiliser systems have been mandatory in all

new passenger cars sold within the EU since 1998 [55] and are estimated to have reduced

the general rate of vehicle theft by 40% [243]. For many years only weak, proprietary

cryptography was implemented in automotive immobiliser systems worldwide [105]. In

Chapter 3 we review the academic body of work that has systematically exposed, analysed

and challenged the weak and proprietary cryptography that has been the foundations

of essentially all vehicle immobiliser systems worldwide [28, 247, 126, 249, 248]. Whilst

research indicates [247] that the majority of vehicles sold in Europe between 1995 and

2015 are fitted with an immobiliser system based on either the Hitag2 [248] or Megamos
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Crypto [238] encryption algorithm, there are still a number of widespread algorithms

and systems that have received little attention. In addition, despite calls for automotive

system designers to embrace industry standard cryptographic algorithms and peer-reviewed

protocols that can be traced back to the at least 2005 [28], automotive manufactures have

been shown to reuse old designs for new purposes, in new systems, and with little regard

for the prior failings [264].

In Chapter 4 we present a thorough analysis of a popular and previously unstudied vehi-

cle immobiliser system and algorithm, AUT64. We present full details of AUT64 including

a complete specification and analysis of the proprietary block cipher, the associated authen-

tication protocol, and its implementation in a widely-used vehicle immobiliser system that

we have reverse engineered. We identify a number of cryptographic weaknesses in AUT64

and develop several attacks on both the 8 and 24 round implementations. Despite AUT64

having a 120 bit secret key length, we show that in certain implementations 8 round AUT64

can be broken within milliseconds using a standard laptop, with a worst-case complexity

of 237.3 encryptions. In the Mazda immobiliser system that we evaluate, the security of

24 round AUT64 is no more than 48.3 bits and can be exhaustively searched. We show

that part of the secret key is actually derived from the public transponder identification

code and can be efficiently determined from only a single interaction with the transponder.

In addition to the immediate impact on automotive security, this chapter also provides

a more general contribution to the literature on the cryptanalysis of generalised Feistel

ciphers with key-dependent permutations and S-Boxes.

There are a number of key research directions that are motivated by the insecurity of

proprietary cryptographic systems. As we have shown in Chapters 3 and 4 there is real

threat that many of the systems that we rely upon to secure our vehicles [105, 28, 126,

249, 248], and more generally to protect our workplaces, public transportation systems,

critical national infrastructure [104], cordless phones [181] and wireless internet access
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[215], are based on weak cryptographic primitives or protocols that have not been properly

audited to ensure that they provide a degree of security that is proportional to the value

of what they protect.

Firstly, there is an ongoing need for research that evaluates the security of proprietary

systems and algorithms, particularly those which are widely used or that protect high-value

targets. As recently as late 2018, Tesla’s high-end £75,000 Model S was found to be using

a RKE system based on the 40 bit DST40 symmetric encryption scheme. Even in cases

where standard algorithms have been used for automotive systems, insecure protocols and

a lack of proper key management have rendered the overall system unfit for purpose [105].

Systems designers from all industries should be encouraged to use standardised algorithms

and peer-reviewed protocols whenever possible.

Often, as illustrated in the literature and in Chapter 4, a number of individually

theoretical or minor vulnerabilities can be combined to provide a practical exploitation of

a real-world system. There is a need for new techniques, frameworks and standards that

enable the overall security of these systems to be measured. Such research would look at

developing new models which consider the properties of cryptographic primitives, the formal

and symbolic verification of security protocols and the management of cryptographic keys

in a holistic setting. Developing accessible tools that automate the analysis of proprietary

systems and for generating secure system code from simple relational models are also

important research challenges.

Finally, there is a need to design new primitives and techniques that are tailored to the

specific demands of automotive systems. In particular, there are ongoing efforts [173] to

understand the requirements for lightweight cryptographic primitives, to develop suitable

algorithms and to produce appropriate standards. An important technique for securing

vehicle RKE is RF distance bounding protocols [196], addressing the provable security of

which remains an open challenge [11].
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Present

The rapid digitalisation of modern vehicles has not yet been paralleled by the development

of techniques or standards which adequately address the cyber security challenges posed

by these systems. The current state of the art in automotive security has been described

as rudimentary and “comparable to computers in the early days of the Internet” [103]. In

Chapter 3 we briefly review the insecurity of intra-vehicle communication over the CAN

bus and the associated research challenges. The CAN bus and the ECUs that communicate

over it were not designed to be secure under the threat model of a modern vehicle in which

an adversary may be able to gain access to the bus. There is a need for research that

provides new methods for securing the CAN bus, for frameworks that enable different

proposals to be compared and for studies that can guide the development of new interfaces

and standards for secure intra-vehicle communication.

Soon, vehicles will communicate directly with surrounding vehicles and roadside

infrastructure and will have advanced autonomous features which enable them to operate

with little to no human input [169]. Tesla’s autopilot feature is already being used on

public roads in the UK [54] and Lyft are already offering rides in self-driving vehicles at

select U.S. locations [165]. In the near term, a key-enabler for autonomous driving is V2X

communication that will enable vehicles to develop a more detailed, contemporary and

expansive model of their environment. V2X is expected to provide significant improvements

in road safety and efficiency by enabling the next generation of semi-autonomous vehicle

safety features such as vehicle platooning, collaborative forward collision warning and

emergency electronic brake lights [246].

There are a number of key V2X standards which are supported by both European

and U.S. governments [72, 53], international standardisation bodies [88, 144] and industry

[156, 253]. In Chapter 5 we present IFAL, a practical and secure improvement to the

leading European standard for V2X. IFAL is based on a novel key diversification mechanism
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in the public-key setting that improves support for vehicles with limited bandwidth and

intermittent connectivity. Each vehicle is pre-issued with a certificate file that contains

a lifetime supply of inactive pseudonym certificates. The file is divided into epochs

and vehicles receive small, time-delayed activation codes that enable them to use the

pseudonyms in a particular epoch. By adjusting the epoch duration, vehicles with a wide

range of different connectivities can be provided with the same level of cryptographic

unlinkability. We show that IFAL meets the standard security and privacy requirements

for V2X, is provably secure and privacy conscious in a formal setting and has favourable

performance in our reference implementation. IFAL and is a good candidate for integration

into the European standard.

Future

Neither of the leading standards for secure V2X communication [88, 29] provides adequate

protection from certificate authorities that are dishonest or that collaborate [183]. Partially,

this is due to the standardisation of ECDSA for V2X. ECDSA is well suited to V2X

on current and first-generation vehicle hardware because it offers small signature sizes

and low-latency message verification. However, the inability to re-randomise an ECDSA

signature [162] makes it impossible to strongly protect the privacy of vehicles that request

pseudonyms by repeatedly presenting a long-term ECDSA certificate. In the future,

vehicles will have more reliable connectivity, increased bandwidth and access to greater

computational resources that will enable the use of more modern signature schemes which

provide enhanced privacy features.

In Chapter 6 we develop a new security architecture for V2X that reconciles the strong

privacy guarantees of DAA with the fast verification speed, small signature size and

standards compliance of ECDSA signatures for V2X broadcast messages. Our VDAA

scheme, which we prove secure under the standard assumptions for DAA, is compatible

197



with the PKI architectures of the latest proposed V2X standards [88, 29] and uniquely

addresses the challenge of preventing long-term vehicle tracking in V2X, despite corrupt

and collaborating certificate authorities, whilst retaining centralised authority over vehicle

revocation. In comparison to the standards and many of the proposals in the literature

[244, 29, 102, 50] our scheme provides a stronger security model and a higher degree

of privacy. Rather than forfeiting their canonical identity, vehicles that send malicious

messages or which request multiple pseudonyms for the same epoch only forfeit their

unlinkability and ongoing participation in the scheme.

There are a number of open problems and future research opportunities within the

connected vehicle domain. The symbolic verification of V2X protocols has already been

used to identify flaws in an existing proposal and to guide the development of an improved

solution [257]. In combination with the formal security methodology that we apply in

Chapters 5 and 6, the symbolic verification of security protocols should be used to guide

the development of future standards for V2X. Related to the improved trade-off between

privacy, trust and bandwidth that we provide with our IFAL scheme in Chapter 5 and

the enhanced privacy but greater communication overheads of our VDAA architecture in

Chapter 6, there is a need to develop a model and a metric that, when given the dynamic

situational constraints on vehicle bandwidth and location, is able to determine the best

key management strategy for a particular scenario. In general, determining the optimal

strategy for pseudonym change is an open problem [189] and there is a need to develop

a standardised framework for test and simulation that can be used to evaluate different

approaches.
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Conclusion

In this thesis we have presented several new cryptographic and key management flaws

in a previously unstudied vehicle immobiliser system and we have introduced two new

V2X architectures for improving the security and privacy of tomorrow’s connected and

autonomous vehicles. In particular, we study the AUT64 automotive block cipher and

its associated authentication protocol in a real-world immobiliser system. We identify a

number of cryptographic and implementational flaws which we combine to present several

practical key-recovery attacks. Our work on AUT64 contributes to the body of evidence

which urges the automotive industry to embrace standard cryptographic algorithms and

peer-reviewed protocols when developing tomorrow’s new vehicles.

Our first new V2X architecture, IFAL, is focussed on providing a practical and secure

improvement to the leading European standard for V2X. Specifically IFAL introduces a new

standards-compliant pseudonym issuance mechanism that eliminates the trade-off between

pseudonym duration and bandwidth. We show that IFAL meets the standard security and

privacy requirements for V2X, is provably secure and privacy conscious in a formal setting

and has favourable performance in our reference implementation. Our second new V2X

architecture, VDAA, addresses the need for new techniques that preserve vehicle privacy

despite dishonest or colluding certificate authorities. Uniquely in the literature, VDAA

retains centralised authority over vehicle revocation, efficient standards-compliant ECDSA

signatures on broadcast messages and does not require the certificate authorities to be

trusted for privacy.
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Appendix A
AUT64 Implementation Details

The key-independent compression function lookup tables that we recovered from our
Mazda “Module 142” immobiliser system firmware are as follows

7D 56 99 65 8C 74 82 83
9B 92 7B A1 AA B0 64 CF
B9 DE 5D ED C8 FC 46 0B
D7 1A 3F 29 C6 38 28 47

Figure A.1: TD key derivation table.

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 2 3 4 5 6 7 8 9 A B C D E F
0 2 4 6 8 A C E 3 1 7 5 B 9 F D
0 3 6 5 C F A 9 B 8 D E 7 4 1 2
0 4 8 C 3 7 B F 6 2 E A 5 1 D 9
0 5 A F 7 2 D 8 E B 4 1 9 C 3 6
0 6 C A B D 7 1 5 3 9 F E 8 2 4
0 7 E 9 F 8 1 6 D A 3 4 2 5 C B
0 8 3 B 6 E 5 D C 4 F 7 A 2 9 1
0 9 1 8 2 B 3 A 4 D 5 C 6 F 7 E
0 A 7 D E 4 9 3 F 5 8 2 1 B 6 C
0 B 5 E A 1 F 4 7 C 2 9 D 6 8 3
0 C B 7 5 9 E 2 A 6 1 D F 3 4 8
0 D 9 4 1 C 8 5 2 F B 6 3 E A 7
0 E F 1 D 3 2 C 9 7 6 8 4 A B 5
0 F D 2 9 6 4 B 1 E C 3 8 7 5 A

Figure A.2: The Toffset compression function lookup table.
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TU TL
1 0 3 2 5 4 7 6 4 5 6 7 0 1 2 3
0 1 2 3 4 5 6 7 5 4 7 6 1 0 3 2
3 2 1 0 7 6 5 4 6 7 4 5 2 3 0 1
2 3 0 1 6 7 4 5 7 6 5 4 3 2 1 0
5 4 7 6 1 0 3 2 0 1 2 3 4 5 6 7
4 5 6 7 0 1 2 3 1 0 3 2 5 4 7 6
7 6 5 4 3 2 1 0 2 3 0 1 6 7 4 5
6 7 4 5 2 3 0 1 3 2 1 0 7 6 5 4
3 2 1 0 7 6 5 4 5 4 7 6 1 0 3 2
2 3 0 1 6 7 4 5 4 5 6 7 0 1 2 3
1 0 3 2 5 4 7 6 7 6 5 4 3 2 1 0
0 1 2 3 4 5 6 7 6 7 4 5 2 3 0 1
7 6 5 4 3 2 1 0 1 0 3 2 5 4 7 6
6 7 4 5 2 3 0 1 0 1 2 3 4 5 6 7
5 4 7 6 1 0 3 2 3 2 1 0 7 6 5 4
4 5 6 7 0 1 2 3 2 3 0 1 6 7 4 5
2 3 0 1 6 7 4 5 6 7 4 5 2 3 0 1
3 2 1 0 7 6 5 4 7 6 5 4 3 2 1 0
0 1 2 3 4 5 6 7 4 5 6 7 0 1 2 3
1 0 3 2 5 4 7 6 5 4 7 6 1 0 3 2
6 7 4 5 2 3 0 1 2 3 0 1 6 7 4 5
7 6 5 4 3 2 1 0 3 2 1 0 7 6 5 4
4 5 6 7 0 1 2 3 0 1 2 3 4 5 6 7
5 4 7 6 1 0 3 2 1 0 3 2 5 4 7 6

Figure A.3: The TU and TL key scheduling lookup tables.
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Acronyms

3GPP 3rd Generation Partnership Project . . . . . . . . . . . . . . . . . . 29

4G LTE Fourth-Generation Long-Term Evolution . . . . . . . . . . . . . . . 29

AA Authorisation Authority . . . . . . . . . . . . . . . . . . . . . . . . 35

AEB Advanced Emergency Braking . . . . . . . . . . . . . . . . . . . . . 2

AES Advanced Encryption Standard . . . . . . . . . . . . . . . . . . . . 13

ASTM American Society of Testing and Materials . . . . . . . . . . . . . . 49

BSM Basic Safety Messages . . . . . . . . . . . . . . . . . . . . . . . . . 29

C2C-CC Car-to-Car Communication Consortium . . . . . . . . . . . . . . . 31

CAM Cooperative Awareness Messages . . . . . . . . . . . . . . . . . . . 29

CAN Controller Area Network . . . . . . . . . . . . . . . . . . . . . . . . 45

CEN Comité Européen de Normalisation . . . . . . . . . . . . . . . . . . 49

CMAC Cipher-based Message Authentication Code . . . . . . . . . . . . . 111

CRL Certificate Revocation List . . . . . . . . . . . . . . . . . . . . . . . 36

CSPRNG Cryptographically Secure Pseudorandom Number Generator . . . . 21

DAA Direct Anonymous Attestation . . . . . . . . . . . . . . . . . . . . 7

DENM Decentralized Environmental Notification Messages . . . . . . . . . 30
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DES Data Encryption Standard . . . . . . . . . . . . . . . . . . . . . . . 12

DSRC Direct Short Range Communication . . . . . . . . . . . . . . . . . . 28

DST Digital Signature Transponder . . . . . . . . . . . . . . . . . . . . . 38

EA Enrolment Authority . . . . . . . . . . . . . . . . . . . . . . . . . . 35

ECDSA Elliptic Curve Digital Signature Algorithm . . . . . . . . . . . . . . 35

ECIES Elliptic Curve Integrated Encryption Scheme . . . . . . . . . . . . 111

ECU Electronic Control Unit . . . . . . . . . . . . . . . . . . . . . . . . 2

ETSI European Telecommunications Standards Institute . . . . . . . . . 28

EU European Union . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

EUF-CMA Existential Unforgeability under Chosen-Message Attack . . . . . . 129

EVITA “E-safety Vehicle Intrusion Protected Applications” . . . . . . . . . 30

FCC Federal Communications Commission . . . . . . . . . . . . . . . . . 28

GPS Global Positioning System . . . . . . . . . . . . . . . . . . . . . . . 50

HMAC Keyed-Hash Message Authentication Code . . . . . . . . . . . . . . 39

HSM Hardware Security Module . . . . . . . . . . . . . . . . . . . . . . . 30

IDIC IDentification IC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

IFAL Issue First Activate Later . . . . . . . . . . . . . . . . . . . . . . . 5

ISO International Organization for Standardisation . . . . . . . . . . . . 49

ITS Intelligent Transportation Systems . . . . . . . . . . . . . . . . . . 27

ITS-S ITS-Stations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

IVHS Intelligent Vehicle-Highway Systems . . . . . . . . . . . . . . . . . 48
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KDF Key Derivation Function . . . . . . . . . . . . . . . . . . . . . . . . 111

LA Linkage Authority . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

LDW Lane Departure Warning . . . . . . . . . . . . . . . . . . . . . . . . 2

LFSR Linear Feedback Shift Register . . . . . . . . . . . . . . . . . . . . 21

MA Misbehavior Authority . . . . . . . . . . . . . . . . . . . . . . . . . 57
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[262] Marko Wolf, André Weimerskirch, and Thomas Wollinger. State of the Art: Em-
bedding Security in Vehicles. EURASIP Journal on Embedded Systems, June 2007.
doi:10.1155/2007/74706.
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