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We present the first measurement of the single-differential νe + ν̄e charged-current inclusive cross
sections on argon in electron or positron energy and in electron or positron scattering angle over the
full range. Data were collected using the MicroBooNE liquid argon time projection chamber located
off-axis from the Fermilab Neutrinos at the Main Injector beam over an exposure of 2.0 × 1020

protons on target. The signal definition includes a 60 MeV threshold on the νe or ν̄e energy and
a 120 MeV threshold on the electron or positron energy. The measured total and differential cross
sections are found to be in agreement with the GENIE, NuWro, and GiBUU neutrino generators.

Current and next generation precision neutrino oscilla-
tion experiments aim to probe CP violation in the lepton
sector, the neutrino mass ordering, and physics beyond
the Standard Model such as the existence of light ster-
ile neutrinos [1, 2] by measuring the oscillation of muon
neutrinos into electron neutrinos. Oscillation measure-
ments are particularly sensitive to hard-to-model nuclear
effects in the neutrino-nucleus interaction, especially for
heavy target nuclei [3–5]. Potentially sizable uncertain-
ties on the νe/νµ cross section ratio [6, 7] reduce the
νµ’s constraining power. Only a handful of independent
direct measurements of electron-neutrino cross sections
exist [8–11] – even fewer on argon [12, 13] – yet, they are
crucial to further understand different flavor neutrino in-
teractions.

We present a measurement of the νe + ν̄e charged cur-
rent (CC) inclusive cross section on argon at the Mi-
croBooNE experiment. Electrons and positrons are in-
distinguishable in MicroBooNE and will collectively be
referred to as electrons in this paper. The νe + ν̄e CC
cross section is measured for the first time as a single-
differential function of the electron energy in the range
120 MeV to 6 GeV, and as a single-differential function
of the electron scattering angle over the full range. The
contributions from each of the neutrino and antineutrino
components are averaged according to their respective
fluxes. This is the first demonstration of electron energy
reconstruction from νe or ν̄e CC interactions in argon in
the ∼1 GeV energy range. The inclusive CC process, in
which only the outgoing electron is required to be recon-
structed, provides a test of theoretical predictions with
minimal dependence on the modeling of the hadronic part
of the interaction.

The MicroBooNE detector, which contains 85 tonnes of
liquid argon active mass, is located on-axis to the Booster
Neutrino Beam (BNB) at Fermilab and ∼8◦ off-axis to
the Neutrinos at the Main Injector (NuMI) beam [14].
The NuMI neutrino flux at MicroBooNE contains a ∼2%

component of νe and ν̄e with energies ranging from tens
of MeV to ∼10 GeV at this off-axis angle. For energies
above 60 MeV, the νe and ν̄e flux is dominated by decays
from unfocused kaons at the target. The average νe and
ν̄e energy is 768 MeV and 961 MeV respectively.

Neutrinos interacting in the MicroBooNE detector cre-
ate charged particles that traverse a volume of highly
pure liquid argon, ionizing the argon and leaving a re-
sulting trail of freed electrons along their paths. The ion-
ization electrons are drifted by an electric field of 273.9
V/cm to a series of three anode wire planes located 2.5
m from the cathode plane, where they induce signals on
the wires that are amplified and shaped by front-end elec-
tronics immersed in the liquid argon [15]. In addition to
liberating ionization electrons, the charged particles gen-
erate prompt scintillation light as they travel through the
medium. The scintillation photons are detected with an
array of 32 photomultiplier tubes (PMTs) that are situ-
ated behind the anode wire planes [16].

The NuMI beam operated at medium energy in for-
ward horn current (neutrino) mode for the data used in
this analysis. The integrated exposure is 2.0 ×1020 pro-
tons on target (POT) after applying data quality criteria
for the beam and detector operating conditions. Two dif-
ferent data streams are used in this analysis: a beam-on
data sample collected during the NuMI neutrino spills,
and a beam-off data sample acquired in anti-coincidence
with the neutrino beam. The beam-off data sample is
used to model the cosmic ray (CR) backgrounds – a es-
sential task given MicroBooNE’s location on the surface.

A GEANT4-based [17] simulation of the NuMI beam-
line is used for generating the neutrino flux prediction.
The simulation models the interactions of protons on the
NuMI graphite target and the subsequent particle cas-
cade, decay chain, and reinteractions. Hadron produc-
tion is constrained using data from the NA49 experiment
[18] and other applicable measurements with the Package
to Predict the FluX (PPFX) software package [19].
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The simulation and reconstruction of the events are
performed using the LArSoft framework [20]. Neutrino
interactions in the MicroBooNE detector are simulated
using the GENIE v3.0.6 event generator [21] where the
CC quasi-elastic (QE) and CC meson exchange current
(MEC) neutrino interaction modes are tuned [22] to νµ
CC 0π data from T2K [23, 24]. GENIE generates all
final state particles associated with the primary neutrino
interaction along with the transport and rescattering of
these final state particles through the target nucleus.

Particle propagation in the MicroBooNE simulation is
based on GEANT4. The energy depositions from charged
particles are processed with a dedicated series of algo-
rithms, starting with simulation of long-range electronic
signals induced on the TPC anode wires by drifting ion-
ization electrons [25, 26]. Optical signals of the energy
depositions on the PMTs are also simulated.

The simulated neutrino interactions are overlaid with
beam-off data which provides a data-driven model for
CRs crossing the detector volume within the readout win-
dow of neutrino events. Events from data and simulation
are processed and calibrated according to the standard
MicroBooNE chain described in Ref. [15, 25–28], and re-
constructed with the Pandora pattern recognition frame-
work [29].

To select signal candidate events, this analysis com-
bines information from the TPC event topology — num-
ber of final state particles, vertex candidate vertical po-
sition, average particle direction, and activity near the
vertex — with information from the optical system [30].
Requiring the containment of the reconstructed neutrino
vertex and a high number of associated hits within a
fiducialized portion of the TPC abates out-of-TPC and
CR backgrounds. Only events with at least one recon-
structed shower are selected. Showers are identified using
the track-score variable from Pandora [30]. To remove
background events such as νµ CC π0 and NC π0, selec-
tions on the deposited energy per unit length (dE/dx)
at the beginning of the shower, the distance to the neu-
trino vertex, and the transverse profile are applied on the
shower with the highest number of hits.

The cross section is presented as a function of elec-
tron energy and angle. The angle, β, represents the elec-
tron’s deflection from the neutrino direction. When re-
constructing β, we assume all neutrinos originated from
the beam target. The true direction of ∼95% of the se-
lected simulated electron neutrinos and antineutrinos is
within 3 deg from this assumption. The resolution in
cosβ ranges from 0.01 to 0.05. The shower is rarely
misreconstructed with the opposite direction (0.2% of
selected events). The electron energy resolution is de-
scribed by a Gaussian distribution with exponential tail
which presents a low-sided bias ranging from (3-14)% and
standard deviation ranging from (15-30)%.

The final selected sample contains 243 events. The
selection has an average νe + ν̄e efficiency of 21% and an

individual efficiency of 20% for νe and 24% for ν̄e. The
higher efficiency for ν̄e is due to the higher mean energy
of these neutrinos where the analysis is more efficient.
The final purity of the analysis is 72%. The selected
signal sample is predicted to be 48% CC QE, 28% CC
resonant (RES), 17% CC MEC and 7% CC deep-inelastic
scattering (DIS) according to GENIE v3.0.6 (µB tune).

Figure 1 shows the efficiency as a function of the kine-
matic variables. The efficiency decreases towards lower
energies because the electrons stop producing sizable
showers which are the key feature recognized by the se-
lection algorithms. At higher energies, above 3 GeV, DIS
interactions become the primary channel. For the pur-
poses of this analysis, the Pandora reconstruction algo-
rithm was not tuned on high multiplicity events. The
many particles resulting from these interactions can hin-
der the electron-induced shower reconstruction thus low-
ering the efficiency.

The main backgrounds in this analysis are (i) CRs in
time with the beam spill (estimated to be 8.3% of all se-
lected events), (ii) neutral current interactions contain-
ing a π0 (7.0%), and (iii) charged current νµ or ν̄µ in-
teractions with a π0 in the final state (4.2%). The re-
maining backgrounds include neutrino-induced activity
outside the fiducial volume and NC interactions without
π0 in the final state. Only events with a true electron
energy above 120 MeV are considered signal. In addi-
tion, a 60 MeV threshold for the νe or ν̄e energy is used
in the lower bound in the integral that calculates Φ in
Eqn. 1. Selected signal events below these thresholds
form a negligible background. The CR backgrounds are
modeled using beam-off data. All other backgrounds are
estimated from the simulation. The accuracy of the de-
tector modeling has been verified by studying selected
event distributions using quantities not affected by the
neutrino interaction physics, for example, the neutrino
interaction locations in the detector.

We report the differential cross section as a function
of true kinematic variables using the Wiener single value
decomposition (Wiener-SVD) unfolding technique [31].
This method corrects a measured differential event rate,
defined in Eqn. 1, for inefficiency and finite resolution.
The correction is performed by minimizing a χ2 score
that compares data to a prediction and includes a reg-
ularization term. The degree of regularization is deter-
mined from a Wiener filter that is used to minimize the
mean square error between the variance and bias of the
result. In addition to the measured event rate, the inputs
to the method are a covariance matrix calculated from
simulation (which approximately describes the statisti-
cal and systematic uncertainties on the measurement),
and a response matrix that describes the detector smear-
ing and efficiency. The Wiener-SVD method produces
an unfolded differential cross section in true kinematics,
a covariance matrix describing the total uncertainty on
this cross section, and an additional smearing matrix,
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FIG. 1. Simulated efficiency broken down by νe, ν̄e and νe + ν̄e as a function of the electron (a) energy and (b) angle. The
error bars include statistical uncertainties only. The distributions with dashed lines show the area normalized predicted event
distributions before selection.

Ac, which contains information about the regularization
and bias of the measurement. The matrix Ac is applied
to a true cross section prediction when comparing to the
unfolded data.

The flux-averaged, differential event rate as a function
of a variable x is defined as,(

dR

dx

)
i

=
Ni −Bi

T × Φ × ∆xi
, (1)

where Ni, Bi, and ∆xi are the number of selected events,
the expected background events, and bin width in bin i
respectively, T is the number of target nucleons, and Φ is
the total POT-scaled NuMI νe+ ν̄e flux (integrated from
60 MeV). The flux corresponding to 2.0 × 1020 POT is
1.845 × 1011/cm2 which has a mean energy of 837 MeV.

The statistical and systematic uncertainties on dR/dx
are encoded in the total covariance matrix, Eij = Estat

ij +

Esyst
ij , where Estat

ij is a diagonal covariance matrix includ-

ing the statistical uncertainties and Esyst
ij is a covariance

matrix including the total systematic uncertainties.
The PPFX package is used to assess the hadron pro-

duction uncertainties on the neutrino flux prediction by
reweighting the nominal simulation. This consists of cre-
ating a number of replica simulations, each one called
a “universe”. A set of weights is produced by sampling
the hadron production parameters within their respective
uncertainties. The procedure accounts for uncertainties
in the flux shape addressing issues raised in Ref. [32]. A
similar method is used for evaluating the uncertainties
on the cross section model but sampling the parameters

used in GENIE within their uncertainties [21, 33]. This
technique reweights all model parameters simultaneously,
enabling a correct treatment of correlations among the
parameters. A total of s such universes are used to con-
struct a covariance matrix,

Eij =
1

s

s∑
n=1

(Rni −Rcv
i )(Rnj −Rcv

j ), (2)

where Rcv
i (Rcv

j ) and Rni (Rnj ) are the flux-averaged event
rates for the central value and systematic universe s in a
measured bin i(j) respectively.

A different method is followed for systematic uncer-
tainties associated with the detector model, the NuMI
beamline geometry modeling, and additional cross sec-
tion modeling not encapsulated by the GENIE multi-
parameter reweighting. These systematic uncertain-
ties are obtained by using single-parameter variation, in
which only one parameter at a time is changed by its es-
timated 1σ uncertainty. For s parameters, the covariance
matrix is given by,

Eij =

s∑
m=1

(Rmi −Rcv
i )(Rmj −Rcv

j ). (3)

A summary of all uncertainties on the total data cross
section is shown in Table I.

For the differential cross section measurement, statis-
tical uncertainties in each bin are the largest source of
uncertainty. The most significant contributions to the
systematic uncertainty are the hadron production flux
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FIG. 2. Unfolded differential cross section as a function of the electron (a) energy and (b) angle. The data cross section is
compared to GENIE v3.0.6 (µB tune)(red), GENIE v3.0.6 (green), NuWro v19.02.2 (pink) and GiBUU 2019 (purple), and is
in agreement with all predictions.

TABLE I. Contributions to the total data cross section mea-
surement uncertainty.

Source of Uncertainty Relative Uncertainty [%]

Beam Flux 17.4
Detector 6.8
Cross Section 5.8
POT Counting 2.0
Out-of-Cryostat 1.8
Proton/Pion Reinteractions 1.2
Beam-off Normalization 0.1
Total Systematic Uncertainty 19.8
MC Statistics 0.8
Data Statistics 10.0
Total Uncertainty 22.2

uncertainties, especially from hadrons produced by sec-
ondary nucleons which interact with non-carbon-based
materials and meson interactions not covered by any
existing hadron production data. The hadron produc-
tion uncertainties are largest (∼30%) for low energies
(<300 MeV) and range from (15-20)% near the peak of
the event distribution.

The second-largest source of uncertainty comes from
a combination of detector-based uncertainties in light
yield, ionization electron recombination model, space-
charge effect [34], and waveform deconvolution [35].
These uncertainties are the most significant uncorrelated
contributions to the total covariance matrix but result
in subdominant contributions compared to the statisti-
cal uncertainties per bin. Other sub-leading uncertain-

ties include uncertainties on the cross section modeling,
the modeling of proton and pion transportation in argon,
the total POT recorded by the NuMI beamline monitors,
out-of-cryostat modeling, and normalization of the beam-
off to beam-on data.

The unfolded differential cross section in electron en-
ergy and angle is presented in Fig. 2 and is compared
with GENIE v3.0.6 (µB tune), NuWro v19.02.2, GiBUU
2019, and an untuned version of GENIE v3.0.6. All
generator predictions are smeared with the matrix Ac.
The models used in GENIE v3.0.6 [36] include a Lo-
cal Fermi Gas (LFG) nuclear [37] model and a Nieves
CC QE [38] model. Coulomb corrections for the outgo-
ing lepton [39] and Random Phase Approximation cor-
rections (RPA) [40] are applied. A Nieves model is
used for MEC [41], a Kuzmin-Lubushkin-Naumov [42]
and Berger-Seghal [43, 44] model is used for RES, and
Berger-Seghal is used for Coherent (COH) [45] interac-
tions. Final State Interactions (FSI) are modeled us-
ing an empirical hA2018 model [46]. NuWro uses sim-
ilar models to GENIE which include a LFG nuclear
model with a binding energy derived from a poten-
tial. A Llewellyn-Smith [47] QE model is used with
RPA corrections that are implemented with a different
treatment to the Nieves model used within GENIE. To
model multi-nucleon interactions, a transverse enhance-
ment model [48] is used. Resonant interactions use an
Adler-Rarita-Schwinger model which calculates ∆(1232)
resonance explicitly and includes a smooth transition to
DIS at 1.6 GeV [49]. DIS interactions use a Bodek-
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Yang [50, 51] model and a Berger-Sehgal [45] model for
COH interactions. For FSI, a Salcedo-Oset model is used
for pions [52] and nucleon-medium corrections are used
for nucleons [53]. GiBUU 2019 [54] includes consistent
nuclear medium corrections throughout and uses a LFG
nuclear model [37]. An empirical MEC model is used [55],
and final state particles are propagated according to the
Boltzmann-Uehling Uhlenbeck transport equations.

The χ2 per degree of freedom (d.o.f.) data comparison
for each generator takes into account the total covariance
matrix including the off-diagonal elements. For the elec-
tron energy the values of χ2/d.o.f. range from 2.2/7 to
2.4/7 (GENIE v3.0.6, µB tune), while they range from
3.3/5 (GENIE v3.0.6) to 4.1/5 (GiBUU) for the cosβ, see
Fig. 2 a) and b). The measurement is therefore in agree-
ment with all considered models for both electron energy
and angle. The value of the χ2/d.o.f. reported for each
model is predominantly driven by the data statistical un-
certainty with the systematic uncertainty contributing to
its small value.

This measurement is the first test of multiple neutrino
event generators against electron neutrino and antineu-
trino differential scattering data on argon. It is sensitive
to CC QE, CC RES, CC MEC and CC DIS scattering
with full angular coverage and for electron energies rang-
ing from 120 MeV - 6 GeV. Supplemental materials in-
clude cross section values, efficiencies, purity, flux, addi-
tional smearing matrices, uncertainties in each bin, and
unfolded covariance matrices.

Additionally, the flux-averaged total data cross sec-
tion is calculated as (4.90 ±0.49 (stat.) ±0.97 (sys.))×
10−39 cm2/ nucleon. This agrees with the GENIE v3.0.6
(µB tune), GENIE, NuWro and GiBUU predictions
within uncertainties. Moreover, the total cross section
agrees with MicroBooNE’s previous measurement [56]
within 3% (when adjusted for the different signal defini-
tions) while reducing the uncertainty by almost a factor
of two.

In summary, this letter presents the first single-
differential electron neutrino and antineutrino cross sec-
tion on argon as a function of the electron energy and
scattering angle over the full range. The measurement is
compared to several generators including GENIE v3.0.6
(µB tune), GENIE v3.0.6, NuWro v19.02.2, and GiBUU
2019, and is in agreement for all predictions. This mea-
surement provides an excellent test and validation of
neutrino-nucleus generators on argon and will be valu-
able for the short-baseline programs such as SBN and
searches for CP violation with long-baseline experiments
such as DUNE [1] for which electron neutrino interactions
on argon are the primary signal channel.
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