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Abstract

Blood pressure (BP) is one of the four primary vital signs that provides impor-

tant information regarding patients’ cardiovascular system conditions. Continuous

and regular blood pressure monitoring is essential for the early diagnosis, preven-

tion and management of cardiovascular disease (CVD) and haemodynamic diseases

(hypertension and hypotension). Current clinical blood pressure measurement tech-

niques are either invasive or cuff-based, which can be impractical, intermittent, and

uncomfortable for patients during frequent measurements. Considering these chal-

lenges, several studies have suggested new non-invasive and cuffless blood pressuring

measurement techniques using physiological signals, such as, the Electrocardiogram

(ECG) and the Photoplethysmogram (PPG). In particular, indirect cuffless BP mea-

surement techniques using pulse transit time and pulse arrival time have been exten-

sively investigated over the last few decades. However, these techniques require two

measurement sensors, frequent calibration, and hence, they are also impractical and

inconvenient for continuous BP measurements. More recently, with the advancement

of computational techniques, including machine learning and artificial intelligence,

a new simple and innovative approach using only PPG signals have been proposed

in the literature for cuffless and continuous monitoring of blood pressure. However,

the majority of these studies have been unable to achieve acceptable accuracies that

comply or satisfy the international standards for cuffless BP monitoring. Thus, fur-

ther investigations are required to realise this approach.

In this research, a total of 52 features have been extracted from the PPG and their

individual impact on BP have been rigorously evaluated using several statistical

and machine learning techniques. As a result, only the most important features for

estimation of BP were selected, effectively reducing the input vector by more than

half. Two datasets were created to accommodate the two input feature vectors. The
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PPG and reference BP signals were derived from the publicly available MIMIC II

database. In order to estimate BP, a total of nine machine learning and neural net-

work models have been implemented and evaluated on the two datasets. Out of the

nine models, four are widely used classical machine learning models, and five neural

network models, three of which are conventional models and two advanced models

have been proposed for BP estimation using only one PPG signal. The results of

all these models have also been compared against well established studies in the

literature.

The results obtained using the classical machine learning models, namely, multi-

linear regression, random forest, adaboost and support vector machine, were poor

and inferior to all the neural network models. A slight performance improvement

was achieved using the non-recurrent multi-layer perceptron, however, the error was

still much higher than the internationally acceptable range. On the other hand, a

significant improvement was achieved for the first time by using the recurrent neural

network models, namely, Long Short-Term Memory (LSTM) and Gated Recurrent

Units (GRU). The two proposed neural network models further enhanced the BP

estimation accuracies and were able to reduce the mean absolute error (MAE) to a

range below 5 mmHg. In particular, the best performing model was the one bidirec-

tional GRU layer, followed by two unidirectional GRU layers, and an attention layer.

The obtained MAE and standard deviation (SD) were 4.79±8.08 mmHg for systolic

BP (SBP) and 2.77±4.72 mmHg for diastolic BP (DBP). Furthermore, the DBP

estimation were well below the internationally acceptable limits (referring to the

AAMI standards of mean error (ME), ME±SD less than 5±8), while the ME for the

SBP estimation were acceptable but the SD exceeded the limits by only 1.34 mmHg.

This research has successfully demonstrated that advanced neural network models

can be used for the non-invasive and cuffless prediction of BP utilising the PPG.

xxi



Chapter 1

Introduction

1.1 Clinical need for cuffless and continuous blood pres-

sure measurement

Blood pressure (BP) is the pressure exerted by the circulation of blood against the

wall of the artery. It is one of the four vital signs of the human body along with

body temperature, pulse rate, and respiration, therefore it is an important indicator

for assessing the health conditions of a person [6]. In particular, BP measurement

is used for monitoring the cardiovascular functions of the body. Abnormal BP lev-

els increases the risk of cardiovascular disease (CVD), damages the internal organs,

and eventually leads to fatal consequences [7]. For example, chronic hypertension

or high BP, can incite several diseases, such as, kidney disease, heart attacks, and

strokes [8]. In fact, hypertension is one of the most critical risk factors for CVD [9],

and according to the World Health Organisation (WHO), CVD is a leading cause of

death world wide [10, 11]. Thus, cuffless and continuous BP monitoring is essential

for early detection, management and treatment of CVD as well as hemodynamic

diseases [12].

Current clinical BP measurement methods are either invasive or cuff-based. The

former is known as catheterisation [13], it provides direct continuous BP measure-

ment for every heartbeat. Although this method is considered the most accurate

BP measurement, such a technique is only applicable to patients undergoing surgical

interventions. However, the most commonly used BP measurement techniques in

health-care are based on conventional cuff-type devices [14]. The cuff-based mea-
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surements can provide Systolic Blood Pressure (SBP) and Diastolic Blood Pressure

(DBP) values for a given point in time noninvasively. Yet, despite this advantage,

cuff-based BP devices are mostly intermittent, tedious, and inconvenient for patients

due to repeated cuff inflation and deflation during measurement.

Cuffless BP measurement has attracted a lot of attention over the past decades and

has advanced greatly in every aspect. Several of such approaches are mainly based

on the utilisation of physiological signals, such as, the Photoplethysmogram (PPG)

and the Electrocardiogram (ECG). Pulse Transit Time (PTT) is one approach that

has been studied extensively [15, 16, 17, 18, 19]. There is an inverse correlation

that often exists between BP and PTT [20]. PTT is the time delay for the pressure

wave to travel between two sites on the body. Pulse Arrival Time (PAT) is another

cuffless approach and refers to the time interval for the blood pulse to travel between

the aortic valve opening and the arrival of the pulse wave to a peripheral point on

the body, such as, fingertip, toe, earlobe, etc [21]. The major drawback of the PTT

and PAT approaches is the fact that two sensors are needed for simultaneous mea-

surement at two different locations on the body. This is not easy to implement and

requires more effort and attention during setup, since the obtained signals must be

perfectly synchronised for accurate peak detection, which is vital for estimating these

parameters. Another important drawback is that they require the calculation of the

pre-ejection period (PEP) as well. Moreover, these methods depend on complicated

arterial wave propagation models (i.e elasticity of artery determines the speed at

which the pressure pulse travels) and require individual calibration due to their de-

pendency to patients’ physiological characteristics. All these reasons prevent PTT

and PAT from being reliable practical indicators, and replacement of traditional BP

measurement methods [22, 23].

In an effort to overcome the aforementioned limitations, estimating BP using a single

physiological signal, namely, PPG, has gained an increasing amount of attention

over the past few years, due to its simplicity, and ability to provide continuous

and cuffless measurement. In this approach, raw PPG signals or features extracted

from its waveform and derivatives form the input for machine learning and neural

networks models. Various estimators have been employed including linear regression,

support vector regression (SVR), random forest (RF), feedforward neural network,
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convolutional neural network (CNN) as well as a combination of CNN and other

recurrent neural network models [24, 25, 26, 27, 28]. However, many of these studies

did not focus on optimising the feature set nor study the impact of each feature on the

target outputs. Insignificant and redundant features may have negative impact on

the model, and subsequently reduce its estimation accuracy. Furthermore, only few

studies have considered modelling the variations in the PPG features with respect to

time, however, the majority were based on the PTT or PAT approaches [29, 30, 31],

hence, two signals were required. Additionally, the global standard for cuffless BP

measurement, set by the American National Standards of the Association for the

Advancement of Medical Instrumentation (AAMI), was not strictly followed in terms

of the minimum number of subjects required for evaluation. The AAMI requires the

mean error (ME) and standard deviation (SD) to be no greater than 5±8 mmHg

evaluated on at least 85 subjects. However, the majority of published research

studied have so far failed to satisfy both AAMI requirements i.e. evaluation of the

proposed technique on 85 subjects and achieving an error below 5±8 mmHg. Hence,

a simple reliable technique for cuffless and continuous BP monitoring using a single

sensor has not yet been established in clinical practice. Therefore, the PPG approach

requires further investigation in order to find the most relevant set of features for

this task as well as develop an accurate BP estimation model that meets the AAMI

requirements with an acceptable accuracy on a large dataset.

1.2 Aims and objectives of the study

The main aim of this thesis is to investigate the feasibility of establishing a reliable

alternative for the traditional cuff-based BP measurement devices. In particular, this

thesis aims to develop and evaluate a data driven machine learning model for non-

invasive, cuffless and continuous BP monitoring using only PPG signals. Therefore,

in order to achieve this aim, the objectives of this thesis are set as follows:

� Analyse the existing gap between the current proposed cuffless BP measure-

ment techniques and the demand for cuffless continuous BP measurement.

� Identify the limitations and obstacles preventing the current available cuffless

methods from being deployed for continuous BP measurement.

� Acquire PPG and reference BP signals, from a sufficient number of subjects,
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from the most commonly used publicly available dataset (MIMIC II database).

� Implement and evaluate a noise-robust algorithm for the accurate extraction

of feature values from different PPG morphologies including first and second

derivatives.

� Analyse the impact and influence of each PPG feature on the target BP out-

puts using statistical methods (collinearity test and maximum information

coefficient) and machine learning techniques (recursive feature elimination),

for selecting only the most effective features for estimation.

� Create two datasets: one containing the full feature set before feature elimi-

nation and the second one containing the refined reduced feature set obtained

from the feature elimination step.

� Implement, train, and optimise seven classical machine learning and non-

recurrent as well as recurrent neural network models, on the two datasets.

The implemented models are, namely, multi-linear regression, support vector

regression, random forest, adaptive boost, non-recurrent feedforwards neural

network, recurrent Long Short-Term Memory (LSTM) and Gated Recurrent

Units (GRU).

� Evaluate and compare the performance of the seven models on the two datasets

using two commonly used statistical metrics including the global standard met-

ric for cuffless BP measurement. Further analyse the results obtained on the

reduced feature set using three graphical evaluation tools, namely, histograms,

Bland-Altman and regression plots.

� Investigate the impact of modelling the temporal variation in the PPG features,

using the LSTM and GRU, on the estimation accuracy.

� Improve the performance of the conventional LSTM and GRU models by de-

veloping, training and optimising an architecture that: 1) exposes the networks

to more context/information by taking full advantage of the available input

sequence, and 2) reduces the search space for information by only considering

the most important parts from the hidden states sequence that contribute the

most on the target systolic and diastolic BP estimation.
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� Evaluate and compare the performance of the two proposed models, on the

two datasets, against the seven conventional models.

� Evaluate and compare the results of the best performing model against the

results obtained using different BP measurement methods, presented in well-

established published BP studies, evaluated on the same dataset.

1.3 Contribution to knowledge

The main contributions towards cuffless BP estimation using only PPG signals are:

� Extraction of a large number of features from the PPG waveform and its

derivatives, and evaluate their relationship and influence on the BP estimation.

� Development and evaluation of several classical machine learning models for

exploring the prediction of SBP and DBP across all BP categories.

� Development and evaluation of various recurrent and non-recurrent neural

network models for overcoming the shortcomings of classical machine learning

models.

� Further advancement of computational models in an effort to improve and align

the predictions with internationally acceptable standards for non-invasive cuff-

less BP estimation.

� Provide a thorough comprehensive performance comparison between all the

aforementioned models using various popular evaluation metrics.

1.4 Thesis outline

The thesis is organised as followed:

Chapter 1 introduces the thesis by describing the motivation behind the research

project and outlines the aims, objectives and contributions.

Chapter 2 provides the context required for understanding the work carried out in

this thesis. Particularly, it provides the fundamental background knowledge of the

circulatory system, BP physiology, and the importance of frequent monitoring for
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early detection and control of abnormal BP. It also reviews the current clinical as

well as research based BP measurement methods. This chapter also introduces the

BP measurement approaches based on both the wave propagation theory using two

signals and the pulse wave analysis approach using only a single PPG sensor. It also

presents the advantages and limitations for the current available techniques.

Chapter 3 provides a detailed literature review of existing cuffless BP measurement

techniques using data driven machine learning and neural network models utilising

physiological signals. It also discusses the advantages and challenges for every study.

Chapter 4 describes the dataset used, signal preprocessing and data preparation.

It also presents the features extracted from the PPG and their relationship with

BP. Additionally, it describes the feature reduction process and the impact of each

feature on BP.

Chapter 5 presents the four most frequently encountered classical machine learning

models, their optimisation, in addition to their advantages and disadvantages.

Chapter 6 presents a detailed overview of three conventional neural network mod-

els and the different processing units that comprise these models. It also describes in

detail how these models work, their capabilities and their advantages and disadvan-

tages. This chapter also focuses on the development on the two proposed models, its

components and their significance. Additionally, it presents the loss function, and

optimiser used in order to train all the neural network models.

Chapter 7 presents, evaluates and compares the results obtained using all nine

models on both datasets. It also describes the different performance evaluation

metrics, both statistical and graphical representations, used for assessing the per-

formance for every machine learning model. Additionally, this chapter focuses on

analysing the performance using five different metrics (namely mean absolute error,

mean error, histograms, Bland-Altman and regression plots), in order to select the

best estimation model for further comparison against well established studies.

Chapter 8 concludes the thesis by providing a summary of the main findings,
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as well as discussion and comparison against other related works. It also presents

the main strength and limitations of the study including suggestions for future work.
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Chapter 2

Research Background

This main aim of this chapter is to introduce the physiological and technological con-

cepts that form the foundation for understanding the work carried out in this thesis.

In particular, the first section describes and provides useful information about the

circulatory system, blood pressure physiology, clinical significance and importance of

regular BP monitoring, main physiological factors affecting BP, different BP param-

eters as well as abnormal categories and their clinical relevance. The second section

introduces the current invasive, occlusive cuff-based (oscillometric and auscultatory

techniques) and semi-occlusive (volume clamp and tonometery) BP measurement

devices and their limitations. The third section focuses on the main cuffless BP

measurement techniques, that are mainly based on the theory of wave propagation

velocity, derived from physiological signals.

2.1 Blood pressure and its significance

2.1.1 Cardiovascular system

The cardiovascular (CV) system is a network of organs and blood vessels that serve

to provide rapid delivery of oxygen, vitamins, amino acids, glucose, hormones, and

other vital nutrients and substances to all cells in the body. It is also responsible

for the removal of carbon dioxide and other metabolic waste products [32]. The

CV system consists of the heart and blood vessels which form the circulatory routes

that transport blood to the whole body [33]. The heart acts as a periodic pump

that provides the force for carrying the oxygen-rich blood to each organ. In sys-

8



temic circulation, the heart ejects blood from the left ventricle into the main artery

(aorta) during ventricular contraction. From the aorta, the blood then flows through

branches of hundreds of large arteries which lead to countless arterioles and smaller

vessels that end in a network of capillaries [34].

2.1.2 Blood pressure physiology

BP is the force exerted by the blood flow against the walls of the blood vessels. It is

a vital physiological parameter and one of the most frequently measured in clinical

practice. With each beat of the heart, blood flows from the heart to the peripheral

vasculature causing the pressure to vary between systolic (maximum pressure) and

diastolic (minimum pressure) [35]. The pressure generated by the intermittent flow

is closely related to the function of the heart as well as the thickness and elasticity of

the blood vessels [36]. Moreover, owing to the sequential contraction of the pumping

heart, the pressure and flow are pulsatile in many parts of the CV system. The unit

of measurement for BP is millimetres of mercury (mmHg).

As the left ventricle contracts, the blood is ejected into the aorta causing its pres-

sure to rise to approximately 100 mmHg. Two pressure waves are associated with

every contraction, namely, forward wave and reflection wave. The former is the

pressure wave travelling from the heart towards the peripheries, while the latter is

the reflected wave travelling back from the peripheries towards the heart [37, 38].

The pressure wave transmitted by the aorta travels fast along the arterial tree. The

speed at which the pressure wave propagates is associated with the properties of

the arterial wall. It is well established that increased arterial stiffness implies an

increase in wave propagation speed [39].

The BP waveform is constantly changing in terms of amplitude and frequency. These

fluctuations may last for different time windows, varying from minutes, hours, or

days, occurring over the course of the time [40]. The changes in BP occur in response

to different daily events and is further influenced by activities such as exercise, stress,

food intake, medication or sleep patterns. The responses, and subsequently varia-

tions in BP, are triggered by autonomic nervous system in order to maintain CV

homeostasis.
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2.1.3 Factors influencing BP

There are several factors affecting BP, particularly, those that are related to CV ac-

tivity. The heart rate (HR) influences the volume of blood prior to heart’s contrac-

tion (known as preload) and the volume of blood ejected i.e. cardiac output (CO),

which positively impact BP. Cardiac output varies in proportion to the metabolic

demand of the body. It is the product of HR and stroke volume (blood volume per

ejection), hence, HR is proportional to CO [41]. In addition to CV activity, there

are several physiological factors that cause changes to BP in a person over time,

namely, ageing, physical activity, gender, and changes in posture.

Ageing effect on BP

BP will inevitably rise with age, even in healthy subjects [42]. This has been re-

peatedly proven and recognised as an aspect of human ageing [42, 43]. Moreover,

human ageing is associated with increased arterial stiffness [44]. Is it known that

increased stiffness of the arteries influences the transmission velocity of the pressure

pulse, affecting CO and increasing BP [45].

The large elastic arteries help dampening the pulsation delivered by the heart. How-

ever, with age, the large arteries lose their distensibility, resulting in higher SBP and

pulse pressure (PP) [45]. This is due to the fact that stiffening in the arteries in-

creases the propagation speed of the pressure wave, and this leads to earlier return

of the reflected pressure wave from the periphery back to the heart. The reflected

wave occurs during systole in older individuals. Thus, the amplitude of the pressure

will be higher, and consequently SBP will be higher. On the other hand, in young

individuals, the reflected wave occurs during diastole [39, 46]. It is acknowledged

that stiffening of the large arteries leads to unfavourable CV outcomes, irreversible

deadly complications and cardiac failure [45, 47].

Gender differences in BP

It has been demonstrated that there is gender associated difference in blood pressure

[48, 49]. A few studies have shown that men have a higher BP than women of similar
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ages [50, 51, 52]. Hence, in general, men are at higher risk of CV and kidney disease

in comparison to women [53]. It is well established that women have less stiff arteries

compared with age-matched men [54, 55]. However, due to increased arterial stiffness

occurring after menopause, BP rises in women to similar levels or even higher as in

men have been reported. Furthermore, the Framingham Heart Study showed that

hypertension is more common among elderly women than elderly men [56].

Effect of physical activities on BP

Physical exercise is considered an effective drug-free approach for controlling hyper-

tension. Incorporating physical exercise in the daily routine is a helpful strategy for

delaying or even protecting against developing hypertension. Studies have shown

that regular aerobic activity decreases resting SBP and DBP [57, 58]. Additionally,

it has been reported that an increased volume of physical exercise is associated with

a decrease in CV and all-cause mortality [59, 60, 61]. However, failing to maintain

frequent and regular physical training will cause BP to return back to baseline lev-

els [62]. The physical activity for health guidelines published by the World Health

Organisation (WHO) recommend 150 minutes of moderate physical exercise or 75

minutes of vigorous physical exercise a week or a combination of both moderate and

high intensity exercise [63].

Effect of postural change on BP

A change in posture such as transitioning from sitting in a chair or supine position to

standing up position also causes a change to blood volume and pressure distribution

in the body [64]. Due to the gravitational force, the blood volume shifts to the lower

extremities, leading to a decrease in venous return [64]. This results in a decrease in

stroke volume, and subsequently a decrease in CO and mean arterial blood pressure

(MAP). Furthermore, reduction in MAP also reduces the blood flow to the brain.

2.1.4 Importance of regular BP monitoring

Though BP fluctuates due to short term CV response to different behaviour oc-

curring during the day, evidence suggests that increased BP variations may have

important clinical significance as it may reflect inherent changes in the CV system

or outcome of other pathological conditions. Indeed, it has been demonstrated that
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there is a positive correlation between enhanced BP variations and increased risk of

CV events, internal organ damages, and CV mortality [65, 66].

Moreover, irregular BP (low or high BP) also leads to several pathologies relat-

ing to renal diseases and CV diseases such as heart attack and stroke as well as

other life threatening complications [67]. Thus, there is no doubt that regular BP

monitoring is essential for accurate assessment including early detection, diagno-

sis and treatment of BP variations and abnormal BP. However, the most common

BP measurement devices can only provide intermittent BP measurement with re-

peated arm cuff inflations. This presents an obstacle for regular BP monitoring

and cannot capture the BP variations accurately during daily life. Additionally,

intermittent BP measurement devices often fail to capture true BP values due to

masked hypertension [68] and white coat hypertension syndrome [69], which may

lead to misdiagnosis. These challenges can be avoided by developing continuous,

cuffless, and accurate self-measuring BP method for the early diagnosis, control and

management of abnormal BP behaviour.

2.1.5 BP parameters

The definition of BP parameters are as follows:

Systolic blood pressure (SBP): is the maximum pressure in the blood vessels,

as a result of the rapid flow of blood, caused by the systolic contraction of the heart.

Diastolic blood pressure (DBP): is the low pressure, in the relaxed blood ves-

sels, when the heart rests between beats.

Mean arterial pressure (MAP): is the average BP in a cardiac cycle. It is

calculated as:

MAP = DBP + 0.33× (SBP −DBP ) (2.1)

Pulse Pressure (PP): is the difference in pressure between SBP and DBP. It is

calculated as:
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PP = SBP −DBP (2.2)

2.1.6 Abnormal BP categories

BP levels fall into three main categories, namely, hypotensive, normotensive and

hypertensive. Figure 2.1 presents these categories, as well as the SBP and DBP

ranges in each category. Normotensive refers to healthy normal BP levels, ranging

between 90 to 139 mmHg for SBP and 60 to 89 mmHg for DBP [1]. BP values lower

or higher than these ranges are considered abnormal and can be dangerous if left

untreated.

Normotensive

SBP

90-139

and

DBP

60-89

Figure 2.1: Blood pressure levels [1]

Hypotension

Hypotension refers to low BP levels. In this condition, the SBP and DBP ranges

are below 90 mmHg and 60 mmHg, respectively. Hypotension leads to a decrease in

blood flow resulting in a mismatch between the supply and demand of oxygen in the

body [70]. As a result, hypotensive subjects may experience blurry vision, dizziness,

fatigue, nausea, etc. There are a range of different conditions that cause hypoten-

sion such as dehydration, certain medicines e.g., BP control medicines, blood stream

infection, shock, loss of blood due to injuries, and pooling of blood in the lower ex-

tremities upon transitioning from a sitting position to standing up.
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Hypertension

Hypertension refers to high BP levels, where the SBP is above 140 mmHg and DBP

is above 90 mmHg. In chronic hypertension, BP is elevated at rest. This medical

condition can damage the internal body organs when left untreated and poses several

health risks with potentially fatal consequences [71]. Early stages of hypertension

often do not display any symptoms, hence patients are unaware of their health con-

dition until later stages. For this reason, it is known as the ”silent killer” and could

lead to irreversible health complications [72].

High BP adds an excessive amount of force against the blood arteries. Over time,

this strain may cause arteries to become less flexible with narrower interior space

(lumen), which in turn increases the chances of having a clot. This leads to various

pathological conditions relating to cardiovascular disease (CVD), such as stroke and

heart attack [67]. Moreover, it is known that hypertension is a major risk factor for

CVD [73]. Alarmingly, according to the WHO reports, more than one billion people

are affected by hypertension [10]. This makes hypertension a global public health

issue [74].

2.2 Current invasive and non-invasive BP measurement

techniques

Several BP measurement devices are available in both clinical practice and research.

These BP measuring methods and/or devices can be categorised into invasive and

non-invasive. The non-invasive methods can further be divided into cuff-based and

cuff-less. This section describes these methods along with their advantages and

disadvantages. BP measurement categories and their limitations are presented in

Figure 2.2.

14



BP 

monitors

Invasive
Non-

Invasive

Catheterization

Surgery, 

infection, 

painful

most accurate

Continuous Research Clinical 

practice

Cuff-

based

Auscultation Oscillometry

Cuff, 

intermittent,

inconvenient

Non-major 

risks

most common

Cuff+PPG Cuffless

Volume 

Clamping

Continuous,

accurate

Finger cuff,

Inconvenient,

expensive

PTT/PAT/PWV PPG onlyTonometry

2 sensors,

synchronisation,

calibration

Artefact,

more 

computation

Calibration,

expensive, 

accuracy decay 

No risk, 

continuous
No risk

No risk,

1 sensor,

continuous

Figure 2.2: Blood pressure measurement methods. Green and red colour indicate their
advantages and disadvantages.

2.2.1 Invasive measurements

The intra-arterial catheters are the primarily measurement methods used in hospi-

tal for providing continuous measurement of BP, when close monitoring is required

in extremely sensitive and unstable cases [75]. The invasive intra-arterial method

works by inserting a catheter incorporating a blood pressure sensor (electronic pres-

sure transducer) directly into a pulsating blood vessel (e.g. brachial, axillary or

radial artery) to measure the arterial pressure [13], as shown in Figure 2.3.

Advantages and limitations

BP measured invasively is continuous in nature, clinically accepted and the most

accurate, hence, it is recognised as the gold standard for blood pressure measure-

ment internationally [76]. However, there are several disadvantages associated with

this method. First, it requires a trained professional to carefully place the catheter.

Second, it is severely invasive, painful, carries multiple risks such as infection, and

bleeding. Third, its application is strictly limited for monitoring critically ill pa-

tients in hospitals, primarily used during surgical procedures and in intensive care
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units [77, 35].

Saline filled non-compressible tubing

Monitor

Pressure bag

Arterial line

Pressure transducer &
automatic flush

Figure 2.3: Invasive arterial blood pressure monitor.

2.2.2 Noninvasive- cuff-based and cuffless techniques

Cuff-based - auscultation

Auscultation is a non-invasive cuff-based method for measuring systolic and diastolic

BP [78]. It is the standard and the most widely used BP measurement technique in

clinical practice. Additionally, it is commonly used as reference method for calibrat-

ing as well as validating BP derived from physiological signals (PPG, ECG, BCG

etc) using methods such as pulse transit time and pulse arrival time. The ausculta-

tion technique requires an inflatable cuff for occluding the blood flow in the artery,

a stethoscope for listening to the Korotkoff sounds and a manometer for indicating

the pressure values at each sound. The Korotkoff sounds are the changing arterial

sounds heard using a stethoscope as the flow of blood resumes into the limb, when

the cuff begins to deflate. Typically, a trained personnel is required to place the cuff

around the arm and properly inflate the cuff to occlude the brachial artery. When

the cuff pressure decreases during cuff deflation, the operator uses a stethoscope to

identify the Korotkoff sounds generated by the return of the turbulent blood flow

that corresponds to SBP and the laminar blood flow (which is silent) that corre-
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sponds to DBP [78], as depicted in Figure 2.4.

Korotkoff sound in heard in the stethoscope

Cuff pressure

Diastolic blood pressureSystolic blood pressure

First sound heard
Last sound heard

Figure 2.4: Auscultatory BP measurement method.

Advantages and limitations

The advantage of this technique is that it can provide SBP and DBP without any

major risks as opposed to the invasive measurement. However, it can only provide

BP measurement intermittently, with at least 2 minutes interval between measure-

ments. Additionally, it is not suitable for regular self-measurement as it requires a

trained professional to wrap and inflate the cuff properly around the arm and listen

to the Korotkoff sounds. Moreover, patients have reported discomfort and inconve-

nience when measuring BP using these devices due to the compression of the artery

by the cuff. Furthermore, it may result in inaccurate BP measurement associated

with “masked hypertension” [68] or the “white coat hypertension” syndromes [69].

The former scenario occurs when a normal BP is observed for a patient when their

actual BP is high, as opposed to the latter where high BP is observed for a nervous

or anxious patient with actually a normal BP.

Cuff-based - oscillometric

Oscillometry is a popular automated non-invasive BP measurement technique used

in clinical practice and a simpler monitoring technology in comparison to the auscul-

tation method [79]. Similar to auscultation, this method also requires an inflatable
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cuff for occluding blood flow. However, unlike auscultation, the cuff has a built-in

pressure sensor for detecting pulsations, which are represented as oscillations. The

oscillation amplitude varies with the applied cuff pressure and mean arterial pressure

(MAP) forming a quasi-symmetric waveform from which BP values can be estimated

using empirical fixed ratios principle [80]. As the cuff pressure decreases, the pulse

amplitudes increase until it reaches a maximum, that corresponds to MAP, as illus-

trated in Figure 2.5. Afterwards, the pulse amplitudes decrease until they reach a

minimal. Particularly, the oscillation amplitudes increase when the cuff pressure is

in range of MAP and DBP, while the oscillation amplitudes decrease when the cuff

pressure is between the MAP and SBP.
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Figure 2.5: Determining BP using oscillometry [2].

Advantages and limitations

Similar to the auscultation method, this technique provides intermittent non-invasive

BP measurement without any severe side effects. It also provides additional features

in comparison to the auscultation method, such as, automatic BP measurement, and

does not require an operator. Thus, it enables individuals to self monitor their BP

and overcome the inaccuracies associated with white-coat hypertension or masked

hypertension syndromes. However, it shares most of the disadvantages associated
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with cuff based methods, namely, BP measurement are not continuous, uncomfort-

able, tedious, inconvenient and can be inaccurate if used improperly [81].

Finger cuff - volume clamp

Unlike the previous two full occlusion cuff-based methods (auscultation and oscilla-

tion), volume clamp is a non-invasive semi-occlusion finger-cuff based BP measure-

ment device that is mainly available in research [82]. Volume clamp, also known as

method of Penaz, utilises multiple sensors to provide continuous BP measurement,

including BP waveform. Essentially, it uses a finger cuff with a built-in PPG sensor

[83], as shown in Figure 2.6. The PPG sensor serves to detect volumetric change

in blood flow, while the finger cuff, which is connected to a rapid servo controller

system, is used to keep the blood volume constant with each cardiac cycle, through

the rapid inflation and deflation of the cuff [84]. In particular, the external pressure

applied by the inflatable cuff is equivalent to the arterial BP at the finger. This keeps

the transmural pressure equal to zero, which is referred to as the set point. Thus,

the dynamically controlled pressure applied by the rapid servo pump corresponds

to the arterial pressure at the finger at the unloaded state. This in turn provides a

continuous pressure pulse waveform with each heartbeat, from which continuous BP

is then calculated using empirical models. An example of a commercially available

device that is based on the volume clamp method is the CNAP monitor (CNSystems

Medizintechnik GmbH, Austria) [85].

Advantages and limitations

The main advantage of this method is that it provides non-invasive continuous BP

measurement through a small finger cuff, which permits long term recording. Ad-

ditionally, this method is accurate for tracking changes in BP [86]. However, the

device is large, very expensive, the finger cuff pressure can be inconvenient, and

might lead to venous congestion and numbness around the finger during long term

recording. Additionally, evidence suggests that this method can overestimate SBP

[87]. Moreover, it can produce inaccurate BP measurement with improper set up.
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Figure 2.6: Volume clamp for BP monitoring using a finger cuff [3].

Cuffless- tonometery

Unlike all previously mentioned methods, arterial tonometery is a non-invasive and

cuffless technique providing continuous measurement of BP, as well as the BP wave-

form signal [88]. This method provides instantaneous BP by pressing a sensitive

transducer directly on an artery close to a rigid surface, as illustrated in Figure

2.7. Favourable measurement sites that are close to an underlying bone, providing

easy access and large diameter are the dorsalis pedis, carotid, brachial and radial

arteries. During measurement, the arterial wall must be flattened, therefore, the

pressure sensor must be placed accurately above the artery and lightly pressed so

that the vessel is compressed against the underlying bone. This keeps the transmu-

ral pressure equal to zero. Under these conditions, the pulse pressure acquired by

the sensor, in each cardiac cycle, translates into electrical signals depicting arterial

pressure pulse. The maximum pulse pressure determines the MAP. Additionally,

SBP and DBP can be determined by processing the acquired arterial pressure wave-

form using an underlying algorithm.

Advantages and limitations
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Figure 2.7: Applanation tonometry for cuffless continuous BP measurement.

Arterial tonometery offers continuous measurement of BP non-invasively and with-

out an inflatable cuff. However, manual and automatic measurements have been

proven difficult to implement for two main reasons: 1) correct positioning of the

sensor over the artery is highly critical for accurate measurement [89] and 2) the

sensor is highly sensitive to arm movements and muscle contractions [90], thus it

requires constant precise control of the sensor positioning. Furthermore, continuous

pressure against the artery can be uncomfortable for patients and impracticable for

long term recording. Additionally, the device is expensive and requires a trained

operator to take the measurement, hence it is not affordable nor practical for con-

tinuous self BP measurement.

2.3 BP estimation using physiological signals

Over the past several decades, many research groups across the world have devoted

a lot of time and considerable effort to provide non-invasive cuff-less and continuous

BP monitoring. The motivation behind this work is to replace the current cuff-based

BP devices. Cuff-based devices often need trained personnel, and they can cause ir-

ritation and inconvenience for patients due to cuff inflation and deflation. Cuff-based

methods do not provide continuous BP measurements and are sometimes inaccurate.

Consequently, current clinical cuff-based BP devices are not suitable for providing

continuous BP monitoring which could play a significant role in the early detection

of cardiovascular diseases amongst many other applications. One way to overcome

these challenges is the photoplethysmography approach. The PPG approach allows
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for the estimation of BP non-invasively by observing two waveforms obtained from

signals such as two PPG signals from two anatomical locations or a combination

between a PPG signal and the electrocardiogram (ECG). Most recently, there has

been more traction towards monitoring BP using only one PPG waveform. Several

methods for estimating BP from physiological signals have emerged in the literature

such as PWV, PTT, PAT and PWA. This section introduces the PPG and describes

these methods.

2.3.1 Introduction to photoplethysmograph (PPG)

Photoplethysmography is a simple, low cost and non-invasive optical method used

for measuring volumetric changes in blood flow per pulse [91]. It is primarily utilised

in healthcare for measuring heart rate and blood oxygen saturation using a pulse

oximeter [92]. However, given the recent technological advancements in signal pro-

cessing techniques, wearable technologies and the rise of machine learning, numerous

research groups around the world have recognised the remarkable potential that these

algorithms can bring to the healthcare industry for improving patient’s wellbeing.

As such, there is a lot of interest in utilising the PPG as a possible non-invasive

solution to a wide range of challenging tasks such as determining haemoglobin lev-

els [93, 94], blood glucose [95, 96] and oxygen saturation levels [97, 98], coronary

artery disease [99, 100], stress levels [101, 102, 103], respiratory rate [104, 105], PPG

signal quality assessment [106, 107] and most recently for continuous cuffless BP

measurement [108]. Although there is a continually increasing interest in the PPG,

the origins of the components of the PPG signal are still not clear [91]. Nonetheless,

the PPG is considered a useful physiological signal since it can provide fundamental

information about the cardiovascular system [91].

The principle of photoplethysmography

The PPG sensor consists of two components: a Light Emitting Diode (LED) to

illuminate the skin surface and a photodetector for measuring the changes in light

absorption or reflection, from the vasculature, over a period of time. The amount

of reflected or absorbed light is governed by the blood circulation in the illuminated

skin [109]. There are two different measurement configurations for recording the
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PPG signal, namely, transmission and reflectance. In the transmission mode, the

LED is place on one side of the tissue, while the photodetector is on the oppo-

site side. Thus, the light intensity is measured by the photodetector after it had

gone through the tissue. The measurement sites for this mode are mainly limited

to the fingertip, toe, and ear lobe. However, this limitation can be avoided using

the reflectance mode. In this mode, both the LED and photodiode are adjacent and

placed side by side on the skin. The photodiode detects some portion of the reflected

backscattered light emerging from the skin next to the LED. The measurement sites

can be the wrist, chest, neck, forehead, legs or any other location with adequate

capillary bed [109].

PPG waveform

The PPG waveform is divided into an AC and DC components. The high frequency

part of the PPG signal, corresponding to the AC component, contain information

regarding heart pulsation [91]. This component is superimposed onto a large non-

pulsating, slow varying, lower frequency part known as DC component. The DC

part is affected by various factors such as respiration, absorption from non-vascular

tissue, and sympathetic nervous system activity [91]. The amplitude of the pulsatile

AC component varies with each cardiac cycle. When the heart contracts during

systole, blood volume and BP increase as a result of the blood pulse propagating

from the heart towards the periphery, and subsequently light absorption increases.

Conversely, when the blood volume and BP decline during heart diastole, light ab-

sorption also decreases. The PPG signal is synchronous to the blood pulse and has a

wavelike form that resembles the BP waveform. Consequently, the repeated systole

and diastole of the heart result in a periodic PPG signal exhibiting one systolic and

one diastolic peak in every single cardiac cycle. The turning point or the valley be-

tween the systolic and diastolic peaks is called dicrotic notch. A typical PPG cycle is

shown in Figure 2.8. The systolic peak is normally clear and easy to detect while the

diastolic peak and dicrotic notch are normally visible mostly in healthy and young

people and become undetectable in older and hypertensive patients. Although the

relationship between the PPG and BP is not yet clear, the small variation in blood

volume reflected in the PPG signal appears to be correlated with BP [91].

23



Figure 2.8: Typical PPG cycle with key points.

2.3.2 Pulse Wave Velocity (PWV)

Pulse wave velocity is an alternative cuff-less method for BP estimation [110]. It is

the speed of the pressure wave propagation in the blood vessels which is based on the

theory of wave propagation for fluids in elastic pipes. The motivation behind this

approach is that BP can be determined from the velocity of the heartbeat pulse.

The heart initiates the pressure pulse, in turn the blood is pushed or propagates

through central arteries down to smaller distal arteries by expanding and contract-

ing during systole and diastole respectively [111]. This phenomena results in the

changes of the vessels wall elasticity and highly affects the velocity of the pressure

pulse. Particularly, the elasticity of the arteries determines the speed at which the

pulse wave travels [76]. This relationship can be illustrated using Moens-Kortweg

equation [112] given as follows:

PWV =

√
E ×H

2×R× P
(2.3)

Where E, H, R, and P represent the incremental elastic modulus, ratio of arterial
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wall thickness, radius of the vessel, and blood density, respectively.

PWV is measured using two PPG sensors located on the same arterial branch with

a known distance apart. PWV can be obtained by dividing the artery length (D)

between the two references by pulse transit time (PTT) as follows:

PWV =
D

PTT
(2.4)

For example, McCombie et al (2006) [112] took advantage of the relationship be-

tween BP and vessels elasticity to derive BP through PWV approach using two

PPG signals. The artery length was measured as a distance, while the PTT was

measured as the time difference for the pressure wave to travel from the previous

PPG sensor to the leading PPG sensor. This method is difficult to perform non-

invasively as several challenges occur during the calculation of PWV. It requires two

measurements from two sensors. The arterial elasticity varies between individuals

and is highly dependent on factors such as age, diet, height, etc. The length of the

artery mandatory for the equation above also varies from one person to another.

Therefore, it requires frequent calibration due to different physiological parameters

between individuals as well as the expiration of the calibration in a short period

of time [113]. This concern is the bottleneck preventing PWV from being used in

health care. Calibration procedures are not permitted by health care standards as

part of physiological measurement [114]. Hence, PWV is not practical nor a suitable

replacement for cuff-based BP devices.

2.3.3 Pulse Transit Time (PTT)

Pulse transit time is yet another approach for cuff-less non-invasive BP measurement

[21]. It is defined as the time that it takes for the pressure wave to travel between

two arterial sites [20]. There is an inverse proportional relationship often found be-

tween PTT and BP. PTT can be measured using two PPG sensors located on two

distant sites in the body. The parameter is estimated as the time delay between

the proximal and distal PPG waveforms. It should be noted that many papers in
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the literature refer to pulse arrival time as PTT [115, 15, 116], however, PTT is

hardly investigated [76, 117]. The most common sites for PTT measurements are

fingers, ears and toes [118]. Different measurement points have been investigated in

the literature. For example, Chen et al [17] found that there is a strong relation-

ship between PTT measured as foot-to-foot time delay and invasive Diastolic Blood

Pressure (DBP), however, another study suggested that is not always the case [18].

PTT can also be measured as the time difference from mid-point of the falling edge

of the proximal PPG to the peak of the peripheral PPG or as the time difference

from dicrotic notch of the proximal PPG and the peak of the peripheral PPG [19],

as shown in Figure 2.9.

(a)
(b) (c)

Figure 2.9: Different PTT measurement points between two PPGs. (a) foot-to-foot time
delay, (b) peak-to-dicrotic notch time delay, and (c) peak to mid-point of the falling edge time
delay.

BP measurements using the PTT based approach typically involves three steps: two

PPG sensors for measuring proximal and distal PPG waveforms, calculation of the

PTT parameter, and calibration. Hence, there are several obvious disadvantages

when using the PTT approach for estimating BP. Firstly, two sensors are needed for

the estimation. PPG sensors are very sensitive to patient/probe movement which

results in motion artefacts in the waveforms [91]. Consequently, signal processing
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needs to be done on both waveforms for smoothing and motion artefacts removal

etc., whilst keeping the recordings in sync. Additionally, it is affected by physiolog-

ical parameters of individuals and thus requires per person calibration [20].

2.3.4 Pulse Arrival Time (PAT)

Pulse arrival time (PAT) is defined as the time interval between the electrical ac-

tivation of the heart and arrival of the pulse wave at a location on the body like

the finger, toe, and forehead. In other words, PAT is the sum of PTT in addition

to the ventricular electromechanical delay and isovolumic contraction period, com-

monly known as Pre-ejection Period (PEP) delay [20]. PEP can be influenced by

stress, age, emotion, and movement. PAT is measured using two sensors, an ECG

and a PPG sensor. It is estimated as the time difference between the R peak of the

ECG and a point on the PPG rising edge [20]. Three characteristic points on the

PPG waveform have been considered to calculate the time delay such as the foot

of the PPG [119], mid-point on the rising edge [120] and peak of the PPG [121],

as shown in Figure 2.10. Although it was found that PAT can reduce the diastolic

pressure accuracy [122], it is still used in the literature for its simplicity. Some

studies show that PAT is an inadequate surrogate for PTT for systolic and dias-

tolic blood pressure [22], however, others suggest that PAT improves Systolic Blood

Pressure (SBP) [32]. This method shares the same disadvantages mentioned in the

PTT section. For instance, PAT is measured using two different sensors, namely,

ECG and PPG, that often recorded with different sampling frequencies. Meaning

that the signals may have different number of data samples per second, therefore

they are not time aligned, and this requires an additional preprocessing step such as

up-sampling or down-sampling to one of the signals before any time domain anal-

ysis can be made. Additional, accurate parameter estimation is highly dependent

on precise synchronisation of the two signals for peak detection. This is highly de-

manding in practice. Moreover, recoding the ECG signal requires attaching several

electrodes to the chest which is inconvenient. Furthermore, both sensors are prone

to motion artefacts and require signal processing which is not straight forward espe-

cially if continuous monitoring of blood pressure, and intermittent measurement is

desirable. PAT also requires calibration for different individuals and the calculation

of PEP parameter.
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Figure 2.10: PAT measurement points, from R-peak of the ECG to foot, mid-point on the
rising edge and peak of the PPG.

2.3.5 Pulse Wave Analysis (PWA)

Pulse Wave Analysis (PWA) refers to signal processing and extractions of certain

characteristic features from the PPG waveform. This method requires only one mea-

surement sensor, the PPG. Development in computing and data analysis tools have

made it easier to pre- and post-process physiological signals such as the PPG and

ECG. Signal processing like filtering and feature extraction have been employed in

PPG pulse wave analysis. Although the PPG waveform looks similar to a BP wave-

form, these two waveforms are not the same [123, 124]. However, numerous PPG

morphological features, including features extracted from first and second derivatives

of the PPG, have been found useful in quantifying import characteristics about the

cardiovascular system, such as features describing arterial tone changes, total periph-

eral resistance and arterial stiffness which are all directly related to BP [123, 124].

These features are typically used for creating models using machine learning and

deep neural networks for estimating blood pressure. Several studies have investi-

gated the feasibility of cuff-less and continuous BP predictions using only one PPG

sensor [108]. This approach is very promising and appealing as the PPG technology

used for such applications is relatively simple and inexpensive, plus the acquisition of
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the PPG signals is straight forward, assuming that the sensor is placed on a vascular

tissue. Additionally, it has been shown that the PPG and BP morphology undergoes

similar changes in vascular disease and the peripheral volumetric changes are corre-

lated with BP. The main disadvantages attached to this approach is that the PPG

is prone to motion artefacts due to movements, and the relationship between the

BP and the PPG waveform is not fully understood in comparison with PTT/PAT

approaches [91]. Hence, more research is certainly needed to better understand this

approach.

2.4 Summary

Abnormal BP levels increase the risk of future health problems and can incite sev-

eral irreversible life-threatening diseases. BP is a direct indicator for hypertension

and hypotension, as such, regular continuous BP monitoring is pivotal for the early

detection, prevention and management of hemodynamic diseases as well as CVD.

However, current most commonly used clinical BP measurement methods do not per-

mit continuous self-monitoring of BP. Additionally, the current cuffless BP methods

introduced in research are either expensive, tedious, impractical, or inaccurate. Re-

cent advancements in signal processing techniques, including machine learning and

artificial intelligence, have also opened up exciting new horizons for cuffless and con-

tinuous monitoring of BP using physiological signals, in particular using the PPG

signal. The next chapter introduces the cuffless BP measurement methods using

machine learning utilising the PPG signal as well as other signals such as ECG.
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Chapter 3

A review of existing Cuffless BP

Estimation Methods Using

Machine Learning

Traditional BP monitoring devices have failed to provide ease of use for cuffless, con-

tinuous, self-monitoring, and management of BP. Most recently, the rise of machine

learning and advances in wearable technologies have given way for new research to-

wards cuffless BP estimation using a combination of signals, such as ECG, PPG and

ballistocardiograms (BCG) or using only a single PPG sensor. Several studies have

tried to improve on the traditional PTT/PAT approaches by estimating BP using

data driven machine learning models, while other research studies have attempted

to estimate BP by focusing on the analysis of the PPG waveform that generally

capture the shape of the PPG signal. This chapter provides a comprehensive re-

view of non-invasive cuff-less blood pressure estimation using PPG signals as well as

other signals along with their advantages, challenges and limitations. Table 3.1 sum-

marises all attempted methods in a chronological order from the earliest publication

to the most recent.
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Table 3.1: Summary of all machine learning and neural network based BP estimation models
using physiological signals, presented in this chapter

Authors Dataset Model Input SBP Error (mmHg) DBP Error (mmHg)

ECG and PPG sesnors

Hassan et al (2008) [125] own data, 10 subjects Linear regression feature-based NA NA

Wong et al (2009) [116] own data, 14 subjects least-square feature-based ME±SD: 1.4±10.2 ME±SD: 2.1±7.3

Shen et al (2015) [126] own data, 10 subjects stepwise regression feature-based MAE±SD: 5.67±6.08 MAE±SD: 4±3.82

Kachuee et al (2015) [113] MIMIC II, 851 subjects SVR feature-based MAE±SD: 12.38±16.17 MAE±SD: 6.34±8.45

Kachuee et al (2017) [114] MIMIC II, 942 subjects AdaBoost feature-based MAE±SD: 11.17±10.09 MAE±SD: 5.35±6.14

Miao et al (2017) [127] own data, 73 subjects SVR feature-based ME±SD: 0.85±5.78 ME±SD: -1.24±4.63

Wang et al (2018) [128] MIMIC, 72 subjects MLP feature-based ME±SD: 4.02±2.79 ME±SD: 2.27±1.82

Shimazaki et al (2018) [129] own data, 1363 subjects Autoencoder-MLP raw ECG, PPG MAE±SD: NA±11.86 NA

Tanveer and Hasan (2018) [30] MIMIC, 39 subjects MLP-LSTM raw ECG, PPG MAE±SD: 1.1±1.56 MAE±SD: 0.58±0.85

Su et al (2018) [29] own data, 84 subjects LSTM feature-based RMSE: 3.9 RMSE: 2.66

Chen et al (2019) [130] MIMIC, 772 records Genetic-SVR feature-based MAE±SD: 3.27±5.52 MAE±SD: 1.16±1.97

Ripoll and Vellido (2019) [131] MIMIC, 250 subjects RBM feature-based MAE: 3.7 MAE: 1.01

Li et al (2020) [31] MIMIC II, 678202 cycles LSTM feature-based ME±SD: 4.63±14.50 ME±SD: 3.15±6.44

ECG, PPG and BCG sesnors

Eom et al (2020) [132] own data, 15 subjects CNN-GRU raw ECG,PPG,BCG MAE±SD: 4.06±4.04 MAE±SD: 3.33±3.42

Lee et al (2020) [133] own data, 18 subjects BILSTM-MLP feature-based ME±SD: -0.07±7.3 ME±SD: -0.17±6.4

Single PPG sensor

Teng and Zhang (2003) [24] own data, 15 subjects MLR feature-based MAE±SD: 0.21±7.32 MAE±SD: 0.02±4.39

Suzuki and Oguri (2009) [134] own data, 368 subjects AdaBoost feature-based ME±SD: 1.2±11.7 NA

Ruiz-Rodriguez et al (2013) [135] own data, 572 subjects DBN-RBM raw PPG ME±SD: -2.98±19.35 ME±SD: -3.65±8.69

Kurylyak et al (2013) [25] MIMIC II, 15000 heartbeats MLP feature-based ME±SD: 3.8±3.46 ME±SD: 2.21±2.09

Suzuki and Ryu (2014) [136] own data, 80 subjects MLR feature-based MAE: 4.04 NA

Choudhury et al (2014) [137] Queensland, 32 subjects MLR feature-based MAE±SD: 0.78±13.1 MAE±SD: 0.59±10.23

Datta et al (2016) [138] own data, subjects unspecified MLR feature-based ME: 1 ME: -2

Duan et al (2016) [139] Queensland, 32 subjects SVR feature-based ME±SD: 4.77±7.68 ME±SD: 3.67±5.69

Xing and Sun (2016) [28] MIMIC+ own data, 92 subjects MLP feature-based ME±SD: -1.67±2.46 ME±SD: -1.29±1.71

Gaurav et al (2016) [140] MIMIC, 3000 records MLP feature-based ME±SD: 0.16±6.85 ME±SD: 0.03±4.72

Gao et al (2016) [141] own data, 65 subjects SVR feature-based ME±SD: 4.9±4.9 ME±SD: 4.3±3.7

Liu et al (2017) [27] MIMIC II, 910 cycles SVR feature-based ME±SD: 8.54±10.9 ME±SD: 4.34±5.8

khalid et al (2018) [26] Queensland, 32 subjects Regression tree feature-based ME±SD: -0.1±6.5 ME±SD: 0.6±5.2

Dey et al [142] own data, 205 subjects Lasso regression feature-based MAE±SD: 6.9±9 MAE±SD: 5±6.1

Fujita et al (2019) [143] own data, 265 subjects partial least square feature-based ME±SD: -0.28±17.92 NA

Hasanzadeh et al (2019) [144] MIMIC II, 942 subjects AdaBoost feature-based MAE±SD: 8.22±10.38 MAE±SD: 4.17±4.22

Slapnicar et al (2019) [145] MIMIC III, 510 subjects Spectro-temp ResNet raw PPG MAE: 15.41 MAE: 12.38

Wang et al (2020) [4] MIMIC, 20 subjects CNN-GRU raw PPG MAE±SD: 3.81±4.28 MAE±SD: 1.99±2.57

Chowdhury et al (2020) [146] 126 subjects, 2.1 s frames Gaussian process regression feature-based ME±SD: 3.02±9.29 ME±SD: 1.74±5.54

Sadrawi et al (2020) [147] own data, 18 subjects Genetic autoencoder CNN raw PPG MAE: 2.54 MAE: 1.48

Ibtehaz and Rahman (2020) [148] MIMIC II, 942 subjects U-net + MultiResnet raw PPG ME±SD: -1.58±10.68 ME±SD: 1.61±6.85

Schrumpf et al (2021) [149] MIMIC III, 4000 records ResNet raw PPG MAE±SD: 12.51±12.61 MAE±SD: 8.3±9.84

Aguirre et al (2021) [150] MIMIC III, 1100 subjects seq-to-seq GRU + attention raw PPG MAE±SD: 12.08±15.67 MAE±SD: 5.56±7.32

Harfiya et al (2021) [151] MIMIC II, 942 subjects autencoder LSTM raw PPG MAE±SD: 4.05±4.42 MAE±SD: 4.6±3.47

Rong and Li et (2021) [5] MIMIC II, 1000 subjects 2-CNN + LSTM raw PPG MAE±SD: 5.59±7.25 MAE±SD: 3.36±4.48

3.1 Cuffless BP estimation using physiological signals

and machine learning

The earliest attempt to measure BP using only PPG signals was done by Teng and

Zhang (2003) [24]. In their study, the relationship between arterial BP and four

PPG features were evaluated using a linear regression model. The authors collected

their own PPG and BP signals from 15 healthy male subjects aged 24-30. The

features selected from the PPG signals were: width at 1/ 2 and 2/ 3 amplitude,
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systolic upstroke time and diastolic time, shown in Figure 3.1. Two challenges were

reported in the process of extracting these features. In some PPG signals, they have

experienced a shift in the foot position and in other signals the foot position was not

clear due to poor signal recording. It is crucial for the position of the peak and foot

to be clear and consistent for extracting the correct feature values. Consequently,

Continuous Wavelet Tranform (CWT) was employed to overcome the two aforemen-

tioned challenges. Additionally, the correlation between the extracted features and

BP values were evaluated, and only features with the highest correlation to BP were

selected for regression analysis. It was found that the diastolic time has a higher

correlation with Systolic blood pressure (SBP) and diastolic blood pressure (DBP)

than other features. The mean error and standard deviation between the estimated

BP values and the reference BP values were 0.21±7.32 mmHg and 0.02±4.39 mmHg

for SBP and DBP respectively. According to the American National Standards

of the Association for the Advancement of Medical Instrumentation (AAMI), the

mean difference and standard deviation of non-invasive BP should not exceed 5±8

mmHg from a reference BP evaluated on no less than 85 patients. However, the

relationship between BP and PPG is not always linear [25, 129], and this study was

conducted on only 15 young healthy male volunteers. This suggests that there is

a low variability in terms of BP range between volunteers which may explain the

reason behind the low estimation error using a linear model. Moreover, estimat-

ing SBP and DBP using classical machine learning methods requires two different

models, one for each objective. In this case, DBP and SBP were strongly correlated

[30], thus learning both objectives using one model structure would further improve

the estimation by learning shared data representations. This can be achieved using

a neural network for estimating both SBP and DBP simultaneously using one model.

In 2008, Hassan et al [125] derived a regression model for estimating only SBP based

on the PTT method without the need for calibration for every individual subject.

In their study, PPG and ECG signals were collected from 10 healthy subjects with

BP reference values measured by a sphygmomanometer with a cuff attached to the

subject’s right arm. The peripheral pressure pulses were measured at the finger-

tip using a PPG sensor. Both PPG and ECG were recorded simultaneously for 45

seconds sampled at 1 kHz using AD instruments followed by the calculation of the

PTT values. Regression models were then established for each subject and then
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Figure 3.1: Four PPG features: Systolic upstroke Time (ST), Diastolic Time (DT), width 1
refers to width at 1/2 amplitude and width 2 refers to width at 2/3 amplitude.

combined together to get a new regression estimation model that fits all subjects.

Subsequently, the average of the slope values from all individual regression models

becomes the new reference slope for the new regression model. The results were be-

low the 5±8 mmHg error rate set by the AAMI, however the study was performed

on a very small dataset of only 10 all male subjects, while the AAMI requires at least

85 subjects. Having a diverse range of BP values that truly represent the population

(males and females from different age range) would increase model generalisation for

accurate BP monitoring. PPG features have also been proved to correlate favourably

with BP [24, 123], thus including PPG features would improve the model’s gener-

alisation. The linear model performed relatively well given the linear relationship

between PTT and BP when evaluated on this dataset. However, this model does

not account for the temporal variation in the extracted features which should be

modelled for continuous, accurate, and well generalised BP prediction. A simple

non-recurrent model only considers the relevant features and with no feedback loop

from previous cycles. This can be attained using a recurrent neural network repre-

sented by a recurrent link passing information learnt from previous time steps along

with the present input features for estimating BP values.

Wong et al (2009) [116] investigated the correlation between BP and PTT under dif-

ferent circumstances, i.e., pre-exercise, post-exercise, etc. In this study, the model
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was evaluated on 14 normotensive subjects with no history of cardiovascular disease

using least-square regression. The authors designed an in-house circuitry to detect

the derivative of the ECG (dECG) and PPG. The dECG and PPG were sampled

by an analogue to digital converter (ADC) at 1 kHz and brachial BP was recorded

intermittently on the subject’s right arm with an automatic BP monitor. Beat-to-

beat PTT parameters were calculated from the peak of the dECG to the peak of

the PPG derivative. Two tests were carried out using the same model coefficient

six months apart. The least square model from their first experiment was applied

with the same coefficient half a year later to predict BP of a different pressure base-

line. The results show that arterial BP increased and PTT decreased sharply after

exercise and a high correlation between SBP and PTT was found. However, the

regression coefficient obtained from the first study (6 months before) failed to pre-

dict BP well in all subjects when the blood pressure values changed in the second

experiment. The mean error and standard deviation resulted from the aforemen-

tioned experiment were 1.4±10.2 mmHg for SBP and 2.1±7.3 mmHg for DBP. This

drawback is due to the fact that PTT requires calibration when the blood pressure

baseline changes between different subjects. Additionally, the least-square regres-

sion cannot estimate both SBP and DBP simultaneously and requires implementing

two different models to learn each objective separately. As mentioned previously,

these two objectives are correlated and thus should be estimated using one model

to improve the estimation precision. Also, this technique requires two sensors for

measuring the PTT parameters. It has been shown in the literature that the PTT

parameters expire one day after the initial calibration which in turn would increase

the estimation error [127]. For all these reasons, this technique is not reliable for

long term continuous BP monitoring.

Suzuki and Oguri (2009) [134] presented a technique for measuring SBP using only

a PPG sensor. In their study, SBP was estimated using error-correcting output

coding method based on an aggregation of AdaBoost as a binary classifier machine.

This method was evaluated on 368 volunteers. Individual information and charac-

teristic features from their PPG waveform were used to calculate BP. The reference

BP values were measured every minute with a cuff placed on the right brachial us-

ing a commercial BP device and the PPG signals were measured at the left finger

by a commercial sensor. The PPG features selected in this study were percussion
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wave, tidal wave, dicrotic notch and dicrotic wave. The mean error and standard

deviation were 1.2±11.7 mmHg. Hence, the results were highly variable, did not

satisfy the AAMI requirements and could only provide intermittent SBP measure-

ment. Moreover, although AdaBoost is a non-linear function, it is not appropriate

for time domain analysis and for handling the complexity of the task, therefore, its

accuracy will decrease for multiday BP estimation. Additionally, the feature set is

relatively small and should be enhanced further for effectively modelling the rela-

tionship between PPG features and BP.

Ruiz-Rodriguez et al (2013) [135] introduced a continuous cuff-less BP monitoring

using a deep neural network, namely, Deep Belief Network- Restricted Boltzmann

Machine (DBN-RBM). The authors collected their PPG signals through pulse oxime-

try with reference to invasive BP values. PPG and BP measurement devices were at-

tached to a processing module connected to a General Electric (GE) Datex Ohmeda

device. The signals were recorded for a period of 30 minutes. PPG and BP signals

that exhibited anomalies such as overdamping or underdamping phenomena, mo-

tion artefacts (due to unexpected patient movement, cough, etc.) or extrasystole,

were excluded during signal analysis and therefore ensuring that signal quality was

optimal. Each 30-minute signals were then segmented into 10 seconds frames. The

neural network model applied in this study, DBN-RBM, belongs to a family of net-

works that build probabilistic generative models. Values of SBP, MAP, and DBP

were obtained through a mathematical algorithm that detects the maximum am-

plitude of the PPG oscillations. This promising method estimates BP continuously

without a cuff and does not necessitate calibration. The advantages of this study is

that it can model SBP, MAP and DBP using one structure, thus allowing the model

to capture the strong correlation between the three objectives. However, the results

of SBP, DBP and mean arterial pressure (MAP) predictions were highly variable

which in turn caused the standard deviation to exceed 8 mmHg limit imposed by

the standards of the AAMI. In particular, the standard deviations were 19.35, 10.35

and 8.69 mmHg for SBP, MAP, and DBP, respectively. It was stated that the high

variability might be influenced by the respiratory variability in the PPG signals.

Also, the PPG processing module significantly affected the results since it changes

the shape of the obtained PPG pulse. The results of this study might be improved

by providing a feedback link from previous cycles to the input layer to account for
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the temporal dependencies in the PPG features.
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Figure 3.2: Potential 21 temporal PPG features for BP estimation.

In Kurylyak et al (2013) [25], another type of neural network was employed for es-

timating SBP and DBP using just PPG signals. More than 15000 heartbeats were

analysed from PPG signals extracted from the MIMIC database [152]. This study

improves on Teng and Zhang (2003) [24] by using 21 temporal features instead of

four features extracted from a much bigger and more representative dataset (pa-

tients under treatments, drugs, elderly, etc). A feedforward neural network with

21 input vector was applied to estimate SBP and DBP, these features are shown

in Figure 3.2. The SBP and DBP results from the neural network outperformed

the linear regression method tested on the MIMIC dataset and satisfies the AAMI

standards. The results of this study can be enhanced by adding information about

the peripheral resistance, arterial stiffness, cardiac output and blood volume that

strongly affect BP [123]. Additionally, similar to the previous method used in [135],

the feedforward model is not suited for time domain tasks as it is not equipped with

a feedback link and a memory or gating mechanisms to carry information from pre-

vious time steps for more accurate predictions. Recurrent neural networks (RNN)

are built specifically to handle time domain data by providing a better control for
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the flow of information much more efficiently for this task and hence is a more ap-

propriate choice for reliable continuous BP monitoring.

Suzuki and Ryu (2014) [136] proposed a PPG feature selection method for estimat-

ing SBP. The data were acquired using a cuff-based BP device attached to the left

upper arm and PPG recording acquired from the index finger of the right hand from

80 healthy subjects aged between 20 to 60 years old. Their method uses an orthogo-

nal array and the signal-to-noise ratio (SNR) obtained from the Taguchi method for

selecting PPG features that are robust against noise for multiple regression analysis.

After calculating the SNR and an orthogonal array, seven features were selected

-from the first and second order derivative of the normalised PPG signal - all with

a positive SNR and influence for estimation of BP. It was found that the Taguchi

method improved the effectiveness of the feature selection method for estimating

SBP at the presence of large individual variability. However, the linear predictive

model utilised here shares the same limitation mentioned before, which is not ideal

for time series tasks for long term monitoring. Furthermore, this study only esti-

mates SBP from data collected from healthy volunteers which is not optimal for

detecting cardiovascular diseases. Therefore, this model is not clinically reliable for

continuous BP measurements.

Choudhury et al (2014) [137] introduced a method that maps PPG features with

intermediate patient specific latent parameters which are then used to derive the

SBP and DBP values. For this study, PPG and BP signals were extracted from The

University of Queensland Vital Signs Dataset [153]. The PPG signals were filtered

using a band-pass filter with a cut-off frequency of 0.7 Hz and 3 Hz. Maximal Infor-

mation Coefficient has been used as feature selection method to reduce the number

of feature extracted from each PPG cycle. The final PPG features selected for the

regression analysis were: systolic upstroke time, diastolic time, sum of systolic and

diastolic width at 33% and at 75% amplitude. After feature extraction, outliers

were removed from the dataset using a threshold-based approach. The Windkessel

model was then applied to estimate total peripheral resistance and arterial compli-

ance for individuals followed by a linear regression model for estimating BP values.

This method provided non-invasive cuff-less BP values. The estimated error values

were below 0.8 for both SBP and DBP, however, their model predictions were highly
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variable. This caused the standard deviation to be high ±13.1 mmHg for SBP and

±10.23 mmHg for DBP. Moreover, this technique could not predict very high or

very low BP values and was not validated on a multiday BP dataset for continuous

monitoring.

Shen et al (2015) [126] proposed a stepwise regression BP model based on five fea-

tures extracted from ECG and PPG signals for estimating SBP, DBP, and MAP. The

PPG, ECG and continuous BP were collected from 10 healthy subjects. The ECG

and PPG were collected using a multi-channel physiological instrument sampled at 1

kHz and the BP references were recorded using Finapres (Finapres Medical Systems

B.V., Netherlands). All the recordings were done simultaneously for a period of 10

minutes. Given the high sampling frequency and the recording instrument utilised

in the data collection, filtering was not necessary. The feature vector consisted of

PTT values, systolic time, diastolic time, PPG area, and ECG time interval of a

single cardiac cycle. The mean error and standard deviation were less than 6±6.5

mmHg for all the BP values, evaluated on a very small dataset of 10 healthy volun-

teers, and thus does not satisfy the AAMI standards. Also, stepwise regression is

not the best option for sequential time domain data, especially when continuous BP

monitoring is desired since it does not store knowledge learnt from previous cycles.

Besides, it requires three different models for predicting SBP, DBP and MAP sep-

arately, meaning that it does not capture the strong correlation between them for

increasing the BP prediction accuracy. The three objectives, SBP, DBP and MAP,

can be estimated in parallel using more advanced models such as neural networks.

In 2015, Kachuee et al (2015) [113] proposed a calibration free BP estimation using

the PTT approach. The data was acquired from the MIMIC online database. Signal

pre-processing was applied to the PPG signals from which several whole base PPG

features were extracted and combined with PTT parameters. Signal pre-processing

included: simple averaging filter to smooth the signals, removing signal block with ir-

regular and unacceptable BP and heartrate values, removing signal block exhibiting

motion artefacts and calculating PPG signal autocorrelation. In total, ten features

were used as input for a regularised linear regression model as well as two non-

linear models, namely feedforward neural network and a support vector machine

(SVM). Although these methods provide cuff-less, continuous and calibration free
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BP measurements, it still bears many disadvantages mentioned earlier. It requires

two sensors, and their neural network and SVM model do not explicitly model the

temporal dependencies in the data resulting in long-term inaccuracy. Moreover, the

results for SBP, DBP, and MAP did not meet the AAMI standards. Therefore, fur-

ther improvement in terms of choices of models and features are needed for accurate

BP estimation.

Datta et al (2016) [138], used a combination of machine learning and mathematical

modelling for calculating SBP and DBP from PPG signals. The authors acquired

their own data in an effort to include a wide range of BP values and proof the ef-

fectiveness of their noise cleaning techniques. PPG signals were measured from the

right hand index finger using a fingertip pulse oximeter sampled at 60 Hz. BP sig-

nals on the other hand were recorded using a digital BP monitoring device directly

after the PPG signal acquisition. Their proposed method introduces noise cleaning

techniques to reduce the noise of the PPG signals. The following processing steps

were applied to help reduce the noise in the PPG signals: mean subtraction normal-

ising the PPG signals, band-pass filter to remove low and high frequency respiratory

movement and jitters respectively, baseline correction to bring the end cycles to the

same level, topline correction for removing random fluctuations in the signal ampli-

tudes and finally cycle selection. After processing, the most relevant PPG features

were selected, namely: age, weight, systolic upstroke time, systolic area, time be-

tween cycle onset to dicrotic notch, width at 50% and 75% amplitude. Subsequently,

the latent parameters of the Windkessel were modified based on those PPG features.

A linear regression model was applied for estimating the latent parameters. This

study claims that the overall BP estimation error was within 10% of a commercially

available digital BP monitoring device. Nonetheless, the relationship between some

of the used features and the BP is not always linear, hence the results can be im-

proved further with non-linear recurrent functions such as recurrent neural networks.

Sideris et al (2016) [154] introduced a cuff-less continuous BP measurement for re-

mote health monitoring systems. The data was collected from ICU patients from the

MIMIC database with PPG measured by pulse oximetry and referenced to invasive

BP. A Long Short Term Memory (LSTM) network was applied on the PPG signals

to estimate SBP, DBP, and mean arterial blood pressure. LSTM is the state of the
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art recurrent neural network that takes into consideration pervious states or events

in the prediction process, and therefore, leverage long-term pattern to deliver more

accurate BP estimations. Unlike most studies that utilise domain knowledge for

extracting features from each PPG cycle, in this study the input data for the LSTM

network were overlapping PPG windows/frames. However, the evaluation metric

used for the evaluation was root mean squared error and the model was only tested

on 42 patients. As such, their model evaluation did not follow the conventional

standard set by the AAMI or British Hypertension Society, hence the results are

not comparable with other studies that mostly use mean absolute error. Moreover,

the authors stated that the model optimisation i.e. number of cells, hidden layers,

window size etc. was beyond the scope of their study.

Duan et al (2016) [139] proposed a feature exploration method for cuff-less BP esti-

mation using just a PPG sensor. The University of Queensland Vital Signs Dataset

was adopted for the evaluation. For improving the PPG signals quality over noise, a

wavelet transform and average filtering were applied first to remove the noise. Sub-

sequently, several analytical techniques were utilised, such as random error elimina-

tion, adaptive outlier removal and maximum information coefficient and Pearson’s

correlation for features selection. Three separate sets with eleven features, each was

proposed to predict SBP, DBP and MAP out of fifty-seven possible feature candi-

dates. A support vector machine was used as an estimator model. The results of

this study satisfy the AAMI standards in terms of error rate, however, this dataset

contains only 32 cases and SVM is not suitable for long term continuous BP mea-

surements and hence the accuracy will decrease over time. As mentioned earlier,

non-recurrent models cannot estimate BP efficiently since they do not provide feed-

back from previous events, as it is the case for regulating the arterial pressure in the

human body that involves multiple feedback control loops. Therefore, the history

of BP events affects future values.

Unlike the previous PPG time domain approaches, Xing and Sun (2016) [28] in-

troduced a frequency domain methodology for extracting certain features from the

PPG signals. Fast Fourier transformation (FFT) was applied on the PPG to extract

fundamental features such as amplitude and shape information. FFT uses a small

number of parameters to keep most of the information relating to the PPG wave-
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form. This method applied a feedforward neural network to estimate the BP and

was evaluated on 69 patients collected from the MIMIC database and 23 volunteers.

Signals were first pre-processed as follows: PPG and BP signals were aligned to

remove their phase lag. Only good quality signals were selected based on predefined

criteria. PPG signals were then normalised and analysed in the frequency domain.

This was followed by extraction of both amplitude and phase features from the

waveform using FFT. The authors reported that this method performed well for BP

estimation. However, they also suggested that FFT features are not sufficient mark-

ers for building a BP estimation model, and hence, a more efficient model is required

to take into consideration the essential PPG waveform characteristics. Moreover,

their feature extraction method has some limitations. When rapid changes occur

in BP values, the features will be influenced by adjacent beats, which will lead to

a decrease in the accuracy of BP estimation. Additionally, a feedforward neural

network is not suitable for continuous long term BP monitoring as the estimation

error will increase for longer estimation period.

Gaurav et al (2016) [140] used only PPG signals to estimate SBP and DBP. Their

work combines PPG based features with Heart Rate Variability (HRV) related fea-

tures in an effort to enhance the input feature vector for a more accurate BP estima-

tion. The data was derived from the MIMIC online database from which 3000 PPG

and BP signals were extracted. Signals were then pre-processed to remove inconsis-

tent windows, and irregular BP and heartrate values. The BP and PPG were also

aligned for feature extraction. PPG windows obtained from the previous step were

normalised using min-max scaler. Afterwards, 8 PPG features were extracted from

the magnitude and temporal information of each PPG window. Furthermore, 19

features were extracted from the filtered second derivate PPG signals. Additionally,

8 non-linear cardiac cycle time ratio based features were also extracted along with

11 HRV features from 10 consecutive peak intervals of the PPG. All these features

combined together constitute the input vector for three feedforward neural networks

for each systolic and diastolic BP. The mean error for the SBP and DBP reported

were 0.16±6.85 mmHg and 0.03±4.72 mmHg respectively. Hence, as a result this

method met the AAMI and presented significant improvement on previous methods

published in the literature tested on large datasets. Nonetheless, this method is

computationally expensive given the fact that 46 features were derived from PPG
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and its second derivative along with HRV features which was then fed into 6 neural

networks. Tuning model’s parameter is time consuming, consequently, finding the

best parameters and architectures for 6 models is very complex. Selecting the right

model such as recurrent networks can further reduce the variability and enhance

estimation precision.

Gao et al (2016) [141] developed a method for estimating SBP using only PPG

signals. Their method uses a non-linear SVM with discrete wavelet transforma-

tion. It was found to be robust against small irregularities in the PPG waveform

which enabled them to use PPG signals obtained from a pulse oximeter and phone.

The PPG signals were collected using an Android application and Discrete Wavelet

Transform was used for extracting temporal characteristics. The feature set includes:

systolic upstroke time, diastolic time, age, gender along with thousands of features

extracted from the obtained DWT coefficients. Afterwards, a forward feature se-

lection technique was utilised to include only those features that have an effect on

the BP estimation. Test results from PPGs obtained from both a pulse oximeter

and a phone were within the limits imposed by the AAMI. The error estimation

can be enhanced by estimating not only SBP but DBP as well, given the strong

correlation between the two. This could be done by providing a feedback from the

DBP model to the SBP model or simply using neural networks allowing for SBP

and DBP estimating using one model. Furthermore, refining the feature set would

also improve the prediction by taking into account information such as peripheral

resistance and vessel elasticity from the first and second derivative of the PPG [123].

Also, this technique was evaluated on 65 subjects with no history of cardiovascular

disease, hence, a larger and more diverse dataset will enhance model generalisation

for early detection of cardiovascular diseases.

Liu et al (2017) [27] proposed a cuff-less BP measurement based on PPG and its

second derivative. This work attempts to enhance the SBP and DBP prediction by

combining the 21 features used in Kurylyak et al (2013) [25] along with 14 features

from the second derivative of the PPG (SDPPG), shown in Figure 3.3. SDPPG con-

tain information about the aortic compliance and stiffness which is highly related to

BP. A support vector machine was applied as a BP estimator. This study reported a

40% accuracy improvement in BP estimation when taking the SDPPG features into

42



DW10

DW25

DW33
DW50

DW66

DW75

ST10

ST33

ST25

ST50

ST66

ST75

Amplitude of PPG (AP_e)

Amplitude of PPG (AP_d)

Amplitude of PPG (AP_c)

Amplitude of PPG (AP_b)

Systolic Time (ST) Diastolic Time (DT)

Amplitude of PPG (AP_a)

a

b
c

d

e

Amplitude of d
point (A_d)

Amplitude of e
point (A_e)Amplitude of c

point (A_c)

Amplitude of b
point (A_b)

Amplitude of a
point (A_a)

Time interval of a
point (T_a)

T_b T_c T_d T_e

Figure 3.3: Temporal PPG features and potential Second Derivative PPG (SDPPG) features.

account -using 35 features- as opposed to 21 features and a neural network applied

in Kurylyak et al. Experimental results (ME±SD) based on the 35 features using

an SVM were 8.54±10.9 mmHg for SBP and 4.34±5.8 mmHg for DBP compared

to 13.4±11.6 mmHg and 6.9±5.9 mmHg for SBP and DBP respectively, evaluated

on a neural network. The major challenge in this technique is extracting the cor-

rect SDPPG features values which are entirely dependent on the visibility of the

five peaks a,b,c,d and e as shown in Figure 3.3. These five peaks, which mark the

‘W’ shape in the SDPPG signal, were not visible for all patients, and hence, the

models were evaluated on a very small dataset consisting of 910 PPG cycles from

the MIMIC II dataset. The overall performance of the model on this dataset is poor

in terms of accuracy and the study did not satisfy the AAMI requirements for a

reliable cuff-less BP estimation.

In another publication, Kachuee et al (2017) [114] proposed methods to estimate BP

using PAT for continuous, cuff-less and calibration-free estimation for SBP, DBP

and MAP. PPG, ECG and BP signals were collected from the MIMIC database.

The ECG and PPG signal processing consisted of motion artefacts removal and de-

noising using discrete wavelet composition. In this study, the proposed method was
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based mainly on PAT features along with other whole-based PPG features. Two

types of features were extracted, namely, physiological parameters (e.g., heartrate,

arterial stiffness index, augmentation index) and other features that describe the

shape of the PPG waveform. For reducing the effect of collinearity between the

features and reducing the dimensionality of 190 extracted features, PCA has been

utilised to reduce the dimension down to 15 new features while preserving 98% vari-

ance in the data. Several traditional machine learning techniques, such as linear

regression, SVM, Random Forest, and Adaboost, have been used to achieve better

accuracy model. The results show that there exists a considerable non-linearity in

this task which can be inferred from the superior performance displayed by the non-

linear functions such as SVM and ensemble learning methods. Their techniques met

the standards of the AAMI for DBP and MAP. However, it suffered from several

disadvantages, such as the need for two sensors, the SBP prediction did not satisfy

the AAMI standards and their DBP and MAP accuracy were just on the acceptable

limit of the AAMI standards, which will eventually deteriorate for longer continuous

BP monitoring using the applied models.

Miao et al (2017) [127] proposed a beat-to-beat BP estimation method using a

combination of data mining techniques and a mechanism-driven model. For this

study, the data was collected from 73 healthy subjects for a static BP estimation

experiment, 35 healthy subjects for dynamic BP estimation where the subjects had

to exercise for 5 minutes and 10 subjects for a follow up to test the robustness of

their models. The PPG signals were collected from the left index finger and the

BP reference was collected using a Finapres machine. Fourteen features were first

extracted from (the first and second derivative) PPG and ECG signals followed by

a genetic algorithm-based feature selection method for selecting the most influential

features for BP estimation for each subject. As a result, features with the highest

effect on SBP and DBP estimation were selected. A multivariate linear regression

(MLR) and support vector regression were established to evaluate the effectiveness

of the genetic algorithm. A reported 2 mmHg reduction in standard deviation for

different calibration time intervals, compared to PTT-based model, was achieved

by their approach. The results from their experiments show that the SVR outper-

formed the MLR model signifying the non-linear relationship between the features

and BP. Furthermore, it was found that the error of the proposed models deterio-
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rates significantly one day after the model construction (with initial calibration) but

stabilises afterwards for longer calibration periods, as opposed to the PTT-based

approach where the error continuous to increase 1 to 3 days after the initial calibra-

tion. Moreover, their proposed approach still requires two sensors, and their models

are not suitable for handling time series data for continuous BP estimation.

In 2018, Wang et al [128] proposed a BP estimation based on features extracted

from PPG signal using the multitaper method (MTM). PPG and ECG signals were

acquired from the MIMIC database and a total of 58795 valid PPG intervals were

extracted from 72 subjects. MTM was employed to extract the spectral components

that were combined with two features from the PPG waveform to constitute the in-

put feature vector for a feedforward neural network. The advantage of this approach

is that it can provide cuff-less continuous BP measurements with acceptable results

using one sensor, mean error of 4.02±2.79 mmHg for SBP and 2.27±1.82 mmHg for

DBP. This level of accuracy is achieved while the feedforward neural network does

not incorporate temporal dependencies in its estimation which prevents long term

accurate predictions. The incorporation of such features, using recurrent neural net-

works may further improve the accuracy of predictions.

Shimazaki et al (2018) [129], introduced a BP estimation model from PPG features

extracted using an autoencoder. For this study, the data was collected from 687

healthy male subjects and 676 healthy female subjects. The PPG signals were mea-

sured from the left index finger, while the BP reference was measured every minute

using a sphygmomanometer with a cuff attached to the right upper arm. An autoen-

coder was applied as an alternative for conventional feature engineering/extraction.

An autoencoder is a neural network algorithm that can reconstruct a better ver-

sion of its input vector by extracting complex features and adding new ones. The

resulting features obtained from the autoencoder were then passed into a feedfor-

ward neural network for estimating SBP. It was found that the features learnt by

the autoencoder are effective for BP estimation and the non-linear learner outper-

formed the linear regression model. However, the standard deviation of the error

for this method was 11.86 mmHg, exceeding the ±8 mmHg standard deviation set

by the AAMI, and therefore the results were highly variable and were not deemed

reliable for clinical BP measurements. This suggests that the new constructed fea-
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tures obtained from the autoencoder are not optimal for BP estimation, since the

autoencoder alters the original PPG waveform which might have caused the high

variability in the BP estimation.

In a comparison study between different machine learning approaches, khalid et al

(2018) [26] extracted three features from the PPG waveform. The University of

Queensland vital sign dataset (contains 32 cases) has been acquired for evaluating

their proposed technique. The PPG signals were filtered using Savitzky-Golay filter

and the baseline wandering was also removed. This was followed by a 2-dimentional

normalisation for both amplitude and width. The PPG signals were also segmented

into 5 seconds frame and manual check was performed for removing bad quality

segments or segments with no reference to BP values. Pulse area, pulse rising time

and width at 25% were used as features for three traditional machine learning mod-

els. Regression tree, multiple linear regression and support vector machine were

established for prediction of SBP and DBP. The models were analysed for three BP

categories: normotensive, hypertensive and hypotensive. The decision tree outper-

formed both SVR and the linear regression models for both SBP and DBP. The mean

error difference only for the regression tree for normotensive people were within the

AAMI standard and the rest of the models had standard deviation above 8 mmHg.

Additionally, since only intermittent non-invasive BP references were available for

this study, the BP estimation was implemented on the basis of each PPG segments.

Hence, this method does not allow continuous beat-to-beat BP estimation.

In 2018, Dey et al [142], developed an ensemble of BP estimation models based

on demographical and physiological features. A unique set of PPG features were

also incorporated in the models for estimating SBP and DBP using lasso regres-

sion model. The authors collected their own PPG signals from 205 volunteers of

diverse demographical and physiological profiles. PPG signals were recorded for 15

minutes using a phone Heart Rate sensor sampled at 125 Hz. Each PPG waveform

was segmented into 15 seconds window where each window is interpolated to a fixed

length (using cubic spline interpolation) and normalised using min-max normalisa-

tion before the correlation coefficients were determined. BP values were collected

before and after each PPG recording using a mercury cuff-based device. A total

of 233 time and frequency domain features were extracted from a single heartbeat
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(one PPG pulse). The first four derivatives of the PPG signals were considered for

feature extraction. Features from each individual cycle were averaged over the 15

seconds window. Other features, demographic and physiological information (age,

height, weight, gender) were also used as independent features. The Lasso regres-

sion model was applied to first estimate the DBP value which were then used as

input along with other features for estimating SBP values. In an effort to take full

advantage of the demographic and physiological feature, the dataset was partitioned

separately based on age (young < 40 and old ≥ 40), gender (female and male), and

BMI (underweight BMI < 24Kg/m2 and overweight BMI ≥ 24Kg/m2). Afterwards,

the regression models were applied on each individual partition. The results show

that the addition of multiple independent partitions on the basis of demographic and

physiological features can further improve the BP estimation values. The systolic

and diastolic values of the combined model were 6.9±9 mmHg and 5.0±6.1 mmHg,

respectively. This study demonstrates that it is possible to utilise PPG signals col-

lected from a phone for the estimation of BP values and incorporating demographic

and physiological information can further enhance estimation accuracy. However, in

terms of model precision, the results did not satisfy the AAMI standards for SBP

and further improvements are needed such as the use of more advanced models and

particularly recurrent neural network which are capable of processing more data,

specifically time domain data. Additionally, evident from the results, the feature

extraction process is somewhat overcomplicating the task. Optimising the input

feature set is crucial for improving model performance in terms of accuracy and

time complexity.

Tanveer and Hasan (2018) [30] proposed a two hierarchy levels model to estimate BP

using ECG and PPG signals. The lower level is an artificial neural network (ANN)

used to extract morphological features. The ANN is connected with an upper level

which consists of two stacked long short term memory (LSTM) layers to take into

consideration the temporal variation for the features extracted by the ANN in the

lower level. This method, similar to the one proposed by Shimazaki et al (2018)

[129], uses a neural network to extract features instead of using traditional feature

engineering techniques used by most researchers. This paper argues that it is hard

to obtain correct features from the ECG and PPG signals since the waveform con-

tour changes from one subject to another, and hence the position of these features

47



varies or maybe not be visible for all patients. Therefore, it is not certain that all

these features can be extracted from all patients for a complete and reliable dataset.

To overcome this challenge, the author applied an ANN on a small set of PPG

and ECG signals that were collected from 39 subjects acquired from the MIMIC

database. Both PPG and ECG signals were pre-processed for removing the baseline

wandering and high frequency noise. This was achieved by a bandpass filter using

Tunable-Q wavelet transform. Both signals were segmented into a fixed length of

three consecutive peaks to avoid varying number of cycles per fixed number of sec-

onds between subjects. This was followed by normalisation and resampling for both

signals to a length of 256 samples per segment. The concatenated PPG and ECG

segments constitute the input feature vector for the ANN model. The results sug-

gest that, compared to traditional feature engineering-based model, this automatic

feature extraction technique combined with an LSTM model provides a much better

accuracy. The SBP and DBP mean absolute error values were 1.1 mmHg and 0.85

mmHg respectively, however, the AAMI requires at least 85 patients. Moreover, this

method requires two signals sampled at two different sampling rates and involves

fine tuning two models which can be difficult, time consuming and varies depending

of the data size.

In Su et al (2018) [29], a four-layer LSTM network was employed to estimate SBP

and DBP from ECG and PPG signals. This method built an LSTM model with (1)

a bidirectional structure to access larger scale context information of input sequence

and (2) residual connections to allow the gradient in the LSTM network to propagate

efficiently. The ECG and PPG signals were recorded with a Biopac system while

the BP signals were recorded with a Finapres at the same time. All these signals

were sampled at 1000 Hz for a period of 10 minutes from 84 healthy subjects at rest

position. Another dataset was also collected from 12 subjects for a multi-day con-

tinuous BP consisting of 8 minutes recording for each signal. Since the main focus of

the paper was to demonstrate the importance of modelling the time variation of the

input features, the authors simply selected seven features from the PPG and ECG

signals, such as PTT values, Heart Rate, systolic upstroke time, etc. It was reported

that the results of this method outperformed all previous models with significant

improvement for multi-day BP datasets and root mean squared error of 3.9 mmHg

and 2.66 mmHg for SBP and DBP respectively, on the static 84 subject BP dataset.
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Therefore, suggesting that modelling the temporal dependencies leads to a much

accurate prediction for long-term BP measurements compared to classical models.

Optimising the feature set, which was not the focus of this paper, would increase

the precision and performance of the model. However, it is difficult to compare the

results with other methods since this study did not follow the conventional metric,

mean absolute error and standard deviation set by the AAMI.

Fujita et al (2019) [143] proposed a cuff-less SBP estimation method using partial

least-square (PLS) regression. Their multivariate estimation method used Level

Crossing Features (LCF) extracted from the contour lines randomly drawn on the

PPG’s second derivative. The authors collected their own signals from 265 subjects

with SBP 133.1±18.4 mmHg and aged 62.8±16.8 years participated in the study.

The SBP reference values were acquired from the left upper arm using an automatic

BP monitor at rest position and the PPG signals were recorded immediately after

the BP recording for a period of 20 seconds. The PPG signals were pre-processed

by a first order low-pass filter and a finite impulse response filter to remove high

frequency noise. The LCF features were extracted from the second order derivative

PPG of which two types of features were obtained, namely, the number of crossing

and the length of the curve line. This paper attempted to simplify the SBP estima-

tion by using a very small set of input data comprising six LCF features evaluated on

PLS regression. Only 38% of the subjects had their SBP estimation below 5 mmHg.

Consequently, this method received grade D using the British Hypertension Society

BP metric, suggesting that this technique is not fit for clinical trial. Additionally,

it also shows that PLS is not appropriate for long-term BP measurements and the

LCF features are not ideal for BP estimation. Besides, their dataset comprised only

healthy subjects in a resting position, hence the dataset does not contain diverse

BP values that represent the population.

Chen et al (2019) [130] proposed SBP and DBP estimation models based on PTT

approach in addition to PPG waveform characteristics. The impact value for each

feature was investigated and a genetic algorithm was also used for fine tuning model

parameters. SVM and multivariate linear regression models were established to

predict BP values evaluated on the MIMIC dataset. A total of 772 sets of wave-

forms were extracted from the MIMIC database containing ECG, PPG and BP
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signals. The PPG and ECG signals were first cleaned from motion artefacts, irregu-

lar segments and missing waveforms. Furthermore, both ECG and PPG signals were

denoised using wavelet threshold denoising method and cubic spline interpolation

respectively. Fourteen features were extracted such as PTT, heart rate, and other

features describing the shape of the PPG waveform. All these features were nor-

malised using min-max scaler and the importance of each feature was investigated

using mean impact value (MIV) for removing redundant features and reducing the

input dimension. The results from their proposed SMV method were 3.27±5.52

mmHg for SBP and 1.16±1.97 for DBP, hence it satisfies the AAMI requirement for

non-invasive cuff-less BP estimation. The results can be further improved by taking

into account demographical features such as age, gender, weight etc. Additionally,

evaluation for long term BP prediction i.e. one week, one month or six months

should be conducted to test the model’s performance for long term measurement.

The experimental results from [127] shows that the performance of PTT based mod-

els decrease for long term monitoring due to the expiration of the PTT parameter

and the inability of the SVM to perform well for multiday estimation.

In a study published by Hasanzadeh et al (2019) [144], four different classical machine

learning models were tested on the MIMIC II dataset for estimating SBP, DBP and

MAP using only PPG signals. The PPG signals extracted from the MIMIC dataset

were denoised and the baseline wandering was removed using a forward-backward

Type I Chebyshev low-pass filter. Additionally, in order to improve signal quality

for feature extraction, the PPG signals were upsampled to 500 Hz. In an effort to

further improve the feature extraction process, this study takes advantage of the

first and second derivatives for improving the detection of key points in the PPG

waveform, such as dicrotic notch, diastolic peak, slope, and inflection point. Fea-

tures used for estimating BP includes, heart rate, area related features, modified

normalised pulse volume, amplitude features, heart rate variability properties, and

time related features. The extracted features were evaluated using linear regression,

decision tree, random forest and AdaBoost. The best results were obtained using

the AdaBoost model. The reported MAE±SD were 8.22±10.38 mmHg for SBP,

4.17±4.22 mmHg for DBP and 4.58±5.53 mmHg for MAP. The results for DBP

and MAP are reasonable, however, the error was considerably higher for SBP. Fur-

thermore, the reported correlation coefficient between the estimated and reference
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values were 0.78, 0.72 and 0.75 for SBP, DBP and MAP, respectively. This does not

show a significant positive correlation in the BP estimation against the ground truth

values. These results can be further improved using a suitable model for handling

sequential data.

A more advanced model was employed in Slapnicar et al (2019) [145] for estimating

SBP and DBP using the PPG approach. In this study, the PPG and BP signals were

extracted from 510 subjects from the MIMIC III database. Several steps were per-

formed in order to clean and preprocess the data, including, removing empty or less

than 10 minutes samples, normalising the PPG to zero mean and units variance,

high and low frequency noise removal using 4th order bandpass filter and finally

Hampel filter for eliminating outliers. After data cleaning, 700 hours of signals were

obtained and segmented into 5 s segments for further analysis. PPG segments along

with their first and second derivatives were used as input for the spectro-temporal

ResNet proposed by the authors. The proposed model is highly complex, in partic-

ular, it consists of three networks for processing each signal on its own (PPG and

two derivatives). Each network contains a stack of five ResNet blocks and a separate

spectro-temporal block (comprising spectrogram and GRU layers). The outputs of

the ResNet block of all the networks are concatenated together and fed into a GRU

layer followed by a batch normalisation layer, while the output of the three sepa-

rate spectro-temporal blocks are concatenated and fed into a batch normalisation

layer. Afterwards, the outputs were concatenated into a single layer, out of which

the SBP and DBP values are calculated. The results were evaluated using only the

MAE. The reported error for SBP was 15.41 mmHg and 12.38 mmHg for DBP while

the standard deviation was not reported. Hence, considering the complexity of the

model and results obtained, it can be said that the performance was very poor and

the proposed model over complicated the task.

In Ripoll and Vellido (2019) [131], a Restricted Boltzmann Machine (RBM) was

established as a proof of concept for estimating SBP and DBP values. The RBM-

BP estimation model was based on the PTT approach. The data used from 250

patients were collected from the MIMIC database. All PPG and ECG signals were

segmented into a 5 seconds window. Motion artefacts and noisy waveforms were also

removed from the dataset. Three different RBMs were established for estimating
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SBP and DBP using one input feature each, namely, PTT, 1/PTT and log (PTT).

The performance of this method decreased as the measurement parts from the cali-

bration point. The overall results from this experiment were acceptable and received

grades A and B according to the British Hypertension Society (BHS) metric. How-

ever, there are several limitations to this method, such as the need for two sensors,

the accuracy of the model decreases after 6 minutes of the initial calibration and

therefore, as a result it necessitates calibration. Also, the RBM is not capable for

estimating continuous BP since it will suffer from vanishing or exploding gradient

in long term continuous BP prediction. Consequently, utilising a recurrent model

should further increase the accuracy for longer tracking capabilities for BP values.

Estimation accuracy can be further increased by including demographical features

and whole-base PPG features.

In Wang et al (2020) [4], an end-to-end BP estimation model was established using

a neural network consisting of several depth-separable convolutional layers and a

GRU layer. The convolutional layers were used to automatically extract features

from the PPG waveform, instead of the more conventional feature engineering ap-

proach. The output of the convolutional layers were then fed into a GRU layer for

modelling time related information. This model was evaluated on PPG and BP

signals extracted from the MIMIC database. In order to make the data ready for

analysis, first, the authors ignored segments where either the PPG or BP signal was

missing. Second, the data segments were divided into single cycles and each PPG

cycle was normalised to fixed length of 100 data points. The normalised single cycle

PPGs formed the input vector for the proposed model, as shown in Figure 3.4. The

reference SBP and DBP values correspond to the highest and lowest (end diastole)

values of the BP signal, respectively. For evaluation, the model was trained and

tested on 20 subjects individually. Meaning that the model was evaluated on one

subject at a time, for 20 individuals. In particular, for every experiment, the signals

of one subject were divided into 75% for training, 20% for validation and 15% for

testing. The performance was judged using mean absolute error and standard devi-

ation. The reported average error of the 20 experiments were 3.81±4.28 mmHg for

SBP and 1.99±2.57 mmHg for DBP. Although the results obtained are reasonable,

there are several drawbacks to this study. First, the dataset belongs to 20 subjects

only, hence, the authors did not adhere to the AAMI requirements. Second, in ev-
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ery experiment, the test set belonged to the same subject it was trained on. Third,

the segments were divided into single cycles, hence, the temporal variations between

consecutive cycles were not captured using the GRU layer. The recommended length

for input vector is 5 to 10 s in order to take full advantage of neural network models.

Figure 3.4: Proposed method by Wang et al (2020) [4], for estimating SBP and DBP using
a combination of CNN and GRU from single PPG cycles

An end-to-end neural network model for continuous BP estimation was introduced

by Eom et al (2020) [132]. The deep learning model consists of a combination of

convolutional neural network and GRU. The authors used the raw PPG, ECG as

well as ballistocardiograms (BCG) signals as input for the deep learning model. The

signals were acquired from a total of fifteen subjects recruited for this study. All

signals including the BP were recorded simultaneously for a period of 30 minutes

while the subjects were sitting in an armchair. In terms of data preprocessing, a

second order Butterworth bandpass filter was applied for noise and baseline wan-

dering removal. Afterwards, all signals were resampled to 125 Hz and segmented

into 5 s frames. The three raw signals formed the input for a model consisting of

ten layers CNN, followed by a bidirectional GRU layer, attention layer and a fully

connected feedforward layer. The performance of the model was assessed using the

MAE±SD, R-squared and AAMI standards. The reported results were 4.06±4.04

mmHg for SBP and 3.33±3.42 mmHg for DBP. While the R-squared (measured of

explained variance) were 0.52 and 0.49 for SBP and DBP, respectively. This means
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that the features automatically extracted by the CNN layers could not effectively

explain the changes in the target SBP and DBP outputs. Additionally, the results

obtained were within the acceptable AAMI standards, however, they did not satisfy

the required number of subjects set by the AAMI. Although estimating BP using

raw signals is easier compared to the feature engineering approach, it generally adds

more complexity to the model (more data points to process) and the results have

so far not been superior compared to the domain knowledge feature-based approach.

Several classical machine learning models were evaluated, by Chowdhury et al (2020)

[146], for estimating BP using only PPG signals along with demographical features.

The PPG signals were collected from 219 subjects derived from an open source

dataset [155]. A total of 657 PPG recording, sampled at 1000 Hz, were extracted

and each PPG record was 2.1 s long. The dataset also contained valuable informa-

tion, such as, age, gender, height and weight. After data preprocessing, poor quality

PPG recordings were ignored, and only 222 signals extracted from 126 subjects were

used. The data cleaning and preprocessing included, removing bad quality segments,

z-score normalisation, low-pass Butterworth filter and baseline removal. Afterwards,

a total of 107 features were extracted from the PPG and its derivatives, such as,

width related features, demographic features, time and frequency domain features

as well as statistical features. However, after feature elimination, roughly a dozen

features remained and were used for further analysis. The authors used three dif-

ferent feature elimination techniques for reducing redundancy and avoid overfitting

the model. These techniques are namely, correlation-based feature selection, relief

feature selection and minimum redundancy maximum relevance algorithms. The

resulting features were evaluated using Gaussian process regression and ensemble

trees regression for estimating SBP and DBP values. The best performance was

obtained using the Gaussian process regression, where the ME±SD for SBP was

3.02±9.29 mmHg and 1.74±5.54 for DBP. Although the reported results satisfy the

AAMI standards, the dataset used for evaluation was considerably small. In partic-

ular, the test set contained roughly 20 data points for SBP and DBP. Additionally,

the classical models employed in this study are not fit for long term measurement,

hence, their performance will diminish over time. Furthermore, two different models

were established for estimating SBP and DBP, which is not practical nor efficient

since there is a strong correlation between SBP and DBP. This issue can be resolved
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using recurrent neural networks.

In a published study by Sadrawi et al (2020) [147], the authors attempted to es-

timate the ABP waveform using deep convolutional autoencoder (DCAE) utilising

only PPG signals. Two variants of the convolutional neural network were tested,

namely, LeNet-5 and U-Net, abbreviated LDCAE and UDCAE, respectively. These

models were also compared to a genetic based deep-convolutional autoencoder (GD-

CAE). All the aforementioned models were evaluated on signals collected during

surgical operation from 18 subjects. The PPG and ABP signals were recorded using

MP60 IntelliVue Patient Monitor and sampled at 128 Hz. All PPG and ABP sig-

nals were divided into 5-s frames. The raw PPG segments formed the input feature

vectors for the neural network models. In terms of performance evaluation, the re-

ported MAE show that the GDCAE outperformed both the LDCAE and UDCAE.

Additionally, the study reported high correlation between the estimated and target

SBP and DBP values. While the model demonstrated reasonable MAE with 2.54

mmHg and 1.48 mmHg for SBP and DBP, respectively, it was only evaluated in a

very small number of patients. Overall, the results of this study satisfied the AAMI

standards in terms of acceptable error, however, it did not meet the required number

of subjects.

Another end-to-end model was proposed by Ibtehaz and Rahman (2020) [148] for

estimating ABP waveform using only PPG signals. The established model consists

of two neural network models, one was used as an initial ABP waveform approxima-

tion network, while the second was used as a refinement network for improving the

approximated ABP waveform. In particular, the first model was a U-net network

composed of a symmetric Encoder-Decoder network constructed using a CNN layers.

The output ABP waveform of this model was fed into a MultiResNet neural network

model for further improving the quality of the initial estimation. The MultiResNet

was essentially an enhanced version of the approximation network also constructed

using CNN layers. The proposed network was evaluated on 942 subjects extracted

from the MIMIC II database. In terms of data processing, BP signals with very

high and very low values were ignored and no preprocessing was done on the PPG

signals. The PPG and BP signals were then segmented into 10 s frames for analysis,

hence, the length of input vectors were 10 s raw PPG segments. The performance
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of the model was judged using the MAE and the AAMI standards. The reported

MAE was 3.45 mmHg and 5.73 mmHg for DBP and SBP, respectively. In terms of

AAMI standard, the ME±SD were -1.582±10.688 mmHg for SBP and 1.619±6.859

mmHg for DBP. Hence, only the DBP estimation error was within the acceptable

AAMI standard range. Furthermore, in terms of complexity of the model, both the

U-Net and MultiResNet are very complex and takes a lot of time to train, especially

on the 942 subjects dataset. This requires a lot of processing power, which makes

it almost impossible to deploy the proposed model on wearable devices. However,

the overall performance on this large dataset is impressive and promising towards

cuffless and continuous BP estimation.

In Li et al (2020) [31], a deep learning BP estimation model was proposed using

features extracted from the ECG and PPG signals. The proposed model consists

of a one bidirectional LSTM layer followed by a stack of four LSTM layers with

residual connections. The PPG, ECG and reference BP signals were extracted from

the MIMIC II dataset. The PPG and ECG signals were preprocessed using Fast

Fourier Tranform for removing baseline wandering and low frequency noise. Ad-

ditionally, noisy and corrupt segments were eliminated. Afterwards, the PPG and

ECG amplitudes were normalised using min-max normalisation method. Also, very

high and very low BP values were removed (e.g. 180 ≤ SBP ≤ 80 and 130 ≤ DBP

≤ 60). After preprocessing, 678202 single cycles remained and used for further anal-

ysis. The authors extracted seven features from the PPG and ECG signals, namely,

PTT, heart rate, reflection index, systolic and diastolic volume, time difference be-

tween the start of the cycle and peak as well as time difference between the start and

dicrotic notch. The performance of the model was evaluated using MAE±SD and

the AAMI metric. The reported MAE±SD for SBP was 6.726±14.505 mmHg and

2.516±6.442 mmHg for DBP. Additionally, the ME±SD were 4.638±14.505 mmHg

and 3.155±6.442 for SBP and DBP, respectively. Thus, the DBP estimation was

acceptable by the AAMI standards, while the SD of error for the SBP estimation

failed to meet the AAMI requirement. However, the ME reported in this study was

relatively higher than the ME reported in the previously mentioned studies. Also,

the reported SD for both ME and MAE were exactly the same, which suggests that

one of the reported metrics was unreliable. The results can be further enhanced by

including more features from the PPG as well as demographical features.
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In a recently published study by Lee et al (2020) [133], features extracted from three

physiological signals were evaluated on a deep learning model for estimating cuffless

and continuous SBP and DBP. The PPG, ECG and BCG signals were acquired

from 18 volunteers. All signals were recorded simultaneous for 30 minutes and sam-

pled at 1000 Hz. In terms of signal processing, a 2nd order Butterworth filter was

applied removing noise and baseline wandering. The signals were then segmented

into frames of 10 cardiac cycles each. Seven features were extracted including PTT,

ECG R-R peak interval, interval between ECG to BCG peak, interval between the

BCG notch to first derivative PPG peak, and amplitudes for ECG, BCG and first

derivative PPG. The proposed model consisted of two bidirectional LSTM layers

and two fully connected feedforward layers. The first fully connected layer was used

to include personal information, such as body mass, weight, gender, age and height.

The performance of the model was evaluated using MAE as well as the ME±SD of

the AAMI standard. The reported MAE for SBP and DBP were 5.82 mmHg and

5.24 mmHg, respectively. In terms of evaluation against the AAMI standard, the

results achieved by this model were -0.07±7.3 mmHg and -0.17±6.4 for SBP and

DBP, respectively. Hence, in terms of error, the results obtained using this model

were within the acceptable AAMI range, however, it was evaluated on only 18 sub-

jects. Another drawback is that three signals were required for BP estimation using

the proposed model. This is not straightforward since all signals must be synchro-

nised and three sensors are attached to the subject’s body, making this approach

uncomfortable and impracticable for long term BP measurement.

In a study published by Schrumpf et al (2021) [149], three different neural network

models have been adopted from the literature and evaluated on PPG signals derived

from pulse oximeter as well as camera. The pulse oximeter PPG signals and their

corresponding reference BP were acquired from the MIMIC III database, while the

camera based remote PPG (rPPG) were derived from videos of patients’ face and

upper body, collected by the authors using a USB camera. The 4000 records of PPG

signals obtained from the MIMIC dataset were filtered using 4th order Butterworth

bandpass filter. Also, PPG frames with signal-to-noise (SNR) ratio less than 7 dB

were eliminated. Lastly, the PPG segments were normalised. As for the rPPG sig-

nals, the authors used plane-orthogonal-to-skin to derive the PPG signals from the
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pixels of the camera recordings. After manually examining signals obtained from

50 subjects, only 14 were deemed valid signals for further analysis. Additionally,

rPPG signals with less than 7 dB SNR were dropped and the signals were then

segmented into 7 heartbeat frames. The authors first evaluated AlexNet (consists of

CNN layers), ResNet and the model implemented in [145] on the MIMIC dataset.

Afterwards, the authors took advantage of transfer learning to fine tune only the

last layer of the pretrained models using the rPPG signals. Additionally, this study

investigated the effect to calibration on the BP estimation. The performance of

the models were evaluated using the MAE±SD. The best performance was achieved

using a calibration-based ResNet, and the reported SBP error were 12.51±12.61

mmHg and 8.3±9.84 mmHg for DBP. The main findings of this study are: raw

derivative signals and window length do not impact or enhance the BP estimation

precision, while calibration can further improve the prediction. Overall, the perfor-

mance of the models were poor and unreliable for BP estimation. This suggests that

estimating BP using PPG derived from a camera is less feasible compared to PPG

collected using pulse oximeter. Furthermore, none of the results obtained using all

the evaluated models, with and without calibration, were able to meet the AAMI

requirements. Lastly, it should be noted that calibration is not acceptable in routine

clinical practice.

In another attempt at providing cuffless BP estimation using only raw PPG signals,

Aguirre et al (2021) [150] established a sequence-to-sequence model with attention

mechanism. The PPG and their corresponding reference BP signals along with

the age and gender were derived from 1100 subjects extracted from the MIMIC III

database. The length of the PPG and BP were at least 15 minutes long. Addition-

ally, poor quality PPG segments were excluded from further analysis. Afterwards,

PPG segments were filtered using a bandpass Butterworth filter. The results of pre-

processing was a dataset of 6478 segments of 13 s each. However, the input feature

vector was 5 s frames of PPG and its first derivative signal. The proposed model was

an encoder-decoder RNN network with GRU units. The encoder consists of three

bidirectional GRU layers. From this part, two outputs were obtained,the first was

the output of the whole network which is fed into an attention layer, and the second

output was the last hidden layer states, which formed the input for the decoder

network. The second part of the network was a decoder consisting of three GRU
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layers. Its output was sent to the attention layer and at the same time to a fully

connected feedforward layer (L1). From the attention layer, a context vector was

calculated and concatenated with the output of the decoder network. The concate-

nated output goes to another fully connected feedfoward layer (L2). Finally, L1 and

L2 were concatenated together along with the age and gender information. The final

output of the entire network was the ABP waveform. This study evaluated both

calibration based and calibration free approaches for BP estimation. The output

of the proposed model was assessed using MAE±SD for both SBP and DBP. The

best performance was achieved using the calibration based approach. The reported

results for SBP was 12.08±15.67 mmHg and 5.56±7.32 mmHg for DBP. There are

several drawbacks associated with this study. Firstly, the performance of the model

was very poor as depicted by the reported error, even when using the calibration

based approach, which as mentioned previously prevents this approach from being

deployed in clinical practice. Secondly, the model was evaluated on a very small

subset of the MIMIC III (only 6478 segments). Thirdly, the results were not com-

pared against the AAMI standard.

Another cuffless continuous BP estimation model, using only raw PPG signals, was

proposed by Harfiya et al (2021) [151]. The PPG and BP signals were extracted

from the MIMIC II database. The authors extracted 12000 records, belonging to

942 subjects, out of which only 5289 records were valid segments. In order to make

the data ready for analysis, the PPG signals were filtered using a bandpass filter,

PPG segments with undetected systolic peak were removed, and finally, the PPG

segments were normalised using z-score normalisation. Additionally, BP segments

with high and low BP values were removed (e.g. 180 ≤ SBP ≤ 80 and 130 ≤ DBP ≤

60). In order to estimate the BP waveform, the authors introduced a LSTM-based

autoencoder. However, the traditional autoencoder was replaced by LSTM layers in

order to allow the network to learn time domain representations from the sequential

data. The output of the first encoding layer was a reconstruction of the PPG sig-

nals. The second part of the network was a decoder comprised also of LSTM units,

and the output of this layer was a sequential BP waveform. The feature vector

for this model was a stack of PPGs along with first and second derivative signals.

The reported MAE±SD for SBP was 4.05±4.42 mmHg and 4.6±3.47 mmHg for

DBP. Additionally, the results for both SBP and DBP satisfied the AAMI stan-
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dards. Thus, considering the size of the dataset and the model employed, it can be

said that the results achieved in this study are acceptable and potentially promising

towards cuffless and continuous long term BP monitoring.

Figure 3.5: Model architecture proposed by Rong and Li et (2021) [5] for estimating BP.

In a more recently published study, Rong and Li et (2021) [5] introduced a multi-type

feature fusion neural network for estimating BP using the PPG approach. Three

types of features form three input vectors for training three neural network models,

one model for each feature type. Morphological features and frequency spectrum

features were used for training two CNN models separately, while temporal PPG

features were used for training a one bidirectional LSTM layer. The CNN models,

both consisted of three two-dimensional CNN blocks, and were trained to automat-

ically extract morphological and frequency spectrum features from images, and the

temporal input features were automatically extracted from the raw PPG signal by a

three bidirectional LSTM layers. The output of each model was then concatenated

together in order to estimate the SBP and DBP values. The model architecture is

presented in Figure 3.5. The PPG and BP signals used in this study were derived

from 1000 subjects extracted from the MIMIC II dataset. The PPG signals were

filtered using a Butterworth bandpass filter and segmented into 680 data points

each. A total of 11546 segments were selected for analysis. Afterwards, the PPG

segments were converted into images, forming the morphological input features for

the first CNN network. The input for the second CNN network was generated by a
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continuous wavelet transform and saved as images. The third input feature vectors

were raw PPG segments (actual data points). The proposed architecture achieved

a MAE±SD of 5.59±7.25 mmHg for SBP and 3.36±4.48 mmHg for DBP. Addi-

tionally, the performance was assessed against the AAMI requirements and satisfied

standards for both SBP and DBP in terms of error. However, only a total of 11546

5 s segments were used for evaluation. Moreover, the preprocessing steps were not

straightforward as it required transforming the PPG into images, which also re-

quires a lot of space. Furthermore, the model structure consisted of three separate

neural network models. This means that the model complexity is too high, and

thus requires a lot of processing power. The following Table 3.1 summaries all the

aforementioned methods presented in this chapter.

3.2 Summary

Cuffless BP estimation using a single sensor/signal is appealing and has become

more feasible with the recent advancement in computational models and wearable

technologies. Although some studies have shown remarkable performances using the

PPG approach, this was mostly achieved using a relatively small number of subjects,

hence, the majority of these studies did not adhere to the strict requirement (as

stipulated by AAMI) of 85 subjects for evaluation. Furthermore, uncertainty still

remains around the accuracy of the PPG approach which is evident given the wide

variation in the reported results. For this reason, more research is certainly needed in

order to find the best combination of features and computational model(s) in order

to bring the BP estimation capability to an internationally acceptable standard.
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Chapter 4

Dataset, Signal Pre-processing,

Feature Extraction and

Selection

The aim of this chapter is to introduce the data source, from which the PPG and

their corresponding reference BP signals were acquired. It also describes in detail

the signal pre-processing steps, including filtering, baseline wandering removal, nor-

malisation, and segmentation, in addition to presenting the extracted PPG features

and the assessment of their relationship as well as individual influence on SBP and

DBP estimation. Additionally, it also describes the methods used and processing

steps taken in order to reduce the input feature vector dimension and select only

the most effective features for BP estimation.

4.1 MIMIC II

In this research, the data used for evaluating the BP estimation algorithms were

derived from the MIMIC II dataset [152]. This dataset is provided online by Phy-

sionet and contains several waveforms measured simultaneously from thousands of

patients in intensive care units (ICU). It includes signals such as PPG recorded from

the fingertip, invasive ABP, ECG, etc. Both PPG and ABP signals are sampled at

125 Hz. The MIMIC dataset provides a variety of subjects from different age groups

and gender with potentially varying range of BP values, which are of great value

for this study. In addition to this and the gold standard invasive BP reference, the
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MIMIC is one of the most commonly used dataset for evaluating cuffless BP estima-

tion algorithms, allowing comparisons to be made between results obtained in this

research with other research studies.

4.1.1 Data collection

The original raw signals acquired from the MIMIC II are noisy and sometimes cor-

rupt and require a lot of pre-processing prior to their utilisation in the analysis.

Fortunately, Kachuee et al [113] have published clean and pre-processed data from

the MIMIC II and hence, we adopted their version of the MIMIC II dataset that are

currently presented in the University of California, Irvine (UCI) Machine Learning

Repository.

4.1.2 Data structure

The records in this dataset are extracted from 942 patients. Kachuee et al [113]

stored the data in a very efficient and convenient format for analysis. The data is

stored in four parts, each part contains three thousand recordings. Each recording

consists of three signals, PPG, ECG and ABP stored in a cell array of matrices where

each cell corresponds to one record. Each row in each matrix represents one sig-

nal channel. For this project only the PPG and the reference ABP signals were used.

4.2 Signal pre-processing

4.2.1 Filtering

Since the dataset utilised in this research was compiled and published by Kachuee

et al [113], the filtering and denoising step is the identical to the method presented

in their paper. Several pre-processing techniques were tested in their study, and

after analysis, the discrete wavelet decomposition (DWT) was selected given its

performance advantages over the others in terms of complexity, phase response and

handling of different levels of noise in the signals. The DWT was applied to the

signals performing ten decomposition levels, with Daubechies 8 (db8) set as the

mother wavelet. Afterwards, the decomposition coefficients corresponding to the
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very low (0 to 0.25 Hz) and high (250 to 500 Hz) frequency components were set

to zero in order to eliminate them. The wavelet denoising was then performed

with soft Rigrsure thresholding on the rest of the decomposition coefficients. The

pre-processed PPGs were then obtained by reconstructing the decomposition.

4.2.2 Baseline wandering removal

It is essential for the peak and foot of the PPG to be clear for proper detection of

single cycles and accurate feature extraction. Generally, a PPG cycle contains at

least one peak (systolic), that is normally clearly visible, and two feet. However, the

foot of the PPG are not always clear, aligned and may vary greatly in amplitude.

This makes it difficult to properly interpret the PPG and to clearly identify the

feet at the onset and end of each cycle. During acquisition, the low frequency

baseline wandering of the PPG could be introduced by respiration, sensor and body

motion. In this study, the baseline wandering was removed using adaptive iteratively

reweighted penalised least squares [156]. The effect of baseline wandering removal

on the PPG signal is illustrated in Figure 4.1.

4.2.3 Normalisation

In order to make the feature extraction process more accurate and robust, the PPG’s

amplitude was normalised to a range of (0,1). The amplitude of the PPG varies

greatly between subjects and this introduces two challenges. First, the arbitrary

change in the PPG amplitude makes the cycle per cycle segmentation (for feature

extraction) more difficult since it depends on a fixed PPG peak detection threshold.

This in turn may cause cycles with lower PPG peaks than the peak threshold to

go undetected and, hence losing valuable data and as a result reduce the BP range

in the final dataset. Second, some of the extracted features may depend on the

scale or amplitude of the PPG and its derivatives. Therefore, all PPG signals were

normalised in order to make the feature extraction process more efficient and ensure

that the extracted feature values are meaningful. The PPG signals were normalised

using the min-max normalisation method. Figure 4.1 presents an example of a

pre-processed PPG segment.
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Figure 4.1: PPG signal before (top) and after (bottom) pre-processing including filtering,
baseline wandering removal and normalisation

4.2.4 Segmentation

The signals were segmented into 10 second frames in order to take full advantage

of the LSTM and GRU structures in processing sequential data for modelling the

time domain variation in the PPG features. During data segmentation, low qual-

ity signals, including irregular and distorted segments, affected by motion artefacts

were excluded from the final dataset, as well as PPG segments with missing BP ref-

erence segments. Irregular and corrupt segments were identified as having less than

8 or more than 16 cycles per 10 seconds during signal processing. Figure 4.2 shows

examples of bad and inappropriate quality PPG segments that have been excluded

from feature extraction. Low quality and inappropriate signals increase the chances

of having outliers in the data, which in turn can negatively impact the data driven

BP estimation models, and hence decreases its prediction precision and accuracy.

Additionally, sequences that correspond to very high or very low SBP and DBP

were also excluded (e.g. SBP ≥ 180, DBP ≥ 130, SBP ≤ 80, DBP ≤ 60). These

ranges were excluded from the analysis due to lack of sufficient number of segments

containing very high and very low BP values. The ground truth SBP and DBP

values were extracted from the ABP signal, which was not pre-processed nor filtered

in order to keep the peaks and valleys as accurate as possible. The SBP and DBP

correspond to the average of the detected peaks and valleys, respectively, in the 10

s sequence. The peak is the highest value in each single cardiac cycle whereas the
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Figure 4.2: Examples of inappropriate PPG segments that were excluded from further anal-
ysis.

valley is the end-diastole value. Lastly, given the large size of the dataset presented

by Kachuee et al [113] (more than 740 hours in total) and in anticipation of the

computational complexity of the deep learning models, the size of the dataset was

further reduced in an effort to speed up the training and alleviate the computational

requirements. The final dataset comprises of roughly 80000 10-second good quality

PPGs and their corresponding ABP segments. Table 4.1 and Figure 4.3 present the

statistical information about the ranges of 10-s averaged SBP and DBP values in

terms of min, max, mean and standard deviation in the dataset.

Table 4.1: Statistics for the SBP and DBP values in the final dataset

Min (mmHg) Max (mmHg) Mean (mmHg) SD (mmHg)

SBP 80.09 179.9 134.3 19.8

DBP 60.00 129.58 73.48 10.04

4.3 Feature extraction

In the PPG approach, BP is commonly estimated using a set of features computed

from the PPG contour describing its morphology on a per-cycle basis (i.e., features
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Figure 4.3: SBP and DBP ranges in the dataset.

extracted from every cardiac cycle), particularly those that can best interpret the

changes in BP. Hence, the estimation accuracy of this approach relies heavily on the

quality of the features, coupled with a high-performing prediction model.

4.3.1 PPG waveform characteristics

The PPG pulsatile component is characterised by its height and the duration of

specific components of the cardiac cycle. However, as mentioned previously, there

is no explicit knowledge about a known set of PPG features that correlate directly

to BP, and many research groups around the world are still currently investigating

this relationship. This, and the fact that the PPG waveform contour varies between

individuals, make it difficult to accurately detect and extract some features from

all PPG waveforms. For example, in a perfect PPG waveform, as shown in Figure

4.4 (a), the dicrotic notch is clearly visible. Hence, many features, such as, the

time from the cycle onset to the dicrotic notch, time from the dicrotic notch until

end diastole and other relevant features, can be easily extracted from this kind of

waveform. However, generally, this kind of contour shape can only be seen in young

and healthy subjects [123]. In another example, illustrated in Figures 4.4 (b) and

(c), the dicrotic notch is not as clear or distinct but can be approximated accurately

from the inflection point in the diastolic part of the PPG wave, through the first

and second derivative of the PPG [123]. Another example, shown in Figure 4.4 (d),

given the sharp decay in the diastolic portion of the waveform, the dicrotic notch

is non-existent and completely invisible. This makes is very difficult to establish a

reliable and error free algorithm for extracting all different PPG features systemat-

ically. These are some of the main limitations of this approach.
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Figure 4.4: Different PPG waveform contours. (a) shows clear dicrotic notch. (b) and (c)
the dicrotic notch is not distinct, thus relevant features cannot be easily extracted but can
be approximated from the inflection point. On the other hand, in (d) the dicrotic notch is
completely invisible thus relevant features cannot be extracted.

4.3.2 Extracted features

The signals provided by the MIMIC dataset are collected from ICU patients (i.e.,

patients under medication which could influence the BP and the PPG waveforms, as

well as other factors such as diseases and age), thus the dicrotic notch and diastolic

peak may not be dominant or visible in all signals. This is also reflected in the PPG’

and PPG” (the first and second derivative of the PPG signal respectively) making

it very difficult to compute related features such as delta T (time between systolic

and diastolic peaks), dicrotic notch time, augmentation index, large artery stiffness

index and many other important features. Therefore, all features related to dicrotic

notch and diastolic peak were excluded from this study. It is essential, however, to

have two clear feet and one systolic peak since all extracted features from the PPG,

PPG’ and PPG” depend on them. In total, 52-features were computed which are

presented in Table 4.2 and shown in Figure 4.5.

4.3.3 Relationship with BP

Several of the features computed in this study have already been linked or proven

to have influence on BP. It has been suggested that the systolic peak is rather more
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Table 4.2: Features extracted from the PPG, PPG’ and PPG”

Feature Definition (and abbreviation/labels for future analysis)

PPG - 34 features

Systolic peak Peak amplitude of the waveform (ppg peak)

Pulse width and ratios @:

10 % amplitude DW10; DW10+SW10 (sdw10); DW10/SW10 (d s10)

25 % amplitude DW25; DW25+SW25 (sdw25); DW25/SW25 (d s25)

33 % amplitude DW33; DW33+SW33 (sdw33); DW33/SW33 (d s33)

50 % amplitude DW50; DW50+SW50 (sdw50); DW50/SW50 (d s50)

66 % amplitude DW66; DW66+SW66 (sdw66); DW66/SW66 (d s66)

75 % amplitude DW75; DW75+SW75 (sdw75); DW75/SW75 (d s75)

Systolic area (A1) Area under curve between start and peak of the waveform (s area)

Diastolic area (A2) Area under curve from the peak to the end of the waveform (d area)

Pulse area A2/A1

Pulse interval (t pi) Distance between the start and end of the cycle (pi)

t pi/ ppg peak Ratio of the pulse interval to its systolic peak (pi peak)

Heart rate 60/peaks interval (hr)

Systolic upstroke time Time interval between the start and peak of the waveform (st)

Diastolic time Time interval between the peak and end of the waveform (dt)

ST/t pi Ratio of the systolic upstroke time to its pulse interval (st pi)

DT/t pi Ratio of the diastolic time to its pulse interval (dt pi)

Main wave rising slope Value of the PPG at the peak index of its first derivative (slope)

Slope/ppg peak Relative height of the slope point (slope peak)

t slope Time interval between the slope point and the peak (t slope)

t slope/t pi Ratio of time interval between the slope point and the peak to its pulse interval (t slope pi)

PPG intensity ratio Ratio of the peak point intensity to the foot (valley) intensity (pir)

PPG first derivative (PPG’) – 5 features

Peak amplitude (a1) Intensity of the first maximum peak of the PPG’ (dev1 peak)

Peak time Time interval between the beginning and a1 peak (t a1)

Valley time Time interval from the peak (a1) to first valley (t b1)

t a1/t pi Ratio of the PPG’ peak time to its PPG pulse interval (t a1 pi)

t b1/t pi Ratio of the PPG’ first valley time to its PPG pulse interval (t b1 pi)

PPG second derivative (PPG”) – 13 features

First peak amplitude (A a) Intensity of the first maximum peak a-wave (dev2 peak)

First valley (A b) Intensity of the first valley of the PPG” after A a (dev2 min)

A b/A a Ratio of the first valley intensity to the first peak intensity of the PPG” (b a)

AP b/AP a Ratio of the PPG amplitude at the index of A b to the amplitude of the PPG at the index of A a (apb apa)

A e/A a Ratio of the second peak intensity e-wave A e to the first peak of the PPG” (ae aa)

AP e/AP a Ratio of the PPG amplitude at the index of A e to the amplitude of the PPG at the index of A a (ape apa)

t a2 Time interval from the start of the PPG” to its first peak A a

t b2 Time interval between A a to the first valley A b

t c2 Time interval between the first valley A b to the second peak A e

Total PPG” intensity Total intensity of PPG” between peak A a and valley A b (dev2 height)

t a2/t pi Ratio of t a2 to the pulse interval of the PPG waveform (t a2 pi)

t b2/t pi Ratio of t b2 to the pulse interval of the PPG waveform (t b2 pi)

t c2/t pi Ratio of t c2 to the pulse interval of the PPG waveform (t c2 pi)

suitable for continuous BP estimation than PAT [123]. In another investigation

published by Awad et al [157], pulse width at 50% amplitude has been found to

be correlated with total peripheral resistance or systemic vascular resistance. Pulse

area is another indicator of total peripheral resistance as reported in a previously
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Figure 4.5: Illustration of temporal features from the PPG and its derivatives.

published study by Wang et al [158]. Kurylyak et al [25] expanded on the findings

of Awad et al study by considering a total of 21 width-related features from the

systolic and diastolic phases and their ratios at 10%, 25%, 33%, 50%, 66% and 75%

amplitude of the PPG, as well as systolic time, diastolic time and cardiac period.

Their study aimed to include as many PPG features as possible in order to capture

the shape of the waveform accurately and improve the estimation performance. It

has been suggested by Poon et al [159] that the ratio of pulse interval to its peak

amplitude provides an understanding of the properties of the cardiovascular system

of a person. Systolic upstroke time (ST), referring to the time between the start of

the PPG cycle and the systolic peak point reflects changes in BP and can be used

for cardiovascular disease classification [160]. PPG intensity ratio (PIR) has been

used in several studies as a potential indicator for BP estimation [127, 161]. PIR

is correlated with the arterial diameter change, which has an impact on the total

peripheral resistance [161]. Moreover, height ratios of the PPG” extracted from the

a-wave, b-wave and e-wave denoted as A b/A a and A e/A a are linked to arte-

rial distensibility, and age. For example, higher A b/A a ratio reflects an increased
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arterial stiffness which increases with age, while higher A e/A a ratio indicates de-

creased arterial stiffness hence decreases with age [123]. Both arterial distensibility

and total peripheral resistance are direct influencers of BP.

4.4 Dimensionality reduction

Feature selection or dimensionality reduction is an essential step that aims to reduce

the complexity of the model by eliminating redundant or irrelevant features which

in turn helps to avoid the risk of overfitting the machine learning algorithms. The

outcome of this process is a reduced set of features with the highest impact and

influence on the BP estimation. In order to achieve this objective, several steps are

involved which are described in the following subsections.

4.4.1 Feature normalisation

The features extracted from the PPG represent different BP indicators. Therefore,

their scale may differ significantly in value within the same input feature vector di-

mension. For example, systolic upstroke time has incredibly small values compared

to the heart rate values. Hence, these features are not comparable, which leads to

imbalanced analysis, and introduce errors and abnormality during training. This

is due to the fact that machine learning models consider higher feature values as

more important and assign higher weights to those features during processing, and

as a result this weakens and undermines the actual impact and influence of smaller

value features on BP estimation. This bias is troublesome and highly affects model

precision, performance, as well as complexity. Thus, the dataset must be normalised

so that the model treats all features as equally important and valuable for BP ap-

proximation. Another advantage of normalisation is that it can suppress the adverse

effect of outliers by scaling down all features to the same range of (0,1). This obvi-

ously has a trivial benefit in terms of time complexity as well, since it is easier to

process (add and multiply) smaller numbers which speeds up the computation, and

in turn it translates to faster predictions. In this work, the normalisation was done

on the entire dataset together before the train validation and test slip to effectively

and accurately bring down input feature values to the same range. The normal-
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isation method used here is the min-max normalisation which follows this simple

mapping equation:

Xnorm =
x−min(x)

max(x)−min(x)
(4.1)

4.4.2 Collinearity test and feature elimination

In the second step, two methods were applied to assess the correlation among the ex-

tracted features and their relationship to BP. The methods involved in this process

are namely Pearson’s correlation coefficient and maximum information coefficient

(MIC) [162]. The former is used to evaluate the linear relationship between each

pair of features, while the latter is used to evaluate both linear and nonlinear rela-

tionships between the extracted features and BP. In the first part of the analysis,

Pearson’s correlation was applied to identify each pair of features with high lin-

ear correlation in an attempt to reduce collinearity in the input vector. Table 4.3

presents the pair of features with high collinearity in the dataset.

Collinearity introduces redundancy in the data, and this increases the computational

complexity (more space and time needed) and the risk of overfitting the model. In

this study, two features are considered to be highly correlated if their Pearson’s

correlation coefficient is bigger than or equal to 0.9. Afterwards, the results of

the MIC between all features and BP were analysed for both SBP and DBP, sep-

arately. Figures 4.6 and 4.7 depict the strength of the relationship between the

extracted features and SBP and DBP, respectively. MIC values were between 0

and 1, and similar to Pearson’s correlation coefficient, a higher value means higher

correlation/dependency between the pair. Therefore, among each collinear pair, the

feature with the smaller MIC value against BP (SBP or DBP) was dropped, while

the other one was retained for further analysis. Table 4.4 shows the features with

weaker correlation (among the collinear pair) to SBP and DBP, based on the results

obtained from MIC. Those features were dropped separately, and as a result, two

datasets were created. The first dataset contains the remainder of the 52 collinear-

free input features for SBP, while the second one contains the remainder of the 52

collinear-free input features for DBP.
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Table 4.3: Pairs with high collinearity in the input feature vector

d s33 d s25

d s75 d s66

dev2 height dev1 peak

dev2 peak dev1 peak

dev2 height dev2 min

dev2 height dev2 peak

sdw10 DW10

DW33 DW25

sdw25 DW25

sdw33 DW33

sdw50 DW50

DW75 DW66

dt hr

dt t pi

hr t pi

sdw33 sdw25

DW33 sdw25

sdw50 sdw33

sdw66 sdw50

sdw75 sdw66

dt pi st pi

t a2 pi t a2

s area t slope
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Table 4.4: Highlighted features with weaker correlation to SBP and DBP based on the MIC
analysis

DBP SBP

d s33 d s25 d s33 d s25

d s75 d s66 d s75 d s66

dev2 height dev1 peak dev2 height dev1 peak

dev2 peak dev1 peak dev2 peak dev1 peak

dev2 height dev2 min dev2 height dev2 min

dev2 height dev2 peak dev2 height dev2 peak

sdw10 DW10 sdw10 DW10

DW33 DW25 DW33 DW25

sdw25 DW25 sdw25 DW25

sdw33 DW33 sdw33 DW33

sdw50 DW50 sdw50 DW50

DW75 DW66 DW75 DW66

dt hr dt hr

dt t pi dt t pi

hr t pi hr t pi

sdw33 sdw25 sdw33 sdw25

DW33 sdw25 DW33 sdw25

sdw50 sdw33 sdw50 sdw33

sdw66 sdw50 sdw66 sdw50

sdw75 sdw66 sdw75 sdw66

dt pi st pi dt pi st pi

t a2 pi t a2 t a2 pi t a2

s area t slope s area t slope
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Figure 4.6: Maximal information coefficient between feature variables and SBP.
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Figure 4.7: Maximal information coefficient between feature variables and DBP.
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4.4.3 Feature selection

The input feature vectors for both SBP and DBP obtained from the previous step

were further reduced using recursive feature elimination (RFE) [163]. RFE is a

popular wrapper-type feature selection method. Wrapper methods incorporate a

machine learning algorithm, used in its core, during the feature selection process.

RFE starts with all feature-set and iteratively removes features until the optimum

or specified number of features is reached. RFE works by fitting a learner model,

ranks the features by importance based on the results of the regression model, elimi-

nates the features with the least contribution on the target estimation and refits the

model. This process is repeated until the optimum number of features is achieved.

In this study, the learner model wrapped in the core of RFE is random forest. The

RFE has two configurations, either the user specifies the number of desired features

or the algorithm finds the optimal number of features. The latter configuration was

chosen, and as a result, the RFE selected 22 features for DBP and 23 features for

SBP as optimal number of predictors. After analysing the results, it was found that

most of the selected features were common for SBP and DBP but with different im-

portance. These features are listed in Table 4.5 and their relative strength/influence

is presented in Figures 4.8 and 4.9. The reduced input feature vectors for both SBP

and DBP were combined together to form the final input vector, comprising 24 fea-

tures in each cycle, for the deep learning models. However, it should be noted that

for the classical machine learning models employed in this study, the input feature

vectors for the SBP and DBP were tested separately. In other words, classical ma-

chine learning models were trained for one objective at a time (either SBP or DBP

estimation), while the deep learning models learn both objectives simultaneously.

Moreover, all models utilised here (described in the next two chapters) were eval-

uated and compared on the full feature set and the reduced feature sets obtained

from this step. Thus, several datasets were created to accommodate all these com-

binations, which are described below:

For classical machine learning models, the input features extracted from each cycle

of the 10 second PPG sequence were averaged to form one cycle, and the following

datasets were generated:

� Full feature set containing input vector of 52 features
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� Reduced feature set containing input vector of 23 features for SBP, listed in

Table 4.5

� Reduced feature set containing input vector of 22 features for DBP, listed in

Table 4.5

For the deep learning models, the input vector is a sequence of 10 second PPG

cycles, and the following number of features were extracted from each cycle:

� Full feature set containing 52 features extracted from each cycle

� Reduced feature set containing 24 features from each cycle, representing the

combined features for both SBP and DBP, listed in Table 4.5

Table 4.5: List of the best features selected by the RFE for SBP and DBP separately and
combined input features vector for deep learning models

# of features SBP DBP Combined

1 ae/aa ae/aa ae/aa

2 t b1 d s25 d s25

3 dt dt dt

4 DW25 t slope pi t slope pi

5 t b2 dev2 min dev2 min

6 t a1 pi t a1 pi t a1 pi

7 t b1 pi DW25 DW25

8 d s66 t c2 t c2

9 DW10 DW10 DW10

10 t c2 d s50 d s50

11 t slope pi t b2 t b2

12 b/a t a1 t a1

13 d s50 t b1 pi t b1 pi

14 d s25 t b1 t b1

15 st b/a b/a

16 t c2 pi sdw75 sdw75

17 sdw75 DW50 DW50

18 d s10 ppg peak pi peak

19 t a1 t c2 pi t c2 pi

20 DW50 d s66 d s66

21 t b2 pi st st

22 dev2 min d s10 d s10

23 pi peak t b2 pi

24 ppg peak

78



Figure 4.8: Ordered list of optimum features selected by the RFE method for SBP, arranged
by their importance.
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Figure 4.9: Ordered list of optimum features selected by the RFE method for DBP, arranged
by their importance.
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4.5 Summary

The quality of the PPG signals have a direct impact on the BP estimation, hence,

signal pre-processing is an integral part for accurately extract the PPG features.

Additionally, data processing including feature normalisation and dimensionality

reduction, are also essential in order to reduce effect of outliers and eliminate redun-

dant insignificant features in the dataset. This in turn helps improve the estimation

accuracy of the model and reduce its complexity. The analysis provided in this chap-

ter identifies and run the features that are most prominent for SBP and BDP which

will be considered and utilised in the development of the BP estimation models.
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Chapter 5

Classical Machine Learning

Regression Algorithms

Machine learning algorithms refer to statistical estimation models that can learn

to approximate a target output from past observations, through mathematical op-

erations. This behaviour resembles the humans’ ability to adapt and learn from

past examples and experiences. Machine learning tasks are divided into supervised

and unsupervised learning. In supervised learning, the training data is labelled.

This means that the target output is known or available in the dataset, hence, the

algorithm learns a mapping function from input vector (independent variables) to

target output (dependent variable). On the other hand, in unsupervised learning

tasks, the target output is not known in the dataset. In this type of tasks, the

algorithm is forced to learn patterns from its environment and generate new repre-

sentations. This project is concerned with supervised learning since the labels or

reference values (SBP and DBP) are available in the training dataset.

Supervised learning deals with two types of problems: classification and regression

problems. Classification task refers to a problem where the objective or target output

of the predictive model is to estimate discrete values, labels or categories. While

regression task refers to a problem where the objective of the predictive model is to

approximate continuous values. However, in both tasks, classification and regression,

the relationship or the mapping function between the input variables and the target

output is learned by data driven models. In this project, SBP and DBP values in the

dataset are continuous values, hence, this research problem is a supervised machine
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learning regression task. The following sections describe multiple classical machine

learning regression models that were employed in this project for estimating SBP

and DBP using features extracted from the PPG waveform.

5.1 Multiple Linear Regression (MLR)

Linear regression is one of the most frequently encountered regression models for BP

estimation and regression tasks in general [108]. It is the simplest and the most used

approach for learning a mapping function between one independent input feature

variable X and one dependent target output Y (SBP or DBP). The relationship

between the input variable and the output variable is assumed to be linear and is

modelled given the equation of the line as follows:

Y = β0+ β1x1 + ε (5.1)

where β0 is the intercept, β1 is the slope coefficient of the independent variable X

and ε is the random error. A change in the input variable X1 causes changes to

the associated coefficient β1. The random error represents the difference in value

between the ground-truth output and the estimated output. Training the linear

regression model starts with random initialisation of its parameters. These values

are updated/optimised iteratively during the training phase according to the ob-

tained value of the cost/loss function, which is the mean squared error (MSE). The

linear regression model tries to minimise the MSE between the estimated value and

reference value. In other words, the linear regression model tries to find the best

coefficients for which the MSE between the predicted value and the reference value is

minimum. The algorithm is optimised when the lowest MSE is reached, such point

is called global minima.

The linear regression model in its simplest form takes only one independent variable

to estimate one target output. However, in this project, the input feature vector

consists of multiple features, as mentioned in the previous chapter. Therefore, its

popular variant, the Multiple Linear Regression (MLR) was employed instead. MLR

models the relationship between multiple independent variables (X1,X2,...,Xn) and

one dependent variable Y, such that Y is a linear combination of the independent

variables. MLR is calculated given the following equation:
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Y = β0+ β1x1 + β2x2 + . . . + βnxn + ε (5.2)

The advantage of the MLR lies in its simplicity, which makes it an appealing ap-

proach, particularly when the relationship between the input and the target is linear.

Additionally, MLR is a useful and efficient technique for modelling non-complex re-

lationship on small datasets. This also makes it easier to examine its parameters

in order to figure out which features have more influence on the target estima-

tion. However, despite these advantages, its performance it not as effective on large

datasets, especially when the relationship between the input and the target output

gets more complex and non-linear, as is the case for the large MIMIC dataset and

the inherently complex relationship between the extracted PPG feature vector and

BP. Another disadvantage of the MLR is that it does not allow the estimation for

both SBP and DBP simultaneously, which necessitate establishing two models for

estimating each objective separately. However, this further degrades the estimation

precision as both SBP and DBP strongly correlate with each other [108], hence es-

timating both objectives using one model structure would enhance the estimation

accuracy. Furthermore, the PPG is a time series signal, thus the input data is se-

quential. Yet, the MLR does not account for this when processing the data, which

will further hinder the estimation precision.

5.2 Support Vector Regression (SVR)

Support Vector Regression (SVR) [164] is a non-parametric machine learning algo-

rithm that is widely used in the literature for estimating cuffless BP values using

physiological signals [108]. This algorithm is an extension of the Support Vector

Machine (SVM) [165], which is a popular algorithm used for classification tasks.

SVR utilises two types of loss functions, namely, epsilon-intensive (also known as

Vapnik’s ε-intensive or L1 regularisation) and Huber’s (combines L1 and L2 regular-

isations) loss functions. These well regularised loss functions make the SVM/SVR

more resistant to overfitting. However, it all depends on careful fine-tuning of the

regularisation parameters, hyper-parameters and the choice of kernels.
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The motivation behind the SVR is to find an optimised threshold or a bound on the

generalisation error based on a margin. This essentially means that rather than min-

imising an error rate, the SVR tries to approximate a threshold to fit the data points

within a certain distance from a separation line (known as hyperplane), such that the

error is minimum. Particularly, data points that fall within the ε-boundaries, do not

contribute to the error rate, i.e. their error is ignored. Because of this important fea-

ture -structural risk minimisation, defined by the epsilon intensive loss function, the

SVR does not face the local minima issue associated with traditional error functions.

Figure 5.1 illustrates how the SVR calculate its error based on a margin. The black

line in the middle is the hyperplane, whereas the two parallel dotted lines represent

the decision boundaries. These boundary lines create the margins at ±ε distance

from the hyperplane. Data points, represented as green squares, can fall on either

side of the boundaries. Furthermore, data points that fall on the boundaries or

outside it are called support vectors. The main objective for the SVR is to find

the best decision boundaries, such that the largest number of data points that are

closest to the hyperplane fall within these ±ε margins. Thus, only data points that

fall outside these margins are penalised and taken into consideration for comput-

ing the error rate. For this reason, these margins can be seen as margins of tolerance.

Support vectors

Hyperplane
+ε

-ε

0

ξ

Contributes towards the error
rate  

Support vectors

Figure 5.1: SVR: data points represented as green squares separated by the hyperplane. The
dotted lines are the boundaries located at ε distance from the hyperplane.

The SVR is essentially a linear function, however, it can be applied for both linear

and non-linear tasks. In this project, the relationship between the features and

BP is complex and highly non-linear. Hence, in order for the SVR to handle the
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non-linearity, it converts the data into linear by transforming the input feature from

low dimension space onto a high-dimension space by a non-linear mapping achieved

using a kernel function. Afterwards, linear regression can be applied in the new high-

dimension space. For example, given a time series sample (xi, yi), where xi are the

independent PPG feature variables and yi are the target SBP and DBP outputs, the

SVR first maps the data onto a high dimension feature space < ϕx, ϕy >. However,

instead of explicitly computing a mapping function, it utilises non-linear kernels,

such as polynomial kernels or radial basis function (RBF) kernel, which allows the

SVR to then take non-linear decisions. In this project, the kernel (K) employed is

the RBF, defined in the equation below:

K (x, y) = exp (− 1

2σ2
||x− y||2) (5.3)

There are several advantages to the SVR. First, the regularised ±ε-intensive loss

function which penalise errors situated outside the ε boundaries, leads the spare

representation of the decision rule given. Second, SVR is robust to outliers. Third,

the complexity of the SVR is independent from input vector dimension. Nonetheless,

there are also several disadvantages associated with the SVR, such as, poor perfor-

mance on large datasets, does not handle time series data, and cannot estimate two

target outputs simultaneously.

5.3 Random Forest

Random Forest (RF) [166] is a popular nonparametric tree-based supervised machine

learning technique that is capable of performing both classification and regression

tasks. Hence, RF can process both categorical and continuous data. Moreover, this

technique belongs to the ensemble learning algorithms. These algorithms construct

multiple machine learning models and combine their outputs in order to make a

more robust decision/estimation than any underlying model could achieve on its

own. In this case, RF establishes an ensemble of decision trees regression [167] from

different subsets from the dataset and averages the predictions of the constituent

trees to compute the final target output.
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Decision tree regression is an extension of decision tree classifier, and therefore works

in a similar fashion: establishing a tree starts from the top or root node and itera-

tively split the node into a left and right sub-nodes according to a decision function,

until a stopping criteria is satisfied, creating terminal node where the decision (in

this case SBP or DBP values) is typically presented. Particularly, the first step is to

determine the best feature value of all its predictors that would lead to the best split

i.e. the root node at which the dataset will be split. This is done by examining all

the independent variables and create multiple splits for each predictor value or data

point. The aim is to minimise the mean square error (i.e., cost function). Therefore,

at each split predictor value, the MSE is calculated between the ground-truth BP

values and the predicted value. Each node of the predictor value has a left and

right sub-node. The predictor value that leads to a split that minimises the sum of

squared error is selected as the root node. This process is repeated until a terminal

node or a stopping criteria (e.g. max depth) is reached. In comparison to the SVR,

decision tree regression is relatively simpler in terms of computation, however, it can

easily overfit the data.

Random forest (RF) is the most popular tree-based algorithm. It consists of an

ensemble of decision tree regression. The advantage of RF is that it introduces

randomness every time a tree is created. This helps increase its accuracy, and

subsequently its generalisation. RF works the following way:

� Build n number of regression trees from a random number of training examples

and select a random subset of features for splitting.

� Each tree produces its own estimate.

� The predictions of all individual trees are averaged out to produce a final

output for the RF.

This algorithm has several advantages. Such as, the averaging of prediction from

all the trees reduces the risk of overfitting and increases its robustness. Addition-

ally, RF provides the relative feature importance or impact on the target output.

Furthermore, the RF does not make any assumption regarding the distribution or

relationship of the data. Hence, it can handle linear and non-linear data. Moreover,

RF can process discrete values for classification and continuous values in the case
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of regression. However, despite its advantages, there are few drawbacks to the RF.

For example, it is fairly complex and computationally demanding, and also is not

suitable for time series estimation.

5.4 Adaptive Boost (AdaBoost)

AdaBoost [168] is another ensemble learning method that can be applied for clas-

sification and regression tasks. This method combines multiple under-performing

learners to establish a stronger learner and boost its accuracy. It can be used to

enhance the performance of decision trees or any machine learning model. More-

over, AdaBoost belongs to sequential ensemble learning group. This means that the

learner models are created and added sequentially, and the shortcomings of previ-

ous weak models are learned by the following model. In this project, the selected

based learner for the AdaBoost algorithm is the decision tree regression presented

in section 7.3.

The algorithm works the following way:

� Initially, a random subset of training data is selected by the model.

� The (weak) learner model starts by estimating the output of the training sam-

ples. Each sample or observation is associated with a weight that indicates the

importance of correctly estimate this sample. Initially, all samples are assigned

equal weights.

� Incorrectly estimated observations are assigned higher weights in order to in-

crease their probability of being correctly estimated in the next iteration.

� In each iteration, a weight is also assigned to the trained learner according

to its prediction accuracy. However, unlike the previous step, here a higher

weight is assigned to the more accurate estimators.

� Being an iterative process, these steps are repeated until all targets have been

estimated or a specified number of learners have been reached.

The AdaBoost algorithm shares some the advantages and disadvantages presented

in the previous sections. For instance, it can be used for both classification and
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regression on linear and non-linear data, provided that the machine learning base

learner can handle both cases. Another advantage is that it can be used with any

machine learning algorithm such as SVR, RF, decision trees, etc. Additionally, it

requires less parameters to tune in comparison to SVR. Moreover, AdaBoost can be

used to boost the performance of underperforming weak models and enhance their

accuracy. However, just like the previous models, AdaBoost is not suitable for time

series modelling and requires establishing two separate models for estimating SBP

and DBP. Furthermore, this algorithm is very sensitive to noisy data, and it is also

highly affected by outliers.

5.5 Implementation and optimisation

Finding the best model parameters is a critical step for establishing an accurate ma-

chine learning estimator. As previously mentioned, the idea behind the optimisation

is to simply find the optimised parameters for which the cost function is at its low-

est value i.e., the global minima point. Lower error rate and fine-tuned parameters

translate into higher estimation accuracy.

All the aforementioned models in this chapter were implemented in python, par-

ticularly using the scikit-learn library. In addition to the models, this library also

implements a grid-search method over specified parameter values, which provides

ease of use for users to find the optimum combination of parameters for the models

on a given dataset. In this project, each statistical model was fine-tuned for each

objective (i.e. one model for SBP and one for DBP) on the 52-feature (presented in

chapter 4, section 4.3.2) and the reduced feature sets (presented in chapter 4, section

4.4.3). Table 6.1 provides the best parameters obtained from the gird-search.

Table 5.1: Parameters grid-search results for the statistical models

Full feature set Reduced feature set

Models parameters grid-search SBP DBP SBP DBP

MLR - - - - -

SVR
C:[1,10,100,1000],

Kernels:[linear, polynomial, radial basis function (rbf)]

C:1000,

kernel: rbf

C: 1000,

kernel: rbf

C:1000,

kernel: rbf

C:1000,

kernel: rbf

RF
Max depth:[10,20,30,40,50],

# of estimators: [10,20,30,40,50,60,70,80,90,100,110,120,130,140,150]

max depth:10,

# of estimators: 100

max depth:10,

# of estimators: 100

max depth: 10,

# of estimators: 100

max depth: 10,

# of estimators: 100

AdaBoost
Learning rate (LR) :[0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8],

# of estimators: [10,20,30,40,50,60,70,80,90,100]

LR: 0.1,

# of estimators: 60

LR: 0.1,

# of estimators: 10

LR: 0.1,

# of estimators: 50

LR: 0.1,

# of estimators: 20
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5.6 Summary

There are several types of classical machine learning models that are intended to

handle different tasks and data types. The models described in this chapter can be

used for supervised classification and regression tasks. Also, these four models are

the most popular estimators utilised in the literature for the BP regression task,

where each has its own advantages and limitations. However, none of the afore-

mentioned models are suitable for continuous BP estimation due to the challenges

presented in the previous chapters, such as, the need for two models, cannot handle

very large datasets and diminishing accuracy. The neural network models described

in the next chapter can overcome these limitations and are more appropriate for this

task.
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Chapter 6

Neural Network Algorithms and

Architectures

The aim of this chapter is to introduce the neural networks used in this research,

their internal computational units, conventional models and proposed architectures.

In particular, it starts with general overview of neural network, basic units of com-

putation and their associated weights, as well as the different types activation units

and optimisers. Additionally, this chapter describes in detail the multi-layer per-

ceptron, Long-Short Term Memory, and Gated Recurrent Units. It also introduces

the components of the proposed architecture, namely, Bidirectional connections and

attention layer. Lastly, this chapter presents the object/cost function, optimiser,

back-propagation method and implementation.

6.1 Introduction to neural network

Artificial neural networks are defined by Haykin (1999) [169] as ”massively paral-

lel distributed processor made up of simple processing units, which has a natural

propensity for storing experiential knowledge and making it available for use”. The

characteristics of neural network resemble the characteristics of the human brain in

two aspects:

� The network acquires knowledge through a learning process.

� The weighted links or connections between the neurons store the acquired

knowledge.
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An artificial neural network consists of processing units and weighted interneuron

connections. The processing units are called nodes, neurons or simply units. Each

layer contains a number of neurons that are connected to all neurons of the previous

and the following layers through edges. There are various types of neural networks

that were established to tackle different real world problems. For example, recur-

rent neural networks (such as LSTM and GRU) were built to handle time series

sequential data, convolutional neural network are specialised in image processing,

and encoder-decoder for machine translation, etc. The neural network models em-

ployed in this project along with the proposed architectures are explained in detail

in the following sections.

The neurons are the basic units of computation in the neural network. Neurons

receive inputs from previous neurons along with their associated strength or im-

portance, relative to other inputs, in the form of weights, as shown in Figure 6.1.

Each neuron computes an activation a, that is the weighted sum of incoming inputs

multiplied by their associated weights. The output of the neuron is computed by a

function f(a), formally called an activation function. The activation function for the

hidden layer units is non-linear, while the output layer units can be non-linear in the

case of classification tasks or linear for regression tasks. Introducing non-linearity

to the output of the hidden layer neurons allows the network to learn the non-linear

representation in the dataset.

f(w1 . x1+ w2 . x2 + b)

Bias

Input x1

Input x2

Y

Output = Y = f(w1 . x1+ w2 . x2 +b)

w1

w2

b

Figure 6.1: Example of a simple neural network processing unit.

There are several types of activation functions, some are more suitable than others
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for certain tasks. However, they all receive a single input value and perform a set

of mathematical operations to compute a single output value. The most frequently

encountered activation functions in current practice are:

� Sigmoid: takes an integer value and normalises it to a range of [0,1], as shown

in Figure 6.2. Sigmoid is non-linear, monotonic, easy to implement, outputs

values within a fixed range and continuously differentiable. It is calculated

using the following equation:

σ (x) =
1

(1 + e−x)
(6.1)

10.0 7.5 5.0 2.5 0.0 2.5 5.0 7.5 10.0
0.0

0.2

0.4

0.6

0.8

1.0
Sigmoid function

Figure 6.2: Plotting the graph for the sigmoid function.

� Hyperbolic tangent (tanh): takes an integer value and normalises it to a

range of [-1,1]. Figure 6.3 depicts the graph for the tanh function. tanh is

also non-linear, however, its more popular in natural language processing and

machine translation. tanh is computed given the following equation:

tanh (x) =
ex − e−x

ex + e−x
(6.2)

� Rectified Linear Units (ReLu): takes a real valued input, replaces all

negative values with zero, and outputs a positive number. The graph for the

ReLu function is presented in Figure 6.4. ReLu is non-linear, simple and easy
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Figure 6.3: Plotting the graph for the Hyperbolic Tangent (tanh) function.

to implement. Despite its simplicity, currently it is the most popular activation

function. ReLu is calculated as follows:

F (x) = max (0, x) (6.3)

10.0 7.5 5.0 2.5 0.0 2.5 5.0 7.5 10.0
0

2

4

6

8

10
ReLu function

Figure 6.4: Plotting the graph for the Rectified Linear Unit (ReLu) function.

In terms of training a neural network, when the ground-truth values are given in

the training data, it is called supervised learning. During training phase, the net-

work learns from the available examples to adjust its parameters so that its response
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(estimated target output) matches, as close as possible, the ground-truth output.

There are several learning algorithms (optimisers) that can achieve this objective

using different approaches. Some of the most popular optimisers are gradient de-

scent [170], stochastic gradient descent, Adagrad [171], Adadelta [172], RMS, and

ADAM [173], etc. For this project, ADAM was selected as the optimiser to train

the developed neural network models since it converges much faster and requires

less training epoch. This algorithm is explained in detail in section 6.9.2.

6.2 Multi-Layer Perceptron (MLP)

A feedforward neural network [174], more commonly known as Multi-Layer Percep-

tron (MLP), is a simple neural network made of processing units arranged in two or

more layers, as shown in Figure 6.5. MLP is one of the primary nonlinear machine

learning functions used for both regression and classification tasks in supervised

learning. In this network, neurons in one layer are connected to every neuron in the

next layer via weighted links, that stores the learnt information. This means that

the outputs of all neurons in layer n-1 form the input vector for neurons in layer

n. The network is called feedforward since there are no feedback connections where

the output is fed back to previous layers i.e., the connections form a directed acyclic

graph. The information flows forward through the nonlinear activation function in

the hidden layer, until it reaches the top output layer, where the SBP and DBP are

estimated simultaneously using a linear activation function. The activation a is first

computed as follows:

a = Σi xi wi + b (6.4)

Where xi is the input, wi is the weight associated with each input link and b is

the bias. The term a is the sum of all the incoming input connections multiplied

by their associated weights w in addition to the bias. This is then passed through

the nonlinear activation function F(a) in the hidden layer units to learn a new data

representation and pass it on to the next layer. It was empirically found that ReLu

leads to better performance compared to sigmoid and tanh. Hence, F(a) in this

study is defined by the following equation:

F (a) = max (0, a) (6.5)
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Figure 6.5: Multilayer perceptron with n hidden layers and two output nodes in the output
layer. The links between the neurons represent the weights.

6.3 Long Short Term-Memory (LSTM)

Unlike the network described in the previous section, Long Short Term-Memory

(LSTM) [175] is a variation of Recurrent Neural Networks (RNNs), a family of neu-

ral networks where the connections between the neurons form a directed cycle. This

feature enables the network to learn time domain patterns in sequential data. LSTM

is the state-of-the-art RNNs, specialised in processing temporal sequential data with

the capability of learning long-term dependencies. This network was designed to ad-

dress the vanishing gradient associated with traditional RNNs. This problem occurs

when training a deep neural network or RNN with activation function such as sig-

moid or hyperbolic tangent (tanh). Training a neural network involves computing

the prediction error at the output layer and estimating a gradient. This gradient

error is essentially used by the network to update or optimise the weights at each

layer as it propagates backward from the final layer to the input layer. However,

with deep neural networks i.e., many layers, the gradient decreases dramatically as it

moves backwards through the layers and gets very small as it approaches the initial

layers, this results in little or no update to their weights and biases. The LSTM

resolves this issue by replacing the conventional tanh RNN hidden unit by a memory

cell state Ct that preserves information from previous time steps using three multi-

plicative units. The memory cell acts as a conveyor belt that passes the information

from one-time step to another, while the flow of information is controlled by mul-
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tiple gating mechanisms. This allows the LSTM to handle long term dependencies

in sequential data more effectively than conventional non-recurrent neural networks

and RNNs. The internal LSTM cell is illustrated in Figure 7.6. The LSTM hidden

state ht is calculated by the following equations:

ft = σ(Wf xt + Uf ht−1 + bf ) (6.6)

it = σ(Wi xt + Ui ht−1 + bi ) (6.7)

ot = σ(Wo xt + Uo ht−1 + bo ) (6.8)

ĉt = tanh(Wcxt + Ucht−1 + bc) (6.9)

ct = ft � ct−1 + it � ĉt (6.10)

ht = ot � tanh(ct ) (6.11)

Figure 6.6: Internal LSTM cell structure.

where the f, i and o represent the forget, input and output gates, respectively. The

W, U and b terms denote weight matrices for the input, previous hidden states and

bias, respectively. σ denotes the logistic sigmoid function, tanh stands for the hy-

perbolic tangent function and � represents the element wise multiplication.
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The forget gate controls how much information should be thrown away or forgot-

ten. The input and output gates decide how much information should be accumu-

lated/stored and outputted, respectively. In particular, at time step t, the LSTM

takes the current input Xt and the output from the previous hidden state ht−1 and

pass it through the forget gate ft, which is a sigmoid function (σ). The sigmoid

function outputs values between 0 and 1 for each element of the previous cell state

Ct−1. The information is kept as the output of ft gets closer to 1 and removed

as the output gets closer to 0. In the next step, the input gate it and the new

candidate vector ĉt (output of the tanh layer) are multiplied together to create an

update to the cell state Ct. The input gate decides which values are kept from the

ĉt. Afterwards, Ct is computed by multiplying Ct−1 by the forget gate and add it to

it ∗ ĉt. Finally, the output gate ot determines what information should be carried

to the next hidden state. ht is calculated by multiplying the output of ot by tanh(Ct).

Considering the equations presented, it is noticeable that the LSTM is far more

computationally demanding in comparison to MLP or standard RNNs. Neverthe-

less, LSTMs have shown a significant improvement compared to the previous models.

As a result, LSTMs are currently the state of art technique for time series analysis

such as BP.

6.4 Gated Recurrent Unit (GRU)

Another variant of the RNN that has been more recently proposed to solve the

long-term dependency issue is the Gated Recurrent Unit (GRU) [176], illustrated

in Figure 7.7. Similar to the LSTM, the GRU regulates the flow of information

using multiples gates embedded in its cell and provides superior performance in

comparison to conventional RNNs. However, the GRU has a few advantages over the

LSTM. Firstly, the GRU has only two gates, namely, an update gate and a rest gate.

Secondly, the GRU cell does not contain a memory cell and uses the hidden state to

pass the information instead. Therefore, the GRU is computationally more efficient

in terms of required space and time, and as it has less parameters, hence it trains

faster than LSTMs. Nonetheless, their simplicity should not be underestimated as
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it provides competitive performance in many tasks. The GRU hidden state ht is

generated by the following equations:

rt = σ(Wr xt + Ur ht−1 + br ) (6.12)

zt = σ(Wz xt + Uz ht−1 + bz ) (6.13)

ĥt = tanh(Whxt + Uh(rt � ht−1) + bh (6.14)

ht = (1− zt )� ht−1 + zt � ĥt (6.15)

Where r and z denote the reset and update gates, respectively. ĥt is the new can-

didate activation, σ and tanh stands for sigmoid and hyperbolic tangent functions,

respectively. And W, U and b denote the weight matrices and bias.

The GRU works in a similar fashion as the LSTM, where at each time step the

GRU cell has two inputs which include the current input Xt and the output of the

previous hidden state ht−1. The rest gate rt decides how much information to forget

from the previous hidden state output ht−1. The update gate zt determines how

much the unit updates its activation. zt primarily combines the role of the input

and forget gates of the LSTM which decides what information to discard and what

to add to the new hidden state ht. ht is a linear interpolation between the previous

hidden state ht−1 and the new candidate vector ĥt.

6.5 Difference between LSTM and GRU

The GRU and LSTM belong in the same class of neural networks but utilise different

gating mechanisms to control flow of information which aims at preventing the

vanishing gradient problem. Some of key differences between the LSTM and GRU

units are as follow:

� In order to regulate the flow of information, the LSTM utilises three gates,

namely, input, output and forget gates. Whereas the GRU utilises two gates,

namely, reset and update gates. The input and forget gates of the LSTM are
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Figure 6.7: Internal GRU cell structure.

merged together to form the update gate in the GRU unit.

� Unlike the LSTM unit, the GRU does not have a memory cell, but instead the

GRU exposes the content of the hidden state, in every time step, without any

control.

� The GRU is considered relatively new, proposed in 2014, whereas the LSTM

was first introduced in 1997. Nonetheless, the GRU provides competitive per-

formance, and its computationally more efficient as it requires less computation

(less gates and no memory cell) compared to the LSTM.

� The GRU trains faster and can outperform the LSTM using less training data.

6.6 Bidirectional connections

Traditional unidirectional (layer with forward connection only) LSTM and GRU

networks, at their core, try to capture information from the input data that had

already been processed through their hidden state, from past history ht−1 along

with the present input observation xt. Thus, the unidirectional connection can only

preserve past information from the input.

In order to provide additional context to the network and increase its accuracy, one

can incorporate past input (history) x1,x2,...,xt−1, present input xt and near future

information xt+1,...,xn from input sequence where all time steps are available. This
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Figure 6.8: Example architecture of a bidirectional layer with three-time steps. The con-
ventional forward layer (green) and backward layer (red) are concatenated in each time step
(black dot) to form the final output of a bidirectional layer.

can be achieved through bidirectional RNN (Bi-RNN) connections [177], where the

network creates two hidden layers each time a hidden layer is added to it, as op-

posed to just one unidirectional forward layer in their conventional structures. Each

bidirectional layer has a forward and a backward layer. This layer processes the in-

put sequence in a forward direction, using the first layer, and in backward direction

using the second layer. The forward layer allows the hidden state to consider past

information, while the backward layer allows the hidden state to consider near future

information. Thus, having two layers expose the hidden state to more information

and in turn this allows the network to improve its ability in handling long-term de-

pendencies and increases its performance. A bidirectional layer containing a forward

layer and backward layer is shown in Figure 6.8. On one hand, the forward layer

processes the input in a normal time order, and the forward hidden vector hft is cal-

culated in a similar way as described earlier in the conventional unidirectional LSTM

and GRU layer. On the other hand, the backward hidden vector hbt is obtained by

processing the input in reverse order. The final output of the bidirectional hidden

vector ht is a concatenation of the forward hidden sequence hft and the backward

hidden sequence hbt . ht is calculated as follows:

ht = W fhft + W bhbt + bh (6.16)
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hft = f
(
W f
h xt + Ufhh

f
t−1 + bf

)
(6.17)

hbt = f
(
W b
hxt + U bhh

b
t+1 + bb

)
(6.18)

Where f is computed by the equations presented in section 6.3 for the Bi-LSTM

layer and the equations presented in section 6.4 for the Bi-GRU layer.

6.7 Attention mechanism

Attention mechanism [178, 179] is a major breakthrough in deep learning, particu-

larly, in natural language processing (NLP). Its application lead to improvements on

the encoder-decoder based networks in neural machine translation [178, 180]. A com-

mon implementation of an encoder-decoder architecture uses two RNNs [176, 181].

It is known that the RNNs suffer from the vanishing gradient problem associated

with the time series tasks. This limitation can be avoided using the LSTM, that

is capable of capturing longer range dependencies better than the RNNs. However,

it has been observed that in some cases, particularly in very long sequences, the

LSTM does not always properly memorise very long interdependencies/correlations

[178, 182]. This causes the performance of the encoder-decoder network to degrade

over time resulting in what is known as the long-range dependency problem [182].

The attention mechanism alleviates this problem, by retaining all source input hid-

den states sequence, at every time step, and place more attention/importance to the

most relevant parts of the sequence, in order to produce an output.

The application of attention mechanism has been extended to domains other than

NLP, such as computer vision [183]. To the best of our knowledge, this is the first

time attention mechanism has been applied for cuffless BP estimation using a single

PPG sensor. The advantages of attention in this context is that the large number

of feature vectors of the RNN or Bi-RNN (thereafter (Bi)-RNN for simplicity) may

have different impact on the BP estimation and attention mechanism allows the

network to effectively focus on the more important hidden states or feature vectors,

automatically, in each time step. Those selected hidden states have been identified

as more valuable during the mapping between input sequence and the target output.
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Therefore, larger weights are assigned to the most important hidden states that hold

the significant information. Furthermore, attention mechanism also provides a re-

duced sum (weighted combination) of the hidden states dimension. Attention layer

reduces the (Bi)-RNN outputs with attention vector. By doing this, it effectively

reduces the search space for information by only considering the most effective parts

from the sequence.

In [178], attention mechanism works by computing a context vector Vt that preserves

information from all (Bi)-RNN output hidden states and calculates their alignment

scores with the current target output. Vt is calculated by the following equation:

vt =
t−1∑
i=1

αtihi (6.19)

αt,i = align (yt, xi) =
exp (f (hi, ht))∑t−1
j=1 exp (f (hj , ht))

(6.20)

where αt,i is the weight assigned to the pair of input x at position i and output y

at position t. αti is computed by a softmax function. f is a single layer feedforward

neural network, with nonlinear tanh activation function, as implemented in [178].

The output score of function f attempts to capture the relevance/correlation between

the source input and target output. The obtained attention weights vector is then

passed to the softmax function to normalise its values to a range between (0,1). The

final output vector Vt is generated by computing the weighted sum of the attention

weight vector αt,i and their hidden state vector hi.
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6.8 Proposed architectures

This study provides cuffless and continuous estimation for SBP and DBP using

PPG signals only. The proposed architecture of the deep learning models consist

of one bidirectional RNN layer (Bi-RNN) at the bottom, followed by a stack of

n unidirectional RNN (uni-RNN) layers and one attention layer at the top layer

before the output layer. The proposed architecture is presented in Figure 6.9. The

bidirectional layer helps the network to capture more information by processing

the input sequence in a forward and backward order. Additionally, in order to

solve the vanishing gradient issue that occurs during the training of a deep RNN,

the conventional RNN units were replaced by LSTM and GRU units, each tested

separately on the proposed architecture. This study attempted to further improve

the performance of the model by training the network to focus on the hidden states

with significant information using attention mechanism. The SBP and DBP were

then estimated using a linear activation function in the output layer. Two deep

learning recurrent models were proposed and evaluated in this research using the

same neural network architecture, one model is equipped with LSTM cells in its

hidden units while the other is equipped with GRU cells in its hidden units. The

number of units and the number of stacked unidirectional layers were optimised

during training.
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Figure 6.9: The architecture of the proposed models: the dotted block represents the Bi-
RNN layer which consists of a forward (green) and backward (red) layer, and the output of the
two layers are concatenated together represented by a black dot. This is then followed by one
or more unidirectional (forward direction) RNN layers (green). The output of the last RNN
hidden layer goes through an attention layer to calculate the context vector and afterwards
the SBP and DBP values are calculated using linear activation. The internal RNN cells are
replaced by the LSTM and GRU units presented in Figures 7.6,7.7, respectively

6.9 Neural network training

6.9.1 Cost or objective function

Training a neural network is crucial in order to find the optimum set of parameters

that can best approximate the target output. This process primarily involves modi-

fying or more accurately optimising the model’s weights and biases. To achieve this

goal, during training, the model aims to minimise an objective function, also known
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as loss or cost function. The values of the cost function indicate how closely is the

network able to estimate the target output on a given dataset. Thus, the objective

of training a model is to find a particular set of parameters -weights and biases,

corresponding to the lowest value (error) of the cost function. Such point is referred

to as local or global minima.

In this project, the objective function to minimise during the training stage is the

Mean Squared Error (MSE) function. MSE is the most commonly used objective

function for regression tasks, and is calculated using the following equation:

MSE =
1

n

n∑
i=1

(yi − ŷi)2 (6.21)

where yi is the ground truth value for the ith observation in the dataset and ŷi is

the estimated value for the ith observation. MSE computes the average squared

difference between the ground truth value and the predicted value. When the MSE

score decreases, the performance of the model improves, and thus the estimation

accuracy increases.

6.9.2 ADAM optimiser

The optimiser is the learning algorithm that is used during the training stage to

update and optimise the weights and biases of a neural network model. In this

project, the learning algorithm utilised is the Adaptive Moment Estimation (Adam)

[173]. This optimiser is computationally and memory efficient, suitable for tasks that

deals with large dataset, and simple to implement [173]. It is a stochastic first-order

gradient-based optimiser that utilises historical and statistical information of the

gradient of the cost function to update the weights and biases of the model. Adam

can outperform and converge to a minimum (lowest error value) quicker than popular

optimisers such as Stochastic Gradient Descent (SGD) or Root Mean Squared (RMS)

optimisers. This is attributed to the fact that Adam computes an adaptive learn-

ing rate (i.e., size of the step taken towards finding a minimum), and bias-correction

and momentum for each parameter as opposed to SGD and RMS, respectively. [173].
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The algorithm utilises the computed gradient of the cost function (g) with respect

to model parameters. g is calculated using the following equation:

gt = ∇θJ(θt) (6.22)

where∇θ is the partial derivative of the cost function J(θ) parametrised by the model

parameters (θ) at time step t. Afterwards, the learner algorithm uses the computed

gradient to calculate an exponentially decaying average of the past gradient and the

past squared gradient given the following equations:

mt = β1mt−1 + (1− β1) gt (6.23)

vt = β2mt−1 + (1− β2) g2t (6.24)

Where mt and vt are the mean and variance of the gradient, respectively. And β

is the decaying rate. The inventors of Adam observed during the initialisation of

mt and vt, where the values are set to zero, that the optimiser was biased towards

zero. Therefore, to overcome this issue, a bias corrected mean and variance were

computed as follows:

m′t =
mt

1− βt1
(6.25)

v′t =
vt

1− βt2
(6.26)

The weights and biases of the neural network model are then updated using Adam’s

update rule:

θt+1 = θt −
n

∈ +
√
v′t
m′t (6.27)

where θ and n represent the model parameters that need to be updated and the

learning rate, respectively.

6.9.3 Back-propagation

Back-propagation is an elegant method for computing the gradient of the cost func-

tion for neural network models [184]. The learning algorithms, such as Adam, Gra-
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dient Descent (GD), SGD, RMS optimisers etc., often take advantage of this efficient

computational trick to calculate the gradient of the error function, required for the

update rule, in order to modify the model’s parameters- weights and biases, as

described in section 6.9.2 for Adam optimiser’s update rule. The significance of

back-propagation is that it offers a simple straightforward implementation of the

chain rule of derivatives. This essentially allows all partial derivatives, required for

the gradient computation, to be computed in linear time in terms of the graph size.

The time and memory required for computing the gradient using the traditional

method increases exponentially as the size of the graph increases.

Back-propagation works the following way. The initialisation of the neural network

starts with random weights and biases. Afterwards, a feedforward pass is performed,

where every observation in the dataset is propagated forward through the network,

from the input layer towards the output layer. At each layer, every neuron receives

input values from the previous layer. For every neuron, an activation value is calcu-

lated from the incoming inputs and their associated weights. For the hidden layer

neurons, this activation value is fed into a non-linear activation function, such as

ReLu, sigmoid, or tanh, etc., to calculate an output value (h) for every neuron. The

output is then propagated forwards to neurons of the next layer. This process is

repeated, for every observation in the dataset, at every layer, until the final out-

put layer is reached. The final target outputs are calculated in a similar fashion

i.e., using the incoming inputs and weights, however, since this is a regression task,

the activation function for the output neurons is linear. Afterwards, the estimated

output values (SBP and DBP) are observed and compared against the reference

(ground-truth) values. The cost function (MSE) calculates the error value between

the predicted output (obtained through the forward propagation) and the reference

output. The error is then propagated back through every layer of the network. In

order to update the weights for every neuron across all layers, the back-propagation

algorithm calculates the gradient of the MSE with respect to model parameters. The

optimiser then updates the model parameters θ, given the update rule described in

section 6.9.2, for every layer until the first layer is reached. This process is repeated

until all observations have been processed.
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6.9.4 Implementation and optimisation

Unlike the classical models implemented in the previous chapter, neural network

models can estimate SBP and DBP in one model structure, hence both objectives

were approximated simultaneously. All neural network models described in this

chapter were implemented in python using tensorflow. In terms of optimisation,

the main parameters that need to be fine-tuned are almost similar for all models,

such as batch size, number of epochs, learning rate, number of hidden layers and

number of units in each layer. The batch size and number of epochs were fixed to

64 and 300 respectively. As for the remaining parameters, Table 6.1 provides the

best combination obtained from the grid search on each dataset (full and reduced

feature sets).

Table 6.1: Best parameters for each neural network model on the 52 and 24-feature set

best parameters

Models parameters grid-search 52-feature set 24-feature set

MLP {# of layers; # of units in each layer; learning rate} {3; 100,250,500; 0.01} {3; 100,250,500; 0.01}

LSTM {# of layers; # of units in each layer; learning rate} {3; 512,512,512; 0.001} {4; 512,512,512,512; 0.0001}

GRU {# of layers; # of units in each layer; learning rate} {4; 512,512,512,512; 0.001} {3; 512,512,512; 0.001}

Bi-LSTM + LSTM+ attention {# of Bi-LSTM units; # of LSTM units in each layer; learning rate} {512; 512,512,512,512; 0.0001} {512; 512,512,512,512; 0.0001

Bi-GRU + GRU + attention {# of Bi-GRU units; # of GRU units in each layer; learning rate} {512; 512; 0.001} {512; 512,512; 0.001}

6.10 Summary

Similar to classical machine learning models, there are different types of neural net-

works that were established to handle various data types (sequential, images, text,

etc) and regression as well as classification problems. In this study, the PPG signal

is a time series signal, hence, it requires a special type of neural networks, namely,

recurrent neural networks. However, traditional RNNs suffer from the vanishing or

exploding gradient. This can be avoided using the LSTM and GRU units instead of

the tanh unit found in the traditional RNNs. Furthermore, this study implements

bidirectional connections in order to allow the network to access more information.

Additionally, the attention mechanism forces the network to focus its search on the

most relevant units for the BP estimation. The next chapter assesses the perfor-

mance of all the aforementioned models and compares them against the performance

of the classical machine learning models.
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Chapter 7

Performance Metrics and

Evaluation of Machine Learning

and Neural Network Algorithms

on the MIMIC II

This chapter introduces the evaluation metrics used for assessing the estimation per-

formance for all the classical machine learning and neural network models described

in chapters 5 and 6. It starts by presenting the most common statistical metrics

used in the literature, namely, mean absolute error and standards deviation, as well

the international standard metric followed in this study. It also presents various

graphical performance evaluation tools for further analysing the estimation preci-

sion. The results for all models, on both datasets, are then presented and compared

against each other.

7.1 Data partitioning

Data partitioning is a common technique in supervised machine learning used for

training, optimising and validating a predictive model. There are several ways to

partition the dataset into smaller subsets, such as, splitting the data into train and

test or train, validation and test or cross validation and test or leave-one-out and

test, etc. Selecting the right partitioning option mainly depends on the size of the

available dataset. For example, partitioning into train and test sets is the best prac-
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tice when the dataset is extremely large. Conversely, leave-one-out or 10-fold cross

validation are better options when the data is scarce or relatively small. However,

the common denominator between all these partitioning techniques is the reserva-

tion of a small separate subset of the dataset out of the analysis, known as a test

set, for validating the final optimised predictive model on unseen data. Thus, par-

titioning the dataset using any of the aforementioned techniques serves the same

purpose, that is avoiding overfitting or underfitting the data during training, and

subsequently examining the validity or generalisation of the model on unseen data.

In this research project, the datasets were divided into 70% train, 15% validation

and 15% test sets. The training set was used for optimising the model parameters.

While the test set was reserved for the final evaluation of the optimised model and

remained completely disjoint from the training data. The model selection criterion

was based on the lowest error on the validation set.

7.2 Performance metrics

Several evaluation metrics were used to assess the estimation accuracy and the gen-

eralisation of the developed models. These metrics can be divided into descriptive

statistics and graphical analytical representations. The former comprises the most

common evaluation metrics in the literature, such as, mean absolute error, mean

error and their standard deviation. While the latter consists of popular graphical

evaluation methods, such as Bland-Altman plots, regression plots and histogram of

error distribution. These methods are described in more detail in the following sub-

sections. However, taking into consideration the trade-off between complexity and

accuracy, as well as the fact that the results obtained from the 52 feature set and

the reduced feature set are comparable with insignificant difference (as seen in the

following sections), the graphical analytical tools will only be applied on the reduced

feature set for further analysis.

7.2.1 Mean absolute error

Mean absolute error (MAE) is a widely used BP estimation metric in the literature,

hence, it has been selected in order to allow fair comparisons to be made between the

results obtained in this research against other works in this field. The MAE is the
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average of all absolute differences between the estimated BP values and the ground

truth (reference) BP values, in millimetre of mercury (mmHg). MAE is calculated

using the following equation:

MAE =
1

n

n∑
i=1

|ŷi − yi| (7.1)

where n is the total number of samples, yi and ŷi are the reference and estimated

BP values for the ith observation, respectively.

7.2.2 Standard deviation

The standard deviation (SD) is a statistical measure of the variation of a set of values

relative to their mean value. In this research, SD is the measure of the deviation of

the error (MAE and ME) relative to the mean error. SD is calculated as the square

root of the variance using the following formula:

SD =

√√√√ 1

n− 1

n∑
i=1

(xi − x)2 (7.2)

where xi and x are the error of the ith observation and mean error, respectively.

7.2.3 Cuffless BP global standard- AAMI

The American National Standards of the Association for the Advancement of Med-

ical Instrumentation (AAMI) sets the global standard of acceptable non-invasive

cuffless BP using the mean error difference (ME) and SD metric. According to the

AAMI criterion, the ME and SD of the non-invasive cuffless BP measurement, eval-

uated on at least 85 subjects, should be less than or equal to 5 mmHg and 8 mmHg,

respectively. The ME is calculated as follows:

ME =
1

n

n∑
i=1

(ŷi − yi) (7.3)
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7.2.4 Bland-Altman Plot

Bland Altman plot [185] is a useful analytical tool for evaluating the relationship

between a pair of variables. Particularly, it displays the difference between a pair

of variables (i.e., difference between estimated BP and reference BP) over the mean

of all pair of variables, and constructs ±1.96SD lines parallel to the mean, corre-

sponding to the limit of agreements interval, within which 95% of the differences

between the estimated and reference values fall. Thus, providing a simple graphical

representation for visually assessing mean differences as well as evaluating the limits

of agreement (confidence interval) between the estimates of the predictive model and

the reference method. An example of a Bland Altman plot is shown in Figure 7.1.

The x-axis represents the mean of the pair of variables, while the y-axis corresponds

to the difference between these pairs. The two dashed lines show the constructed

95% confidence interval.

Figure 7.1: Graphical representation showing an example of Bland-Altman plot. The line in
the centre represents the mean difference between the estimated and reference values, while the
two parallel dashed lines represent the confidence interval or limits of agreement at ±1.96SD
from the mean difference

7.2.5 Regression Plot

Regression plot is another way of assessing the strength of the relationship between

the estimated BP (independent variable) and reference BP (dependent variable).

113



These plots can also help determine how closely the model was able to estimate

the target output, and subsequently determine consistency and goodness fit of the

model. For example, Figure 7.2 shows a regression plot between the reference SBP

and estimated SBP. The figure clearly shows a strong positive linear correlation

between the two variables, which is quantified by the R-value (Pearson’s Correlation

coefficient). Hence, in this case, the plot shows that the model was well fitted on

the data.

Figure 7.2: Graphical representation showing an example of a regression plot between the
estimated and reference SBP with a linear regression (red) line. R represents the Pearson’s
correlation coefficient between the two variables.

7.3 Results from MLR

7.3.1 Evaluation using MAE, SD and AAMI

Table 7.1 presents the results obtained from the MLR model on the 52-feature set

(listed in Table 4.2) and the reduced feature set (presented in Table 4.5) using the

MAE±SD mmHg and AAMI (ME±SD mmHg). It can be seen from Table 7.1 that

the overall performance of the model is very poor. Particularly, the MAE±SD for

the SBP and DBP estimation on the 52-feature set are 14.86±10.88 mmHg and

7.14±6.3 mmHg, respectively. Whereas the MAE±SD obtained from the reduced

feature set is 15.11±10.95 mmHg for SBP and 7.42±6.6 mmHg for DBP. Thus, it can

be seen that there is an insignificant change in the overall performance of the model

on the reduced feature set compared to the performance on the full 52 feature set.

Furthermore, the results signify that the MLR is incapable of accurately capturing
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or modelling the relationship between the extracted PPG features and the target BP

variables, which suggests that there is an inherently complex nonlinear relationship

between the input variables and the dependent variables in the dataset. This is

further supported by the performance evaluation using the AAMI metric. Table 7.1

shows that the ME±SD for SBP and DBP failed to meet the AAMI requirements on

both 52 feature set as well as the reduced feature set. For example, the SD for the

SBP vastly exceeded the ±8 mmHg limit set by the AAMI. High SD indicates high

variability in the estimation, and in turn low precision. On the other hand, DBP

estimation was slightly better, as indicated by the lower MAE±SD and ME±SD in

comparison to SBP. This is due to the fact that the range of DBP values is much

smaller compared to the SBP values in the dataset. Nonetheless, the SD for both

SBP and DBP were higher than the acceptable range set by the AAMI standard.

The following subsections will further analyse the results obtained on the reduced

feature set.

Table 7.1: Results of the multi-linear regression (MLR) model on the 52 and reduced-feature
set using MAE±SD mmHg and AAMI (ME±SD mmHg)

Model: MLR SBP DBP

Results MAE ±SD ME ±SD MAE ±SD ME ±SD

52-features 14.86 10.88 -0.24 18.42 7.14 6.3 0.19 9.52

reduced set 15.11 10.95 -0.02 18.66 7.42 6.6 -0.08 9.93

Figure 7.3 present the histograms of the distribution of the estimation error for the

SBP and DBP values using the MLR model on the reduced feature set. It can be

seen from the histograms that the error is centered around zero but distributed over

a large range of roughly (-50,+50) and (-40,+20) for SBP and DBP, respectively.

Moreover, the SBP error is normally distributed, while the DBP is left skewed. This

means that higher DBP values were underestimated by the MLR model. Overall,

given that the error range is too large, it can be said that the MLR was unable to

predict the SBP and DBP values correctly.
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Figure 7.3: Histogram of error distribution for the estimated SBP (top) and DBP (bottom)
using the multilinear regression model.

7.3.2 Evaluation using Bland-Altman plots

Bland-Altman plots is another visual analytical tool used for assessing the perfor-

mance of the MLR model. Ideally, in case of high estimation accuracy, the data

points should be spread across the whole range of target values in the dataset on

the x-axis with a narrow error range on the y-axis. However, the Bland-Altman

plots in Figure 7.4 shows the opposite scenario for the MLR model. First, it can

be seen that the range of target values on the x-axis is limited to roughly (110,170)

mmHg for SBP and (65,90) mmHg for DBP. Thus, the MLR was unable to estimate

low SBP and high DBP values. Furthermore, the data points are spread diagonally

over a large y-axis range, which indicates a high variance in the estimation error.

In particular, the upper and lower limits of agreements are (-36.6,36.55) for SBP

and (-19.55,19.38) for DBP, respectively. The limits of agreements are beyond the

acceptable AAMI limits, which in this case are, ±8*1.96 (±15.68 mmHg). However,

the mean difference for both SBP and DBP are within the AAMI limits i.e. below

5 mmHg.

116



Figure 7.4: Bland Altman plots between the estimated and ground-truth values for SBP
(top) and DBP (bottom) using the multilinear regression model.

7.3.3 Evaluation using Regression plots

Figure 7.5 presents the regression plots between the reference and estimated values

for both SBP and DBP using the MLR model. These figures clearly show a very

weak correlation between the estimated and reference values for SBP and DBP.

This is evident by the almost horizontal linear regression line in both figures, in

addition to the very low correlation coefficient R of 0.34 and 0.26 for SBP and DBP,

respectively. Thus, given all the previously mentioned indicators and analysis, it can

be said that the MLR model is not a suitable estimator for continuous non-invasive

and cuffless BP.

7.4 Results from SVR

7.4.1 Evaluation using MAE, SD and AAMI

The results obtained using the SVR model on both 52-feature set and reduced fea-

ture set are presented in Table 7.2. At first glance, it can be seen from this table

that there is a slight improvement over the results obtained using the MLR model
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Figure 7.5: Regression plots with a linear regression line for the estimated and ground-truth
SBP (top) and DBP (bottom) using the multilinear regression model.

in Table 7.1. Table 7.2 shows a reduction of roughly 2 mmHg in MAE for SBP

and a reduction of around 1.3 mmHg in MAE for DBP, on both dataset, compared

to the results presented in Table 7.1. However, overall the MAE and SD for both

SBP and DBP are still very high. In particular, the MAE±SD on the 52-feature

set is 12.49±10.99 mmHg for SBP and 5.82±6.24 mmHg for DBP. Furthermore, the

results on the reduced feature set are also within the same range with negligible dif-

ference, with 12.95±11 mmHg and 6.11±6.7 mmHg for SBP and DBP, respectively.

Thus, the estimation accuracy for the SVR is low, especially for the SBP due to the

larger range of values in the datasets. In terms of ME and SD, both SBP and DBP

did not meet the AAMI requirements on all datasets. Table 7.2 shows that the SD

of the ME for the SBP is twice as high as the AAMI limit, while the SD of ME for

the DBP fell short by less than 1 mmHg of the acceptable limit.

The distribution of the estimation error for SBP and DBP on the reduced feature

set are presented in Figure 7.6. Similar to the MLR model in the previous section,

it can be seen that the error is distributed around zero with a relatively large range

of (-60,60) and (-40,20) for SBP and DBP, respectively. Additionally, the error
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Table 7.2: Results of the SVR model on the 52 and reduced-feature set using MAE±SD
mmHg and AAMI (ME±SD mmHg)

Model: SVR SBP DBP

Results MAE ±SD ME ±SD MAE ±SD ME ±SD

52-feature set 12.49 10.99 -0.53 16.63 5.82 6.24 -1.07 8.46

reduced set 12.95 11 -0.31 16.99 6.11 6.7 -1.35 8.97

for the SBP is normally distributed, while the estimation error for the DBP is left

skewed (i.e., SVR underestimated high DBP values). Therefore, these histograms

show inconsistency and low estimation accuracy.

Figure 7.6: Histogram of error distribution for the estimated SBP (top) and DBP (bottom)
using the SVR model.

7.4.2 Evaluation using Bland Altman plots

The Bland-Altman plots between the estimated and reference values for both SBP

and DBP are shown in Figure 7.7. These plots show that the data points are not

spread across the whole range of SBP and DBP values in the dataset but instead

are spread diagonally over a wide range of y-axis (representing the error range).

This further proves that the SVR failed to accurately estimate the target values

in the dataset. The mean difference for SBP and DBP are -0.5 mmHg and -1.58
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mmHg, respectively. Whereas the limits of agreement are (-36.45,35.44) for SBP and

(-20.6,17.44) for DBP. Similar to the MLR model, the limits of agreement exceeded

the 15.68 mmHg (8x1.96) limits of the AAMI standards. This confirms the low

estimation precision of the SVR on this dataset.

Figure 7.7: Bland Altman plots between the estimated and ground-truth values for SBP
(top) and DBP (bottom) using the SVR model.

7.4.3 Evaluation using Regression plots

The relationship between the estimated and reference values for both SBP and DBP

using the SVR model are illustrated in Figure 7.8. The regression plots show a very

weak correlation between the estimated and reference values. This is depicted by the

horizontal linear regression line and the low correlation coefficient. The Pearson’s

correlation coefficient R is 0.34 and 0.26 for SBP and DBP, respectively. Thus, the

estimated SBP and DBP values are not in accordance with reference target values in

the dataset. Therefore, the performance of the SVR model is poor, and subsequently

it is not suitable for non-invasive, cuffless and continuous BP estimation.
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Figure 7.8: Regression plots with a linear regression line for the estimated and ground-truth
SBP (top) and DBP (bottom) using the SVR model.

7.5 Results from Random forest

7.5.1 Evaluation using MAE, SD and AAMI

The results obtained using the random forest (RF) model, on both datasets, are

presented in Table 7.3. It can be seen that there is a noticeable improvement in

comparison to the results obtained from the MLR model in Table 7.1 and the SVR

model in Table 7.2. For example, the MAE for SBP is reduced by more than 3 mmHg

and 1 mmHg compared to the MLR and SVR models, respectively. The MAE±SD

for SBP estimated by the RF model is 11.36±9.5 mmHg on the 52 feature set and

11.47±9.4 mmHg on the reduced feature set. On the other hand, the MAE±SD for

the DBP is 5.5±5.26 mmHg and 5.58±5.7 mmHg on the 52 feature set and reduced

feature set, respectively. Again, similar to the previously mentioned models, there

is a negligible difference between the results obtained on the reduced feature set and

the 52 feature set. Nonetheless, overall the MAE and SD for both SBP and DBP are

high, even with the performance improvement compared to the last two models. As

for the performance evaluation using the AAMI standard, the SBP failed to meet

the requirements on both dataset, while the ME±SD for the DBP where within the
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acceptable limits (below 5±8 mmHg) on both full and reduced feature sets.

Table 7.3: Results of the random forest (RF) model on the 52 and reduced-feature set using
MAE±SD mmHg and AAMI (ME±SD mmHg)

Model: RF SBP DBP

Results MAE ±SD ME ±SD MAE ±SD ME ±SD

52-features 11.36 9.5 -0.2 14.8 5.5 5.26 0.12 7.61

reduced set 11.47 9.49 -0.09 14.89 5.58 5.7 -0.1 7.98

Figure 7.9 shows the estimation error distribution for SBP and DBP on the reduced

feature set. The histogram plot for the SBP estimation error is normally distributed

around zero over a range of (-40,40) mmHg. As for the DBP estimation error, the

histogram shows that the error is almost normally distributed around zero with a

range of (-20,20). Thus, compared to the previous model, the plots in Figure 7.9

have a smaller error range for both SBP and DBP. However, these large error ranges

illustrate the low estimation precision of the RF model on this dataset.

Figure 7.9: Histogram of error distribution for the estimated SBP (top) and DBP (bottom)
using the random forest model.
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7.5.2 Evaluation using Bland Altman plots

The plots in Figure 7.10 present the Bland-Altman graphs between the reference

and estimated SBP and DBP values using the RF model. These plots do not show a

significant difference compared with the Bland-Altman plots presented in the previ-

ous sections. The mean difference between the estimated and reference SBP values

is -0.09 mmHg, and lower and upper limits of agreements are (-29.27,29.09), where

95% of the error falls. Furthermore, the mean difference for the DBP is -0.1 mmHg

and at 95% confidence interval, the limits of agreements were (-15.74,15.54). This

further proves that the DBP estimation were within the acceptable limits of the

AAMI standards. However, these figures show high variance for both SBP and DBP

estimation, and subsequently, the overall performance of the RF model is weak.

Figure 7.10: Bland Altman plots between the estimated and ground-truth values for SBP
(top) and DBP (bottom) using the random forest model.

7.5.3 Evaluation using Regression plots

The regression plots for SBP and DBP using the RF model are presented in Figure

7.11. These plots show a better correlation between the reference and estimated val-

ues in comparison to the previous two models (MLR and SVR). In particular, these
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plots illustrate a slightly stronger positive correlation, which is further supported

by the higher Pearson’s correlation coefficient R (almost double that of the previous

models). The R value for the SBP is 0.68 and 0.65 for the DBP. Though the R

value is showing more strength compared the MLR and SVR model, the R-squared

(explained variance) for both targets are still very low. Therefore, given all the

previously mentioned evaluation metrics, the RF model did not accurately capture

the relationship between the independent variables and the target variables in the

dataset. Thus, this model is not reliable for cuffless and continuous BP estimation.

Figure 7.11: Regression plots with a linear regression line for the estimated and ground-truth
SBP (top) and DBP (bottom) using the random forest model.

7.6 Results from AdaBoost

7.6.1 Evaluation using MAE, SD and AAMI

The performance evaluation of the AdaBoost model, for SBP and DBP, using the

MAE and SD, as well as the AAMI metric are presented in Table 7.4. It can be

seen from this table that the results obtained using the AdaBoost model are the

worst compared to the results obtained using the models mentioned in the previous

sections, including the MLR model. On the 52 feature set, the MAE±SD for the
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SBP and DBP are 15.15±10.68 mmHg and 7.4±6.15 mmHg, respectively. Addition-

ally, the MAE±SD results obtained on the reduced set are 15.18±10.69 mmHg for

SBP and 7.57±6.4 mmHg for DBP. Hence, the performance is poor and the model

was unable to estimate the target outputs accurately. Furthermore, the ME and

SD did not statisfy the AAMI requirements for both SBP and DBP on the 52 and

reduced feature sets. Thus, given the weak performance and low estimation preci-

sion, AdaBoost is not a suitable estimator for cuffless and continuous BP monitoring.

Table 7.4: Results of the AdaBoost model on the 52 and reduced-feature set using MAE±SD
mmHg and AAMI (ME±SD mmHg)

Model:
AdaBoost

SBP DBP

Results MAE ±SD ME ±SD MAE ±SD ME ±SD

52-features 15.15 10.68 -0.17 18.54 7.4 6.15 0.46 9.61

reduced set 15.18 10.69 -0.06 18.56 7.57 6.4 0.74 9.88

The Histograms in Figure 7.12 present the estimation error distribution for SBP and

DBP on the reduced feature set. Similar to previous models, the error is normally

distributed around zero with a range of (-45,45) for SBP, while the distribution for

the DBP is left skewed with a range of (-40,20). The wide error further confirms the

low estimation precision obtained using the AdaBoost model.
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Figure 7.12: Histogram of error distribution for the estimated SBP (top) and DBP (bottom)
using the AdaBoost model.

7.6.2 Evaluation using Bland Altman plots

The performance evaluation using the Bland-Altman plots between the estimated

and reference values on the reduced feature set are shown in Figure 7.13. The mean

difference and limits of agreements for the SBP are -0.06 mmHg and (-36.44,36.32),

respectively. While the mean difference and limits of agreements for the DBP are

0.74 mmHg and (-18.63,20.11), respectively. These plots illustrate a narrower range

of values on the x-axis and a wider range of error compared to the previous models

described in this chapter.
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Figure 7.13: Bland Altman plots between the estimated and ground-truth values for SBP
(top) and DBP (bottom) using the AdaBoost model.

7.6.3 Evaluation using Regression plots

The regression plots between the estimated and reference values on the reduced

dataset are presented in Figure 7.14. These plots clearly show a very weak correlation

between the values estimated by the AdaBoost model and the reference target values.

Furthermore, it can be seen that the predictions are not in-line with the reference

values. This claim is supported by the low Pearson’s correlation coefficient R of 0.39

for SBP and 0.29 for the DBP. Thus, the AdaBoost is not a suitable estimator for

the cuffless and continuous BP monitoring.
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Figure 7.14: Regression plots with a linear regression line for the estimated and ground-truth
SBP (top) and DBP (bottom) using the AdaBoost model.

7.7 Results from multilayer perceptron (MLP)

7.7.1 Evaluation using MAE, SD and AAMI

Table 7.5 presents the results obtained using the MLP neural network on the 52

feature set and the reduced feature set. It is obvious from this table that the MLP

provided a superior performance in comparison to the classical machine learning

models. This is noticeable by the considerable reduction of error in Table 7.5 com-

pared to the results produced by the MLR in Table 7.1, SVR in Table 7.2, RF in

Table 7.3, and particularly the AdaBoost in Table 7.4. The MAE±SD obtained by

the MLP for the SBP and DBP on the 52 feature set are 9.16±8.91 mmHg and

5.26±5.39 mmHg, respectively. Additionally, almost the exact same results were

obtained on the reduced feature set, where the MAE±SD for the SBP is 9.21±8.84

mmHg and 5.16±5.41 mmHg for DBP. Though the results on both datasets were

similar, the complexity is significantly reduced when the input feature dimension is

cut by more than half. In terms of performance evaluation against the AAMI met-

ric, the DBP estimation were within the acceptable limits, while the SBP did not
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satisfy the requirements. Consequently, given the relatively low accuracy on both

datasets, and the fact that the MLP cannot fully capture the relationship between

the temporal input features and the target outputs, this model is deemed unreliable

for continuous BP estimation.

Table 7.5: Results of the multi-layer perceptron (MLP) model on the 52 and 24-feature set
using MAE±SD mmHg and AAMI (ME±SD mmHg)

Model: MLP SBP DBP

Results MAE ±SD ME ±SD MAE ±SD ME ±SD

52-features 9.16 8.91 -0.11 12.78 5.26 5.39 -1.05 7.45

24-features 9.21 8.84 0.33 12.76 5.16 5.41 -0.19 7.47

The histogram plots in Figure 7.15 present the estimation error distribution for

the SBP and DBP on the 24 feature set. These plots show a slight improvement

compared to previous models, as illustrated by the narrower range of error and

normal distribution, as opposed to the left skewed distribution for the DBP and

wider error range in the previous cases. The estimation error is centered around zero

mainly between the range of (-25,25) and (-20,20) for SBP and DBP, respectively.
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Figure 7.15: Histogram of error distribution for the estimated SBP (top) and DBP (bottom)
using the MLP network.

7.7.2 Evaluation using Bland Altman plots

The evaluation between the estimated and reference values using the Bland-Altman

plots are shown in Figure 7.16. The plots show two main differences in comparison

to the classical machine learning models: 1) the upper and lower limits of agreements

for both the SBP and DBP are smaller, and 2) the data points are spread across the

entire range of target values in the dataset i.e. (80,180) mmHg for SBP and (60,130)

mmHg for DBP. The mean difference between the estimated and reference values are

0.33 for SBP and -0.19 for DBP. At 95% confidence, the limits of agreements for SBP

is (-24.7,25.35) and (-14.8,14.46) for DBP. Thus, as illustrated by these plots, the

ME for both SBP and DBP were within the required limits of the AAMI standards,

however, only the SD of error for estimated DBP was within the acceptable limits.
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Figure 7.16: Bland Altman plots between the estimated and ground-truth values for SBP
(top) and DBP (bottom) using the multi-layer perceptron (MLP) neural network.

7.7.3 Evaluation using Regression plots

The regression plots, in Figure 7.17, between the estimated and ground-truth values

also present a large improvement compared to previous plots. It can be seen from

these figures that the SBP and DBP estimation were in accordance with the reference

values on the 24 feature set. Additionally, these plots show a stronger positive

correlation between the predicted and ground truth values, as illustrated by the

linear regression line and the correlation coefficient. The estimated SBP had a

stronger correlation with the reference SBP values (R = 0.78), while the DBP had

slightly less positive correlation with the reference DBP value (R = 0.7). Overall, the

MLP model outperformed all the previous models by a large margin. Nonetheless,

the MLP estimation accuracy is not reliable for accurate long term prediction.
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Figure 7.17: Regression plots with a linear regression line for the estimated and ground-truth
SBP (top) and DBP (bottom) using the MLP network.

7.8 Results from LSTM

7.8.1 Evaluation using MAE, SD and AAMI

The results obtained using the LTSM model on both datasets are presented in Ta-

ble 7.6. The performance was assessed using the MAE±SD and ME±SD (AAMI

metric) on both datasets. The results presented in Table 7.6 show a significant

improvement compared to the results obtained using the classical machine learning

models and MLP. For example, the MAE for SBP was reduced more than 62% in

some case (such as AdaBoost and MLR), while the MAE for the DBP was reduced

by up to 58%. The LSTM achieved a MAE±SD of 5.7±8.38 mmHg for the SBP and

3.17±4.77 mmHg for DBP on the 52 feature set. On the other hand, the MAE±SD

on the 24 feature set were 5.97±8.81 mmHg for SBP and 3.27±4.99 mmHg for DBP.

Considering the trade off between the complexity and accuracy, the time taken to
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train the model on the reduced feature set was reduced while the estimation accuracy

was almost unaffected. Furthermore, compared to all previously mentioned models,

the evaluation metric using the AAMI depict a further reduction to the SD of error

for both SBP and DBP on both datasets. The ME and SD for the DBP estimation

are well below the limits set by the AAMI standards (±8 mmHg), while the SD of

the ME for the SBP fell short by only 2.62 mmHg on the reduced 24 feature set and

only 2 mmHg on the full 52 feature set. Given the significant accuracy improvement

obtained using the LSTM on both dataset, it can be said that modelling temporal

dependencies between the input features is essential for more accurate long term

estimation.

Table 7.6: Results of the LSTM model on the 52 and 24-feature set using MAE±SD mmHg
and AAMI (ME±SD mmHg)

Model: LSTM SBP DBP

Results MAE ±SD ME ±SD MAE ±SD ME ±SD

52-features 5.7 8.38 -1.3 10 3.17 4.77 -0.55 5.69

24-features 5.97 8.81 -0.56 10.62 3.27 4.99 -0.55 5.94

The estimation error distribution for the SBP and DBP using the LSTM model on

the 24 feature set are shown in Figure 7.18. As expected, the histograms show a

narrow error range (narrow base of the histogram) and a higher frequency around

zero. This indicates that the error is centered around (the mean) zero and that

the majority of the error lies within a close range of the mean. This can be easily

distinguished when compared to the histograms in Figures 7.3, 7.6, 7.9, 7.12 and 7.15.

The plots in Figure 7.18 show a normal distribution around zero with an estimation

error range of mainly (-15,15) mmHg for SBP and roughly (-10,10) mmHg for DBP.

133



Figure 7.18: Histogram of error distribution for the estimated SBP (top) and DBP (bottom)
using the conventional LSTM.

7.8.2 Evaluation using Bland Altman plots

The Bland-Altman plots between the estimated and reference values for SBP and

DBP on the reduced feature set are shown in Figure 7.19. These plots show a

noticeable difference in comparison to Bland-Altman plots presented in the previous

sections, such as Figures 7.4, 7.7, 7.10, and 7.13, etc. The main difference is that the

data points in Figure 7.19 are spread horizontal along the entire range of BP values

in the dataset and concentrated around the error zero on the y-axis with a narrow

range, as opposed to the previous Bland-Altman figures were the data points are

spread vertically (much larger error range on the y-axis over a smaller range of BP

values on the x-axis). Furthermore, the upper and lower limits of agreements are now

reduced over a smaller range. For example, the mean difference and [lower,upper]

limits of agreements between the estimated and ground-truth values are -0.56 and

(-21.3,20.26) for SBP, and -0.55 and (-12.2,11.09) for DBP. Although the limits of

agreement where 95% of the error lies might be large, it is obvious from the plots

that the data points are mainly concentrated within (-10,10) and (-7,7) for SBP and
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DBP, respectively. Additionally, these plots clearly show that the ME for both SBP

and DBP satisfy the AAMI standards, while the SD for the SBP was higher than

the acceptable limits.
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Figure 7.19: Bland Altman plots between the estimated and ground-truth values for SBP
(top) and DBP (bottom) using the LSTM network.

7.8.3 Evaluation using Regression plots

The regression plots for the estimated and reference SBP and DBP values are pre-

sented in Figure 7.20. These plots indicate a strong positive correlation, where the

estimated BP values are clearly in accordance with the ground-truth BP values. The

strong correlation is also indicated by Pearson’s correlation coefficient R of 0.84 for

SBP and 0.81 for DBP. In comparison to the regression plots presented in the pre-

vious sections, the LSTM presented the strongest correlation between the predicted

and reference BP values. Overall, the results obtained using the LSTM model are

promising towards cuffless and continuous BP estimation.
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Figure 7.20: Regression plots with a linear regression line for the estimated and ground-truth
SBP (top) and DBP (bottom) using the LSTM network.

7.9 Results from GRU

7.9.1 Evaluation using MAE, SD and AAMI

Table 7.7 presents the MAE±SD and AAMI performance evaluation of the GRU

model on both datasets. The results of the GRU model are comparable to the re-

sults obtained using the LSTM model in the previous section. Thus, similarly, the

GRU outperformed all the classical machine learning models and the MLP model

by a huge margin. The MAE±SD achieved by the GRU on the 52 feature set are

5.7±8.42 mmHg and 3.3±4.69 mmHg for SBP and DBP, respectively. These results

are almost identical to the LSTM results presented in Table 7.6, on the 52 feature

set. Furthermore, the results obtained on the 24 feature set using the LSTM (Ta-

ble 7.6) and GRU (Table 7.7) are also comparable within a very close range. The

MAE±SD for the SBP and DBP using the GRU model on the reduced feature set

are 5.77±8.52 mmHg and 3.33±5.02 mmHg, respectively. Additionally, the perfor-

mance evaluation against the AAMI standards show that the DBP estimation were

acceptable on both 52 and 24 feature sets, while the SD of the ME for the SBP were
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roughly 2 mmHg higher than the ±8 mmHg limits. This again proves the signifi-

cance of selecting the right estimator for handling time series data, and subsequently

increase estimation precision.

Table 7.7: Results of the GRU model on the 52 and 24-feature set using MAE±SD mmHg
and AAMI (ME±SD mmHg)

Model: GRU SBP DBP

Results MAE ±SD ME ±SD MAE ±SD ME ±SD

52-features 5.7 8.42 -0.99 10.15 3.3 4.69 0.09 5.73

24-features 5.77 8.52 -1.24 10.21 3.33 5.02 -0.44 5.7

The histograms in Figure 7.21 present the estimation error distribution for SBP

and DBP using the GRU model on the reduced feature set. As expected, these

histograms resemble the ones displayed in the previous section, in Figure 7.18, for the

LSTM model. Thus, similar to the LSTM error histograms, the error distribution

for both SBP and DBP are normally distributed around zero. Additionally, the

errors are mainly concentrated between (-15,15) for SBP and (-10,10) for DBP with

the highest clusters closer to zero.

Figure 7.21: Histogram of error distribution for the estimated SBP (top) and DBP (bottom)
using the conventional GRU.
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7.9.2 Evaluation using Bland Altman plots

Figure 7.22 presents the Bland-Altman plots between the estimated and reference

values on the reduced feature set using the GRU model. Again similar to the LSTM

model, these plots show a significant improvement compared to the Bland-Altman

plots for models such as the MLR in Figures 7.4, SVR in Figure 7.7, random forest

in Figure 7.10, and even the feedforward network in Figure 7.16. The mean differ-

ence and [lower, upper] limits of agreements are -1.24 and (-20.5,18.08) for SBP and

-0.44 and (-11.6, 10.75) for DBP. The 95% confidence interval for the DBP indicates

that the results fall within limits set by the AAMI standards. Moreover, although

the results for SBP were slightly above the acceptable range, it can be seen that the

error is more concentrated within a range of (-10,10).
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Figure 7.22: Bland Altman plots between the estimated and ground-truth values for SBP
(top) and DBP (bottom) using the GRU network.

138



7.9.3 Evaluation using Regression plots

The regression plots for the SBP and DBP using the GRU model are shown in Fig-

ure 7.23. These plots suggest that the estimated SBP and DBP values were in-line

with the reference values in the dataset with a very strong positive correlation. As

indicated by Pearson’s correlation coefficient (R), the strength of the correlation

between the estimated and reference values are 0.85 and 0.81 for SBP and DBP,

respectively. In comparison to all previously mentioned models, except the LSTM,

it is clear that the GRU provided a superior performance with a much higher de-

gree of estimation accuracy. Thus, the overall performance of the GRU is acceptable.
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Figure 7.23: Regression plots with a linear regression line for the estimated and ground-truth
SBP (top) and DBP (bottom) using the GRU network.
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7.10 Results from the proposed Bi-LSTM and attention

7.10.1 Evaluation using MAE, SD and AAMI

The performance of the first proposed model (i.e. Bi-LSTM layer followed by a stack

of unidirectional LSTM layers and an attention layer) evaluated using the MAE±SD

and AAMI standards are presented in Table 7.8. The results obtained using this

proposed model vastly outperformed the classical machine learning models, where

the MAE for SBP and DBP were reduced by up to 69% and 64%, respectively. Also,

this model provided superior performance in comparison to the MLP neural network

model, where the MAE for SBP and DBP were reduced by up to 50%. Additional,

this model further reduced the error obtained using the conventional LSTM and

GRU models. As shown in Table 7.8, this model achieved a MAE±SD of 4.51±7.81

mmHg for SBP and 2.6±4.41 mmHg for DBP, on the 52 feature set. Also, com-

parable results were achieved on the 24 feature set, where MAE±SD for SBP and

DBP are 4.86±8.43 mmHg and 2.83±4.86 mmHg, respectively. Thus far, this model

provided the best performance with the lowest estimation error in comparison to

all other models presented earlier. In terms of performance evaluation against the

global standards set by the AAMI, the ME for both SBP and DBP were well below

the 5 mmHg limit, on both datasets. Additionally, the SD for the DBP on both

datasets were within the required limits. However, the SD for the SBP were a little

over 1 mmHg above the acceptable limit of 8 mmHg. Hence, the DBP estimation did

satisfy the AAMI standards, while the SBP estimation fell short by a small margin

on the SD. Nonetheless, the performance of this model is very promising towards

non-invasive cuffless and continuous BP estimation.

Table 7.8: Results of the proposed first model (Bi-LSTM + LSTM + attention) on the 52
and 24-feature set using MAE±SD mmHg and AAMI (ME±SD mmHg)

Model: Bi-LSTM+
LSTM+Attention

SBP DBP

Results MAE ±SD ME ±SD MAE ±SD ME ±SD

52-features 4.51 7.81 -0.48 9.15 2.6 4.41 -0.49 5.1

24-features 4.86 8.43 -0.79 9.69 2.83 4.86 -0.35 5.61

The SBP and DBP estimation error distribution, on the 24 feature set, are presented

in the histogram plots in Figure 7.24. These plots show a normal distribution,

where the errors are mainly spread around zero. In particular, the errors are mainly
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concentrated between [-10,10] for both SBP and DBP. The sharp pointy shape in

both plots indicate the remarkably small range of estimation error achieved by this

architecture.

Figure 7.24: Histogram of error distribution for the estimated SBP (top) and DBP (bottom)
using the proposed architecture with LSTM units.

7.10.2 Evaluation using Bland Altman plots

The Bland-Altman plots between the estimated and ground-truth values, using the

proposed model, on the reduced feature set, are shown in Figure 7.25. It can be seen

from these plots that the data points cover the entire range of SBP and DBP values

available in the dataset. Additionally, the plots show that the small error range

is mainly between (-10,10) and (-5,5) for SBP and DBP, respectively. The mean

difference between the estimated and reference values are -0.79 for SBP and -0.35

for DBP. Furthermore, the limits of agreements are (-19.79,18.22) and (-11.36,10.66)

for SBP and DBP, respectively. This proves that the model was able to estimate

SBP and DBP with a good estimation precision and low error rate.
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Figure 7.25: Bland Altman plots between the estimated and ground-truth values for SBP
(top) and DBP (bottom) using the proposed architecture with LSTM units.

7.10.3 Evaluation using Regression plots

The relationship between the estimated and reference values were assessed using the

regression plots presented in Figure 7.26. These plots depict a strong positive linear

correlation between the two variables. The strength of the correlation is quantified

using Pearson’s correlation coefficient. The R value for the SBP is 0.87 and 0.84 for

DBP. This indicates that the estimated values were in-line with the reference values

in the dataset with a high correlation.
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Figure 7.26: Regression plots with a linear regression line for the estimated and ground-truth
SBP (top) and DBP (bottom) using the proposed architecture with LSTM units.

7.11 Results from proposed Bi-GRU and attention

7.11.1 Evaluation using MAE, SD and AAMI

Table 7.9 presents the results obtained using the second proposed model (i.e., Bi-

GRU layer followed by a stack of unidirectional GRU layers and an attention layer).

This table shows that the results of this model are very similar to the ones obtained

using the first proposed model (Bi-LSTM), with almost a negligible difference in the

reported errors. However, the performance of this model significantly outperforms

the classical machine learning models and the MLP model. It also provides better

estimation accuracy and lower error in comparison to the conventional unidirectional

LSTM and GRU models. In particular, the MAE±SD for the SBP and DBP on the

52 feature set are 4.69±7.76 mmHg and 2.68±4.39 mmHg, respectively. As for the

performance on the 24 feature set, the MAE±SD are 4.79±8.08 mmHg for SBP and

2.77±4.72 mmHg for the DBP. The advantage of using the 24 feature set is that

it reduces the complexity and subsequently time taken to train while at the same
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time achieve comparable results to the ones obtained using the full 52 feature set.

Furthermore, in terms of evaluation against the AAMI standards, as expected the

ME and SD for the DBP satisfied the AAMI standards, while SD for the SBP did

not fall below the acceptable limits. However, the overall performance indicates a

very strong potential towards non-invasive cuffless BP estimation device.

Table 7.9: Results of the proposed second model (Bi-GRU + GRU + attention) on the 52
and 24-feature set using MAE±SD mmHg and AAMI (ME±SD mmHg)

Model: Bi-GRU+
GRU+Attention

SBP DBP

Results MAE ±SD ME ±SD MAE ±SD ME ±SD

52-features 4.69 7.76 -0.24 9.12 2.68 4.39 -0.37 5.17

24-features 4.79 8.08 -0.91 9.34 2.77 4.72 -0.44 5.45

The histograms in Figure 7.27 present the distribution of error for the SBP and

DBP estimation on the 24 feature set. Similar to the previous model, the errors

are distributed around the mean zero with a very small range of (-15,15) for SBP

and (-10,10) for DBP. The highest frequencies were within a very close proximity

to the mean, which shows that the differences between the estimate and reference

values are very small. This indicates a high estimation precision and outstanding

performance.
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Figure 7.27: Histogram of error distribution for the estimated SBP (top) and DBP (bottom)
using the proposed architecture with GRU units.

7.11.2 Evaluation using Bland Altman plots

The bland-Altman plots between the estimated and reference BP values on the

reduced feature set are shown in Figure 7.28. The mean difference for SBP is 0.91

and -0.44 for DBP. Additionally, [lower,upper] limits of agreements were 95% of the

error fall are (-19.22,17.41) and (-11.13,10.25) for SBP and DBP, respectively. As

seen in these plots, the majority of the errors are spread horizontally within a small

distance from the mean, over the entire range of BP values in the dataset. This

means that the model was able to predict the low and high BP values in the dataset

with good precision.
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Figure 7.28: Bland Altman plots between the estimated and ground-truth values for SBP
(top) and DBP (bottom) using the proposed architecture with GRU units.

7.11.3 Evaluation using Regression plots

The regression plots between the estimated and reference BP values are presented

in Figure 7.29. It can be seen in these plots that the estimated values where in

accordance with the BP values in the dataset. Furthermore, Pearson’s correlation

coefficient shows a very strong correlation of 0.88 for SBP and 0.84 for DBP. Visually,

the plots indicate a positive correlation between the estimated and reference values.

Overall, this model had the highest correlation coefficient R, lowest SD of ME as

well as lowest MAE±SD amongst all models explored in this chapter, hence, this

model provided the best estimation accuracy, and subsequently was selected as the

best performing model in this research project.
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Figure 7.29: Regression plots with a linear regression line for the estimated and ground-truth
SBP (top) and DBP (bottom) using the proposed architecture with GRU units.

7.12 Summary

In summary, the results achieved by the LSTM and GRU units using the proposed

architecture outperformed all other models implemented in this research. Further-

more, the results obtained using the linear and nonlinear classical machine learning

models as well as the feedforwad network (MLP) failed to achieve acceptable accura-

cies for the SBP and DBP estimation. This suggests that the inherently non-linear

relationship between BP and the PPG features requires more advanced models. The

results also confirm that the non-recurrent models are not suitable for handling the

time series data. This is evident by the superior performance achieved by all the

recurrent models. Moreover, the bidirectional connection layer and the attention

mechanism further improved the estimation precision and brought the accuracies

closer to the internationally acceptable standards. Table 7.10 presents a summary

of the results obtained in this chapter on the 24 feature set using MAE±SD mmHg

and AAMI standards.

147



Table 7.10: Summary of the results achieved on the 24-feature set by all the models imple-
mented in this chapter using MAE±SD mmHg and AAMI (ME±SD mmHg)

SBP DBP

Algorithms
MAE±STD

(mmHg)
ME±STD
(mmHg)

MAE±STD
(mmHg)

ME±STD
(mmHg)

Linear regression 15.11±10.95 -0.02±18.66 7.42±6.6 -0.08±9.93

Support Vector Machine 12.95±11 -0.31±16.99 6.11±6.7 -1.35±8.97

Random forest 11.47±9.49 -0.09±14.89 5.58±5.7 -0.1±7.98

AdaBoost 15.18±10.69 -0.06±18.56 7.57±6.4 0.74±9.88

MLP 9.21±8.84 0.33±12.76 5.16±5.41 -0.19±7.47

LSTM 5.97±8.81 -0.56±10.62 3.27±4.99 -0.55±5.94

Bi-LSTM+LSTM+Attention 4.86±8.43 -0.79±9.69 2.83±4.86 -0.35±5.61

GRU 5.77±8.52 -1.24±10.21 3.33±5.02 -0.44±5.7

Bi-GRU+GRU+Attention 4.79±8.08 -0.91±9.34 2.77±4.72 -0.44±5.45
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Chapter 8

Discussion and Conclusion

8.1 Summary of the current progress towards cuffless

BP estimation

Currently, cuff-less non-invasive BP measurements can be divided into techniques

that use only a PPG sensor and techniques that use a hybrid approach namely a

PPG sensor and the ECG or two PPG sensors. The hybrid approach is mainly based

on PWV through PTT or PAT. PTT is the time that takes the blood pressure wave

to travel between two points on the body and is inversely correlated with BP. PAT is

defined as the time interval between the electrical activation of the heart and arrival

of the pulse wave at a location on the body peripheral. PAT is PTT in addition

to Pre-ejection Period. PAT can be measured using two sensors, an ECG sensor

and a PPG sensor. It is based on the time difference between the R peak of the

ECG and a point on the PPG rising edge. Although both PTT and PAT are well

established techniques, these methods are not easy to implement and have several

practical challenges. PTT and PAT parameters expire after a short period causing

the estimation accuracy to deteriorate as it parts away from the initial calibration.

Moreover, both methods require two measurement sensors that need to be synchro-

nised for accurate peak detection, and placed on fixed positions on the body which

is difficult and inconvenient for patients to maintain during measurements. Addi-

tionally, both sensors have different sampling rates in real time. Furthermore, PPG

and ECG sensors are very sensitive to motion artefacts due to movements during

the recording which in turn require rigorous signal processing before the signals can

be used in a BP study. All these challenges make the PTT and PAT approaches less
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appealing and non-practical for everyday use.

To overcome some of these challenges, researchers introduced a pulse wave analysis

method. Pulse wave analysis approach can be used to estimate BP using only one

PPG sensor without an ECG. Even though the origin of the PPG components are

not fully understood, it is acceptable that PPG can provide information about the

cardiovascular system. This approach is simple, inexpensive and more convenient

for patients during measurement since it only uses one photosensor. In this approach

several temporal features are extracted from the PPG and used as input data for

machine learning and neural network models for BP estimation. The main obsta-

cle for BP monitoring using PPG is accuracy. Different guidelines were created for

researchers to follow in order to compare their methods to reference invasive BP

values. These guidelines were set by the British Hypertension Society (BHS) and

AAMI. According to AAMI, the mean error difference between estimated and refer-

ence should not exceed 5 mmHg, and the standard error deviation should not exceed

8 mmHg for 85 patients.

Over the last 15 years, linear and non-linear models have been employed for esti-

mating BP. In some cases, where the dataset belongs to healthy individuals, some of

the linear models were able to achieve reasonable and acceptable results, as reported

in chapter 3. However, other studies show that when these models are evaluated on

new subject data (not seen before) they fail to provide acceptable BP estimates that

comply with the AAMI standards. As a result, many non-linear models have also

been employed such as, support vector machine, random forest, AdaBoost, feedfor-

ward neural network, etc. In many cases, the non-linear models outperformed the

linear models but again depending on the dataset and approach used i.e. PTT, PAT

or PWA (PPG only). More advanced methods have also been proposed, such as,

convolutional neural networks, ResNet, Unet etc. However, these models are not

suitable for long term estimation, and as shown in chapter 3, their complexity did

not improve the BP estimation precision and in all cases failed to provide accept-

able results that satisfy the AAMI standards. It has been shown in the literature

that of all the models that have been tested, one particular category stands out by

providing the best reported estimation accuracies, and that is the recurrent neural

network class, particularly the GRU and LSTM which have a huge advantage over
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the previously mentioned models. These models are equipped with the ability to

model the variation of the extracted features with respect to time. Studies have re-

ported an improvement in the BP estimation using these models and the possibility

to potentially employ recurrent models for long term continuous measurements.

8.2 Summary of thesis and findings

The main aim of this research project is to establish a reliable algorithm for non-

invasive, cuffless and continuous estimation of SBP and DBP using only PPG signals.

In order to achieve this aim, two models were proposed and evaluated on a large

dataset. The proposed models are deep learning models consisting of one bidirec-

tional RNN layer, followed by a series of stacked unidirectional RNN layers, and

an attention layer. However, the traditional tanh activation function in the RNN

hidden layers units were replaced by the LSTM and GRU cells, as described in sec-

tion 6.1.7 of chapter 6. The models were evaluated on two datasets derived from

942 subjects extracted from the MIMIC II database. The first dataset consists of

52-feature set extracted from each cycle of the 10 s PPG segments and its first two

derivatives (presented in Table 4.2, section 4.3.2), while the second dataset consists

of a reduced feature set containing features with the highest impact on the target

outputs (features are listed in Table 4.5, section 4.4.3). These features were selected

based on rigorous feature selection and elimination techniques using a combination

of statistical (Pearson’s correlation and maximum correlation coefficient- MIC) and

machine learning (recursive feature elimination) approaches, as explained in sections

4.4.2 and 4.4.3. Removing unreliable and insignificant (noisy) features not only re-

duces the complexity of the task but also increases the estimation accuracy of the

model and enhances its generalisation. The result of the 3-steps feature elimina-

tion process is a refined 24-feature set containing only the most significant PPG

features for BP estimation. The performances on the two datasets (52 vs 24 input

features) were comparable and in most cases the difference in accuracy was insignif-

icant, however, the models yielded slightly higher variance using the 24 features, as

shown in the performance analysis in chapter 7. This might suggest that adding

redundant features or bias to the model could reduce the variance. Nonetheless,

reducing the input feature dimension by more than half, helped reduced the time
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and space needed for training the models whilst at the same time maintaining a

good performance.

The performance of the proposed models was compared to seven frequently used

models in the literature. These models can be divided into classical machine learn-

ing models (multi-linear regression, support vector regression, random forest and

AdaBoost) and neural network models (feedforward- MLP, LSTM and GRU). The

neural network models can be further divided into non-recurrent (MLP) and recur-

rent models (LSTM and GRU). The results and performance analysis are presented

in chapter 7. The results show that the MLR and AdaBoost produced the worst

results in comparison to all other models. A slight performance improvement was

achieved by the SVR as well as the random forest- which produced the best accuracy

among the classical machine learning models. However, the poor performance and

high error obtained using these models indicate that they cannot capture the com-

plex relationship between the input features and target outputs, and subsequently

are not suitable for this task. On the other hand, a noticeable improvement was

achieved by the neural network models. For example, the feedforward non-recurrent

model outperformed all classical machine learning models, while the recurrent neural

network models outperformed all the classical and non-recurrent model. Moreover,

the proposed models further enhanced the estimation accuracy and reduced bias and

variance compared to the conventional LSTM and GRU. Thus, the two proposed

models were able to estimate SBP and DBP with the highest precision in comparison

to the most commonly encountered models in the literature. This proves that in-

corporating past and future information through the bidirectional connections, and

allowing the network to learn more intensively by automatically selecting the more

important hidden states through attention mechanism, can improve the estimation

accuracy. In terms of performance comparison between the two proposed models,

the architecture equipped with GRU cells was selected as the best performing model

on the reduced feature set, as shown in chapter 7, section 11. The reasons for se-

lecting this model as the best estimator are based on both accuracy and complexity.

Firstly, the MAE and SD is lower compared to the results achieved by the BiLSTM

model (section 10 of chapter 7). Secondly, the SD of ME is also lower (ME was ig-

nored since both models achieved an acceptable ME by AAMI standards). Thirdly,

the regression plots showed that the predicted values had the best correlation to
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the reference values as indicated by the Pearson’s correlation coefficient (chapter

7, section 7.11.3). Fourthly, the GRU cells require less computation, and thus it is

computationally more efficient. Fifthly, DBP estimation met the requirements of the

international standard, while the SBP fell short by only 1.34 mmHg for the SD limits.

8.3 Comparisons with other related works

Table 8.1 presents a comparison between the best proposed deep learning model (in

chapter 7, section 7.11) and some of the related works in the literature. It should

be noted that it is not possible nor fair to make a direct and accurate comparison

between the work done in this research and other related work since the data, ac-

quisition devices and evaluation metrics are not consistent in all studies along with

many other important information such as calibration. A large number of studies

collect their own private data, while others use publicly available datasets with in-

sufficient or unspecified number of subjects and potentially different subjects even

when the same database is used. Furthermore, the evaluation metric also varies

between studies, such as MAE, ME, root mean square error (RMSE), R-squared,

etc. All these reasons make it very difficult to compare our work with other studies.

It was observed that, on one hand, reasonable estimation accuracy was achieved on

small datasets or limited number of patients. On the other hand, the performance

worsens as the number of patients or the size of the data increases. Therefore, the

results obtained in this research will only be compared to well-established studies

(highly cited) that adopted the MIMIC dataset, calibration free approach, and where

the MAE or ME is used as an evaluation metric.

In Kachuee et al [113, 114], several classical machine learning models were employed

for estimating BP using PTT or PAT related features along with PPG features. The

models were evaluated on a large number of subjects collected from the MIMIC II

dataset. There are several limitations associated with this approach such as it re-

quired two signals, often from two different measurement sensors, and both SVR and

AdaBoost used were not suitable for modelling the variation in the input features

with respect to time, which generally enhances the prediction accuracy. Further-

more, the reported MAE and SD for both SBP and DBP were high, as shown in
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Table 8.1: Performance comparisons with related works evaluated on the MIMIC database

Authors Dataset Approach Error (mmHg)

Kachuee et al [114]
851 subjects,
(MIMIC II)

PTT feature-based,
(SVR, calibration free)

MAE±SD for
SBP: 12.38±16.17
DBP: 6.34±8.45

Kachuee et al [113]
942 subjects,
(MIMIC II)

PAT feature-based,
(Adaboost, calibration free)

MAE±SD for
SBP: 11.17±10.09
DBP: 5.35±6.14

Tanveer et al [30]
39 subjects,
(MIMIC I)

PTT raw signals,
(ANN+LSTM, calibration free)

MAE for
SBP: 0.93
DBP: 0.52

Kurylyak et al [25]
15000 heartbeats,
(MIMIC II)

PPG features-based,
(ANN, calibration free)

ME±SD for
SBP:3.8±3.46
DBP: 2.21±2.09

Slapnicar et al [145]
510 subjects,
(MIMIC III)

PPG+ derivatives of raw signals,
(ResNet, calibration free)

MAE for
SBP: 15.41
DBP: 12.38

This work
942 subjects,
(MIMIC II)

PPG + first and second derivatives
features,
(BiGRU+GRU+attention,
calibration free)

MAE±SD for
SBP: 4.79±8.08
DBP: 2.77±4.72
——————
ME±SD for
SBP: -0.91±9.34
DBP: -0.44±5.45

Table 8.1. In comparison, our results were superior using only one PPG sensor. Tan-

veer et al [30] estimated BP using the raw ECG and PPG signals collected from 39

subjects from the MIMIC I. The BP estimation model used a feedforward layer for

extracting features from the input signals automatically, which were then fed into

a LSTM model to account for the temporal variations in the data. This method

achieved excellent results for both SBP and DBP. However, this approach still re-

quires two signals, and the window length of the ECG and PPG was 40 s i.e., 5000

data points. Additionally, the accuracy also relied on the perfect synchronisation

between the PPG and ECG signals. Furthermore, the model was evaluated on a

small number of patients, which is insufficient for meeting the required standard set

by AAMI for cuffless BP evaluation and the standard deviation was not reported. In

our experiment, the model was evaluated on 942 subjects and the PPG features were

extracted from a 10 s segment, hence the input feature vector was much smaller.

In another study, Kurylyak et al [25], employed a feedforward model for estimating

SBP and DBP using features extracted from the PPG. The results were reasonable

in terms of ME and SD, however, the dataset was very small (15000 cycles), and

the number of patients is unspecified. Slapnicar et al [145] proposed a ResNet based

model for estimating SBP and DBP using the raw PPG including first and second

derivatives signals as input. The model was evaluated on 510 subjects and the win-
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dow length of each signal was 5 s. The network architecture is relatively complex,

each of the three input signals are processed by five ResNet blocks and a spectro-

temporal block with a GRU layer in parallel. This means that the complexity of

the model is high. Additionally, the reported performance was poor compared to

other reported studies in the literature. The MAE for SBP was 15.41 mmHg and

12.38 mmHg for DBP while the standard deviation was not reported. As shown in

Table 8.1, in general, studies reported higher error and standard deviation on larger

datasets. Overall, considering the large number of patients used in this research

study and the fact that only PPG signals were utilised, the model performance was

relatively good. This again confirms that it is possible to effectively estimate BP

using only a single, simple and inexpensive PPG sensor with a reasonable accuracy,

even when compared to the well-established PTT approach.

8.4 Strengths and limitations of this study

Strengths

The strengths of this study are as follows:

� The dataset used in this study is a large public dataset that contains bio-

signals with reference to gold standard invasive arterial BP signals collected

from a diverse population with exposure to a wide range of BP values.

� A large number of features extracted from the PPG and its derivatives were

explored. Afterwards, redundant, unreliable and insignificant PPG features

were effectively eliminated whilst keeping the estimators’ accuracy intact.

� A total of nine models were implemented, evaluated and compared using the

most common regression metrics, graphical analytical tools, as well as the

global BP measurement standards set by the AAMI. Out of the nine models,

seven were used as baseline models for comparisons against the two models

proposed in this research.

� Classical machine learning models, non-recurrent as well as recurrent neural

network models were all evaluated on two datasets: one containing 52 feature

set and the other one containing the reduced feature set (24 most significant

features).
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� The proposed models provided superior performance compared to all baseline

models that are frequently encountered in the literature.

� The proposed algorithms have the ability to learn temporal dependencies in

successive PPG cycles during the mapping between the input and target. Ad-

ditionally, the bidirectional connections expose the network to more context

by processing the input vector in a forward and backward manner, effectively

allowing the network to consider past as well as near future information, which

in turn enhanced the BP estimation.

� The proposed models are capable of consistently providing good performance

whilst avoiding the vanishing gradient problem associated with deep recurrent

neural network models.

� The proposed algorithms were trained to attend to the hidden states with the

most significant influence on BP, in each time step, using attention mechanism

to enhance its estimation performance.

Limitations

The limitations of this project are associated with the PPG approach, which are

primarily related to data and feature extraction. These main challenges are:

� The quality of the PPG signals in the dataset is relatively poor, and contains

noisy and corrupt segments. Additionally, the PPG and BP signals are not

perfectly synchronized which required more attention.

� The data recordings in the MIMIC II are collected from ICU patients, and

therefore, the subjects are generally sick, potentially older than the average

population age, and under heavy medications.

� This approach relies on an accurate extraction of PPG features that correlate

to BP, however, not all features mentioned in the literature can be extracted

due to varying PPG waveform contours between individuals owing to different

age, disease, medication, etc. This makes it impossible to extract all relevant

features from the PPG morphology since some of these features were invisible

and hard to detect, such as, dicrotic notch and diastolic peak related features

as well other features from the PPG derivatives.
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For example, the dicrotic notch or information relating to arterial stiffness from

the PPG’s second derivative that were used in [47], which were not visible for

all patients in this study.

� The signals extracted from the MIMIC database contain more normotensive

and hypertensive than hypotensive. Therefore, the models are biased towards

the two main BP categories.

� Demographical information about the patients such as age, gender, height and

weight are not available for all patients, hence, these features were excluded.

However, demographical information can further improve model performance

and produce more reliable BP estimation as it exposes the model to more

input features and important information/context that have direct influence

on BP. Additionally, demographical information allows for more features to

be extracted such as large artery stiffness which requires knowing patient’s

height.

� In terms of complexity, the proposed models take more time to train compared

to classical machine learning, feedfoward neural network and conventional re-

current neural networks.

8.5 Conclusion

Overall, the PPG is a promising technology with a great potential for offering BP

measurements in a non-invasive, continuous and cuff-less manner. Such a device will

have significant and transformative impact in the monitoring of patients, especially

those who are at risk of cardiovascular disease. It is encouraging to see so much global

interest by researches and industry alike in this field. There are still challenges to

be resolved, however if the momentum of this research topic continuous in the same

trajectory as it is now it is very hopeful that a PPG based non-invasive, cuff-less

and continuous BP monitoring device could be commercialised in the near future.
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[135] Juan C Ruiz-Rodŕıguez, Adolf Ruiz-Sanmart́ın, Vicent Ribas, Jesús Caballero,
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