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Abstract—Microgrids are the cornerstone for a new model of
electrical generation based on renewable resources. Commonly
microgrids are controlled with a centralised hierarchical struc-
ture, which is inherited from power systems. However, a time-
scale separation between traditional fast frequency restoration
and slow economic dispatch may be counterproductive in the
long run because the slow long-term economic dispatch increases
the prediction uncertainty. In an effort to improve the econom-
ical operation of microgrids, this work proposes a distributed
model predictive control strategy for the operation of isolated
microgrids based on a consensus strategy that tackles both the
economic dispatch and frequency restoration over the same time-
scale. The proposed controller can operate without knowledge
of the microgrid’s topology: instead, typical local measurements
and other information from neighbouring generation units are
required. Experimental results demonstrate that the controller
is robust to load variations and communication issues, but the
plug-and-play nature of the system is preserved.

Index Terms—Distributed predictive control, predictive
optimal dispatch, Microgrids, cooperative control, frequency
restoration.

I. INTRODUCTION

M ICROGRIDS (MGs) will be an essential feature of
future power systems, as they enable the full integration

of distributed energy resources (DERs). A MG is defined as
“a group of interconnected loads and DERs within clearly
defined electrical boundaries that acts as a single controllable
entity with respect to the grid” [1]. MGs aim to achieve
adequate real and reactive power sharing among distributed
generation (DG) units, while frequency and voltage levels must
be kept within safe levels [2]. MGs can operate in both grid-
connected or island-mode. MGs that do not have a connection
with the grid, because of technical, geographical or economic
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constraints are usually called isolated MGs [3]. Isolated MGs
must be controlled with extreme care because the number of
DGs available to tackle voltage and overloading problems is
limited [3]. Isolated MGs must autonomously regulate voltage
amplitude and frequency through the MG’s control system.
For most DERs, power electronics (PE) interfaces are needed
to connect the DER to a MG. The sinusoidal rectifier is the
most common configuration [4].

Typically, the control tasks of an isolated MG are split into
three control levels, where each control level operates on a
different time-scale [4]. The first level, which is the fastest of
all (milliseconds), maintains the stability of the MG and en-
sures correct power-sharing [2]. This control level is comprised
of inner current controllers, outer voltage controllers, and
droop control loops; the latter allows variations of real/reactive
power to be reflected as variations of frequency/voltage, as in
large power systems [4]. Nevertheless, droop control produces
deviations in frequency and voltage amplitude. At a slower
time-scale (seconds) the setpoint values of frequency and
voltage can be restored; the controllers used to manage this
are known as the secondary control level [5]. The long-
term tasks of a MG (seconds to minutes), such as optimal
dispatch and coordination of MGs with the main grid, are
performed by the tertiary control [6]. Most of the control
solutions proposed in MGs have been derived from large-
scale electric power systems. However, as MGs possess low
inertia due to the use of renewables and PE interfaces, the
time-scale separation between secondary and tertiary control
may be counterproductive [7], [8].

There are typically three architectures proposed for sec-
ondary control; these are centralised, decentralised and dis-
tributed [5]. Centralised control can give an optimal solution,
but it has a common point of failure in the communication
network. Decentralised controllers do not need a commu-
nication channel because each local controller takes actions
based on their own measurements, but an optimal-solution is
difficult to achieve [5]. Distributed controllers give a near-
optimal solution, and they are robust against communication
failures [9].

Previously, proportional integral (PI) controllers were used
at the secondary level [10]. However, thanks to advances
in communication speeds and improved hardware capabili-
ties of controllers, model predictive control (MPC) is being
incorporated at the secondary control level, improving the
overall performance of microgrids as these controllers are
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multi-objective and robust against communication delays [11],
[12]. In distributed control, the consensus and cooperative
control algorithms have attracted the attention of the MG
community [9]. The multi-agent system (MAS) cooperative
control method in particular aims to achieve system objec-
tives cooperatively by mimicking the behaviour of biological
phenomena [13].

Controllers based on MAS at the secondary level have
been reported. For example, the authors of [10] proposed the
distributed averaging proportional integral (DAPI) controller,
which uses PI controllers for frequency and voltage restoration
with an adjacency matrix that represents the communication
network of the MG. The advantage of this controller is its
distributed structure; however, real power is shared propor-
tionally among DG units. The authors of [14] present a finite-
time control approach to restore voltage and a DAPI controller
to restore frequency; the former controller guarantees a fixed
time convergence for voltage restoration and decouples the
secondary controllers. A variation of the DAPI controller is
presented in [15] where integral control actions are shared
among the agents. The latter controller improves the transient
of the proportional real power sharing among the DG units.
However, as these controller are based on PI controllers,
they neither include dynamic models of DGs nor include its
physical power limits.

Recently, distributed control schemes based on MPC
(DMPC) have been reported in MGs [11], [12], [16]–[18]. For
instance, in [18], a non-linear DMPC is presented as an energy
management system at the tertiary level for grid-connected
microgrids, which is dependent on external load forecasts (and
its inherent prediction uncertainty). DMPC at the secondary
level has been reported in several publications. The authors of
[11] present a feedback linearization DMPC for frequency and
voltage restoration, considering the voltage and current at the
LC filter output as state variables. The authors of [16] present
a DMPC controller for voltage restoration, while frequency is
restored using a variation of the DAPI controller with a finite-
time observer. The authors of [17] present a DMPC controller
based on a consensus version of the alternating direction
method of the multipliers algorithm to regulate frequency
in a networked MG system by manipulating the voltages
of voltage-sensitive loads. The authors of [12] propose and
validate experimentally a DMPC for frequency and voltage
restoration using droop models and power transfer models;
also real and reactive proportional power sharing is considered
based on the concepts of [10]. The power-sharing is based on
consensus over the real and reactive power contributions from
each generation unit in the MG using an adjacency matrix.
Using external measures this controller avoids the necessity
to model the MG topology. Only [19] proposes a DMPC for
economic dispatch and frequency restoration via simulation at
the secondary level. This work includes both operation and
maintenance costs within its formulation. However, it does
not use consensus for the economic dispatch, and it assumes
an ideal communication network. Nevertheless, none of the
DMPC methods proposed for the secondary level take into
account the overall economic operation of the MG via a
consensus strategy.

There is a clear tendency to eliminate the time-gap sep-
aration between the secondary and tertiary control and to
implement distributed controllers in isolated MGs [7], [10],
[20]. In a distributed fashion [7], [21], [22] demonstrated that
the economic dispatch can be integrated into the same time-
scale of frequency and voltage restoration. The authors of [21]
reformulate the optimisation problem to achieve the Karush-
Kuhn-Tucker (KKT) conditions of linear optimal power flow.
Then, a control action from a PI controller is added to a
droop controller to achieve a near-optimal economic dispatch.
The authors of [22] achieved real power and reactive power
dispatch including voltage and frequency regulation in a de-
composition of the optimisation problem, but only simulation
results are provided. As the previously described distributed
controllers only use PI controllers and rely on a fixed control
law, they might not guarantee an optimal solution, as they do
not consider real-time changes in the operation of the MG
[23]. Furthermore, most studies are based on decomposition
techniques [21], [22], [24] instead of solving an optimisation
problem.

To the best of the authors’ knowledge, the problem of com-
bined frequency restoration and optimal dispatch in isolated
MGs using DMPC has not been thoroughly studied in the
existing literature. Furthermore, in most studies, maximum
power constraints are not taken into account: these constraints
can prevent equipment damage. In this paper, a distributed
cooperative scheme for controllers is adopted based on MPC.
Each controller seeks to dispatch its controllable unit based
on its generation cost and to restore the microgrid’s frequency
deviation. The performance of the proposed controller is
validated in a experimental microgrid. The case study for this
work is a multi-nodal ac MG with three DERs, where each
DG unit is emulated as a controllable generator with its own
specific characteristics.

The contributions of this paper are as follows:

i A novel DMPC control is proposed for optimal dispatch
and frequency restoration where both use the same time-
scale.

ii The proposed controller neither requires the modelling
of the full MG nor the modelling of the connected
loads. Furthermore, this controller operates with the same
typical measurements used at the primary control level;
thus, the number of physical measurements is reduced
when compared with [12].

iii The proposed DMPC with economic dispatch scheme
addresses communication delays, loss of communications
and plug-and-play scenarios, unlike centralised MPC
schemes.

iv The DMPC includes as equality constraints the droop,
the real power transfer, and the phase angle equations to
predict the behaviour of each DG. Additionally, terminal
values and inequality constraints contribute to bound the
feasible solution space. This reduces the optimisation
time and enables the control strategy to be implemented
in real-time controllers. Nevertheless, a stability analysis
is out of the scope of this paper.

This paper is organised as follows. In Section II, the
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theoretical background of the controller is detailed. In Section
Section III, the proposed DMPC controller is explained. Sec-
tion IV presents the experimental setup and the experimental
results obtained. Section V highlights the controller improve-
ments with previous approaches. Finally, the conclusions are
presented in Section VI.

II. BACKGROUND

In this section, the isolated ac MGs’ framework employed
for the optimal dispatch and frequency restoration is specified.
First, the formulation of the centralised optimal dispatch is
presented. Then, its extension for the distributed scheme is
created.

A. Centralised Economic Dispatch

Consider a three-phase balanced MG with a set of P
DGs, where P = {1, ..., p}. The optimal dispatch establishes
the least-cost dispatch of the controllable DG units, whilst
ensuring that the total load is met. The optimal dispatch
formulation is presented in (1a) and (1b). P is the set of
DGs in the MG, Pi is the real power contribution of DG i,
Ci(Pi) is a convex cost function, PD is the total MG load,
and P = {Pi : i ∈ P}. The traditional centralised economic
dispatch (1) depends on a unique central controller, where
its failure could compromise the economic dispatch of the
microgrid. Therefore, a distributed control is a good alternative
for higher reliability and security for the microgrid’s operation
[25].

minimise
P

∑p

i=1
Ci(Pi) (1a)

subject to
∑p
i=1Pi=PD (1b)

Assuming strong duality holds e.g. Slater’s constraint qual-
ification condition holds, the problem may be expressed
through its Lagrange dual [26]. The Lagrangian function of
the optimal dispatch problem is:

L (Pi, η) =
∑p

i=1
Ci (Pi) + η (PD −

∑p

i=1
Pi) (2)

Where the Lagrange multiplier η is associated with the
power balance constraint. The KKT stationary condition for
the problem is defined in (3a). From (3a) it is possible to
establish that at the optimal point, it must apply that the
incremental cost (IC) function as defined by (3b).

∂L
∂Pi

=∇Ci(Pi)−η=0 i∈P (3a)

η=∇Ci(Pi) i∈P (3b)

The generation cost function for the i-th DG is stated by
(4a) [8], where ai, bi and ci are cost parameters defined in
Section IV-B, and Pi is its real power contribution. Further-
more, its IC is given by (4b).

Ci(Pi)=aiP
2

i +biPi+ci (4a)
ηi(Pi)=2aiPi+bi (4b)

The economic dispatch problem redistributes the power
contribution of all DGs to reach the same η (3b) (KKT
stationary condition), where η corresponds to the (unique) dual
variable associated with the demand-supply balance equation
(1b) of the microgrid’s optimal dispatch problem. Therefore,
a distributed cooperative scheme can be designed that ensures
the condition of ηi = ηj = η in steady state, where ηj is the
IC of neighbouring DGs. Note that this distributed scheme
intrinsically meets the demand-supply balance.

Based on the IC, a new distributed predictive cooperative
control strategy is designed, aiming to provide an economic
dispatch of real power while the frequency is regulated. This
DMPC control strategy is based on the work presented in [12].
It is worth noting that in [12] the optimal economic dispatch
is not considered. Moreover, the coupling between voltage
regulation and reactive power sharing are not considered in the
DMPC formulation. However, the DAPI controller reported in
[10] is used to solve the voltage restoration and reactive power
sharing.

B. Distributed Model Predictive Control Principles

MPC has been widely applied in microgrids because it is
a multi-variable controller, which employs a model of the
process and allows the inclusion of an object function and
constraints in its formulation [23]. MPC solves an optimisation
problem at each sample time by calculating a control action
sequence to achieve the problem objectives; however, only
the first control action is applied to the system and the
optimisation problem is solved again at each next sample
time (rolling horizon). Although centralised MPC gives a
global solution to a problem, it has the main disadvantage
of requiring a large communication structure, which could
fail and compromise the operation of the entire system [12].
Furthermore, it presents a high computational burden, as the
computational burden increases exponentially with the number
of optimisation variables [23]. For these reasons, centralised
MPC may be impractical to use at the microgrids’ secondary
control level. On the other hand, DMPC works on the basis
of solving local optimisation problems, considering shared
information from neighbours. The information exchange be-
tween controllers allows DMPC to achieve a similar solution
to the centralised approach. However, DMPC reduces the
computational burden and is more robust when failures occur.

DMPC eases the scalability of microgrids and preserves the
plug-and-play capability, as no changes in the programming
are needed when DGs are connected/disconnected. Related
DMPC approaches at the secondary level [11], [12], [16], [17]
were discussed in the introduction. However, none of these
publications consider the inclusion of economic dispatch at
the secondary level.

C. Proposed Distributed Control Scheme

The proposed controller neither depends on the MG’s
electrical topology nor on adjacent physical measurements
i.e. only the typical measurements at the LC-output filter
and voltage observers are needed. Therefore, the number of
buses and distribution lines are irrelevant. To avoid modelling
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the entire MG, small coupling inductances (Li) are needed
between the LC output-filter and the MG’s connection node,
as shown in the electrical configuration of Fig. 1. However,
these inductances can be substituted for virtual impedance
controllers [27].

To predict the power contribution of each DG, the phase
angle deviation (δθi) between the local unit and the MG is
determined [28]. For this, the voltage measurement (Vi) at the
output of the LC filter is used, then using a phase locked loop
(PLL), its frequency (ωi) and phase angle (θi) are estimated.
In addition, the voltage (V̂ Bi ) at the connection bar node (after
coupling inductances Li) is estimated by virtual meters based
on non-linear reduced-order observers to reduce the hardware,
while the performance of the controller is maintained. Then,
with a PLL, its frequency (ω̂Bi ) and phase angle (θ̂Bi ) are
estimated, as shown in Fig. 1.

The voltage observer is based on [29], whose main advan-
tage is its linear dynamic for estimation error. Therefore, the
observer gains can be tuned via pole placement, improving the
transient performance of the observer and the convergence rate
of the estimation error. It also has only a low computational
burden. The basis of the observer is detailed as follows. The
observer works in the α− β framework. The estimated states
are defined by V̂ Bα,i = Vmsin(θi) and V̂ Bβ,i = Vmcos(θi),
where Vm depends on the abc−αβ transformation used. The
observer’s state space formulation is obtained from Kirchhoff’s
voltage law, whereas its inputs are the measured values of Vi
and ii (at the LC filter output), both in the α− β framework.
A detailed explanation of the development of the voltage
observer is presented in Appendix A.

The controller scheme for each DG is depicted in Fig. 1.
Each DG is configured as a voltage source inverter (VSI)
with its respective LC output-filter. Two control layers are
highlighted. The primary control level is made up of ω − P
and V −Q droop controllers, outer voltage and inner current
controllers. These controllers are on the direct-quadrature
framework. The voltage observer also operates at this control
level.

At the secondary level, the economic dispatch and
frequency restoration controller is presented. This con-
troller receives as inputs the local measurements/estimates
(Pi(k), Vi(k), ωi(k), θi(k), V̂ Bi (k), ω̂Bi (k), θ̂Bi (k)) of the
ith-DG unit and the results of the optimisation problems of
communicated neighbouring units. The controller has two
outputs, which are the control actions’ variations (vector
∆ωs,i) and the results of the local optimisation problem Yi
(predicted values), both defined in Section III-C. Whereas
the former passes through a discrete integrator to ensure zero
error in steady-state, the latter is sent via the communication
network. Note that both objectives of our proposal (frequency
restoration and economic dispatch) are achieved with the same
control action ∆ωs,i.

D. Communication Structure

To share information among neighbouring DGs, the DMPC
controller uses a full-duplex communication network. The
proposed use of this network considers both latency and
connectivity issues. Whereas the former expresses the time

Fig. 1. Distributed optimal dispatch with frequency restoration for DGi

interval (τij) for a data packet to reach its destination, the
latter reflects the communication topology between the DGs.
Delays τij are represented in sampling periods, and τij = τji.
The bidirectional connectivity from/to DGi to/from DGj is
defined by the adjacency term aij (5) of the non-negative
weighted adjacency matrix A (defined in Section IV). As
the communication is bidirectional, the associated graph is
undirected; thus, aij=aji [30].

aij(k) =

1 Data from DGj arrives at DGi at k
0 Data from DGj does not arrive at DGi at k
0 j = i

(5)

E. Dynamic Models

As the proposed controller considers the real operation of
a MG, the models that govern the dynamics of the DGs that
make up the MG are included. These models are presented in
(6). The droop model for frequency - real power (ω(t)-P (t))
for the local ith-DG is presented in (6a). This relationship
allows the DGs to interpret real power changes in the MG
by producing a frequency deviation; furthermore, through this
model, it is possible to connect the primary and secondary
control levels. ω0 is the nominal frequency, Mpω,i is the
droop slope and ωs,i(t) is the control action from the DMPC
controller.

To determine the power transferred from the ith-DG to the
MG, the phase angle difference must be determined. The phase
angle difference (δθi) between the local DG unit and the MG
through a coupling inductance (Li) is defined in (6b) [28],
where θi, ωi are the phase angle and frequency at the LC-
output filter, and θ̂Bi and ω̂Bi are the phase angle and frequency
after the coupling inductance, respectively.

The power transfer equation (6c) is included to govern the
real power contribution from each DG unit to the MG. Where
Vi(t) and V̂ Bi (t) are the voltages before and after the coupling
inductance Li, and Bi = 1/(Li · ω0) [28]. The use of an
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admittance matrix is avoided with this formulation, as this
reduces the plug-and-play capability of DG units.

ωi(t) = ω0+Mpω,iPi(t)+ωs,i(t) (6a)

δθi(t) = θi(t)−θ̂Bi (t) =

∫ t

0

[
ωi(τ)−ω̂Bi (τ)

]
dτ (6b)

Pi(t) = BiVi(t)V̂
B
i (t)sin(δθi(t)) (6c)

F. Discrete Time Models

Prior to defining the predictive models, a discretization of
the models of (6) is needed. These models are discretized using
the forward Euler method, where k = nTsec, n ∈ Z+, and
Tsec is the sample time of the controller. As integrators are
placed at the output of the predictive controllers to ensure zero
error in steady-state (See Fig. 1) [23], the incremental operator
(∆f(k) = [f(k) − f(k − 1)]) is applied to (6a); thus, the
optimisation problem is expressed in function of the control
action’s variation (∆ωs,i). Additionally, a Taylor expansion is
applied around the measured/estimated point {ωi(k), ω̂Bi (k),
Vi(k), V̂ Bi (k), δθi(k), Pi(k)} to linearize the power transfer
model (6c). The resulting linear discrete models are shown in
(7c).

ωi(k+1) = ωi(k)+Mpω,i[Pi(k+1)−Pi(k)]+∆ωs,i(k) (7a)

δθi(k+1) = δθi(k)+Tsec
[
ωi(k+1)−ω̂Bi (k)

]
(7b)

Pi(k+1) = Pi(k)

+[δθi(k+1)−δθi(k)]BiVi(k)V̂ Bi (k)cos(δθi(k)) (7c)

III. PROPOSED DISTRIBUTED PREDICTIVE CONTROL

Unlike [12], where the aim was that all generation units
contribute to the power-sharing of real power in proportion
to their maximum capacity, in this work a more realistic
formulation is proposed that meets the economic dispatch,
where the most economical generation units are the ones that
contribute most to the power-sharing as long as power limits
are not exceeded.

MPC uses the discrete-time model of the system, presented
in (7), to predict the behaviour of the MG over a predic-
tion horizon(Ny), and a sequence of control actions (Nu)
is calculated through a numerical optimisation problem that
minimises a cost function. The variables of both the prediction
horizon and control horizon are contained in the vector Xi
(defined in Section III-C ), which is the solution to the
optimisation problem. Only the first control action is applied
to the system, and the optimal control problem is repeated
at each sample time with updated measures[23]. A challenge
in the implementation of MPC controllers at the secondary
control level is the definition of an optimisation problem with
a low computational burden which can be solved in a short
sample period [12]. The optimisation problem and how it is
solved is detailed in the next section.

A. Problem Statement

To predict the response of the ith-DG at k+m steps, where
m ∈ Z+, the set of equations of (7) is generalised in (8). Note
that although the coefficients produced in the linearization
are updated each sample time, they are constant during the
optimisation.

ωi(k+m)=ωi(k+m−1)+Mpω,i[Pi(k+m)−Pi(k+m−1)]

+∆ωs,i(k+m−1) (8a)

δθi(k+m)=δθi(k+m−1)+Tsec
[
ωi(k+m)−ω̂Bi (k)

]
(8b)

Pi(k+m)=Pi(k)

+[δθi(k+m)−δθi(k)]BiVi(k)V̂ Bi (k)cos(δθi(k)) (8c)

A set of operational constraints are included in the MPC
formulation. These are equality constraints to ensure appro-
priate performance of the controller and inequality constraints
to guarantee the solution is within the physical power capacity
of each DG.

Equation (9a) represents a local average frequency. This
average is calculated with only the information communicated
from the other DGs, which is determined by the adjacency
term aij . Additionally, the term τ̂ij represents the time-
delay estimation. These two terms provide robustness against
communication failures and latency effects, respectively. The
terminal constraint (9b) is included to guarantee convergence
of the distributed predictive scheme to the tracking value
(nominal frequency) at the end of the prediction horizon Ny
[31].

ωi(k+m)=

ωi(k+m)+
P∑

j=1
aij(k)ωj(k+m−τ̂ij)

1+
P∑

j=1
aij(k)

(9a)

ωi(k+Ny)=ω0 (9b)

The generalisation of the IC for the prediction horizon is
expressed in (10). This term is used in the objective function
of our controller, as shown in (12).

ηi(k +m) = 2aiPi (k +m) + bi (10)

Finally, the real power contribution of the ith-DG is limited
to its physical capacity through the inequality constraint (11);
hence, the space solution is bound.

Pimin(k) ≤ Pi(k +m) ≤ Pimax(k) (11)

B. Cost Function

The multiobjective cost function is stated in (12) and is
composed of three weighted terms, where each term seeks
a specific objective. The first term represents the average
frequency restoration, which is calculated only with the in-
formation communicated from other DGs. The second term
penalises the control action sequence required to carry out at
the same time both the regulation and consensus objectives;
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furthermore, the overshoot and settling time are adjusted with
this term. The third term achieves the economic dispatch
through a cooperative consensus over the predicted ICs be-
tween the local DG and the neighbouring (communicating)
DGs. Therefore, the condition ηi = ηj = η in steady state is
enforced within the objective function. The terms λ1i, λ2i and
λ3i are the tuning parameters, and τ̂ij is the delay estimation,
which is considered as one sample period on the secondary
level.

Ji(k)=

Ny∑
m=1

λ1i(ωi(k +m)− ω0)
2

+

Nu∑
m=1

λ2i(∆ωs,i(k +m− 1))2 (12)

+

P∑
j=1,j 6=i

Ny∑
m=1

λ3iaij(k) (ηi(k +m)− ηj(k +m− τ̂ij))2

C. Quadratic Programming Formulation

As the controllers considered have convex cost func-
tions and linear constraints, they are solved using quadratic
programming (QP). The cost function (12) with its re-
spective equality and inequality constraints (8)-(11) are in-
cluded in a QP formulation (13) via the matrices/vectors
Hi, Ai, Bi, Aeq,i, Beq,i, Fi . The output of the QP problem is
in (14), where the set of predicted variables is contained in
Xp,i (15) and the optimal control sequence is represented in
X∆,i (16).

minimize
Xi

Ji(k) :=
1

2
XTi HiXi + FTi Xi

subject to AiXi ≤ Bi

Aeq,iXi = Beq,i

(13)

Xi ={Xp,i,X∆,i} (14)

Xp,i ={ωi(k +m), ωi(k +m), δθi(k +m),

Pi(k +m), ηi(k +m)}Nym=1 (15)

X∆,i = {∆ωs,i(k +m− 1)}Num=1 (16)

Following the principle of MPC, only the first predicted
control action of X∆,i is applied in the frequency-real power
droop controller. The optimisation is then repeated each sam-
ple time with updated measurements/estimations. To reduce
the traffic over the communication network only the necessary
predictions to achieve the cooperative objectives are shared Yi

(17).

Yi = [ωi (k +m) , ηi (k +m)]
Ny
m=1

(17)

To compute the QP problem (13), the QPKWIK algorithm
is used, which is a stable variation of the classic active-set

method [32]. This solver is able to generate C++ code to
run on the experimental setup. The methodology to solve the
DMPC scheme is described in Algorithm 1, which details all
the necessary steps to obtain a cooperative solution.

Algorithm 1 DMPC solution for DGi
Inputs: Measurements and estimations:{ωi(k), ω̂Bi (k), Vi(k), V̂

B
i (k),

δθi(k), Pi(k)}
Received information:Yij , ∀j = {1, ..., p}

Outputs: Xi,∆ωs,i(k)
Initialisation :

1: Compute matrix/vector coefficients of Hi, Ai, Bi, Aeq,i, Beq,i, Fi
2: for every k do
3: Compute adjacency terms aij according to the received information.
4: According to the received information, compute the sum of frequency and

incremental cost from (9a) and (12).
5: Update matrices/vector Hi, Ai, Bi, Aeq,i, Beq,i, Fi from (13)

according to the results of step 4 and the measurements/estimations
{ωi(k), ω̂Bi (k), Vi(k), V̂

B
i (k), δθi(k), Pi(k)}.

6: Solve QP problem using QPKWIK algorithm.
7: if Xi is feasible and t < k + Tsec then
8: Extract ∆ωs,i(k) from Xi.
9: else

10: ∆ωs,i(k) = 0.
11: end if
12: Update controller outputs and send Yi to neighbour DGs if it is feasible
13: end for

IV. EXPERIMENTAL SETUP AND RESULTS

A. Experimental MG Configuration

The performance of the DMPC control strategy is assessed
in a case study using the experimental MG configuration illus-
trated in Fig. 2a; this experimental MG was built in the MGs
Control Lab of the University of Chile. The MG comprises
three DG units, which are emulated by the PM15F120(DG 1
and DG2) and PM5F60(DG3) Triphase®, as shown in Fig. 2b.
Each DG unit is controlled by a real-time target (RTT) com-
puter, in which the DMPC control algorithm is uploaded. The
minimum estimated delay corresponds to one sample period at
the secondary level sample time. Table I and Table II present
the droop parameters and electrical parameters, respectively.

B. DMPC Design Parameters and Test Scenarios

Table III presents the DMPC design parameters and weight-
ing factors. All the design parameters were selected aiming
to reduce the overall computational burden. This is because

DG2

DG3

Direct
Communication

Optical
Communication

DG1

RTT:	Real-time	target

RTT3

RTT2

RTT1

Z2+Z3

Z1

PM15F120:
DG1			DG2

PM5F60:
DG3

a) b)

Fig. 2. a) MG Diagram, b) Experimental MG setup
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TABLE I
POWER CAPACITIES AND DROOP SLOPES

Parameter Description DG1-DG3

Pmax [Kw] Maximum power capacity 2.1

Mpω
rad
sW

P − ω droop coefficients -2.38E-4

Mqv
V

V AR
Q− V droop coefficients -4.8E-3

TABLE II
MG ELECTRICAL PARAMETERS

Parameter Description Value

Tprim[s] Primary level sample period 1/16E3

Z1 [Ω] Load 1 35 (0.64 KW)

Z2 [Ω] Load 2 15 (1.5 KW)

Z3 [Ω] Load 3 22 (1.02 KW)

Li [mH] Coupling inductance 2.5

Lij [mH] Distribution line inductance 2.5

ω0 [rad/s] Nominal frequency 100π

V0 [V] Nominal voltage (peak) 150

ωc [rad/s] Droop controller cutoff frequency 2π

TABLE III
CONTROLLER PARAMETERS AND WEIGHTS

Parameter Description Value

Tsec [s] Controller sample time 0.05

τ̂ij [s] Estimated communication delay 0.05

Ny Prediction horizon 5

Nu Control horizon 5

λ1i [( s
rad

)2] Average frequency error 18.5E2

λ2i [( s
rad

)2] Frequency control action 4.7E4

λ3i [( 1
W

)2] Real power dispatch 1.01E-4

TABLE IV
DG COST PARAMETERS

Parameter DG1 DG2 DG3

a[$/kW 2] 0.264 0.4 0.5

b[$/kW ] 0.067 0.1 0.125

c[$] 0 0 0

the computational burden increases significatively with the
sample time, and the prediction and control horizons [31].
While the sample time was selected considering the frequency
open loop rise time (Tr = 0.7s) as Tsec = 0.7/14 = 0.05s
[33], the prediction and control horizons were selected as
5 samples because with these values, the traffic over the
communication network is reduced. The weighting factors
were tuned heuristically looking for a trade-off between the
control objectives. Table IV presents the generation costs for
each DG unit taken from [21].

The controller was tested under four scenarios using the
experimental MG. The first scenario presents the DMPC’s
performance when the MG experiences a load change. The
second scenario shows the behaviour of the MG when there
are latency effects over the communication network. The third

Fig. 3. a) Frequency regulation for load changes - Base Case, b) Real power
injection for load changes - Base Case

scenario shows the effects of a failure in the communication
network. Finally, the last scenario validates the Plug-and-
Play capability, where DG2 is disconnected and reconnected
from/to the MG. As voltage restoration and reactive power
sharing are not the focus of this paper, their results are
presented just for the base case.

C. Scenario I (Base Case) - Load Changes

This scenario presents the performance of the proposed
controller in the MG when there are several load impacts.
During the whole test, the adjacency matrix is not changed
and is represented in (18).

A(k) =

 a11 a12 a13
a21 a22 a23
a31 a32 a33

 =

 0 1 1
1 0 1
1 1 0

 (18)

The test starts with the primary control enabled (internal
loops and droop control) and two loads connected (Z1 and Z2)
at different nodes to observe that without the DMPC controller,
the DG units share real power equally (see Fig. 3b before
10 s) and the frequency deviates from its nominal value (see
Fig. 3a before 10 s). At t = 10s, the secondary controller is
enabled, so the frequency is restored to its nominal value, as
observed in Fig. 3a; and the real power is redistributed, as
observed in Fig. 3b. Once the controller is enabled the real
power is redispatched according to the DG’s operating costs.
As DG1 is the least expensive unit, it takes the majority of
the load followed by DG2, which has an intermediate cost.
Furthermore, DG3 takes the lowest the load as it is the most
expensive. At 30 seconds, the MG is subjected to its total
load (Z3 is connected). Finally, the loads Z3 and Z2 are
disconnected at t = 50 and t = 70, respectively. Fig. 3a
and Fig. 3b show that during all the load perturbations the
controller presents a smooth response without large overshoots
and with a settling time below 3 seconds for both objectives.

In addition, it is shown that the proposed DMPC controller
does not affect the performance of the DAPI controller for
voltage restoration and normalised reactive power sharing, as
shown in Fig. 4a and Fig. 4b, respectively. It is worth noting
that there is better regulation of voltage than reactive power
sharing. This is because these two objectives are opposed, and
more weight was given to the former.
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Fig. 4. a) Direct voltage regulation for load changes, b) Reactive power
injection for load changes

Fig. 5. Frequency regulation in the presence of communication delays a)
τij = 0.25s, b) τij = 0.50s, c) τij = 1s

D. Scenario II - Communication Delay

This test presents the performance of the proposed controller
when there is a constant delay (τij) in all links of the
communication network, whilst the estimated delay (τ̂ij) is
kept constant at one sample, as shown in (9a) and (12). For
each test, the same load perturbations of scenario I are applied.
Three cases were considered: a) small time-delay (τij=0.25s)
b) intermediate time-delay (τij=0.5s) and c) large time-delay
(τij = 1s). Note that the worst-case scenario represents a delay
of 20 samples, which is four times the prediction horizon Ny .

The frequency restoration is the most affected variable
under the presence of delays. Figures Fig. 5a, Fig. 5b and
Fig. 5c show the frequency of each DG for the cases of small
time-delay (τij=0.25s), intermediate time-delay (τij=0.5s), and
large time-delay (τij=1s), respectively. It is observed that the
larger the time-delay the larger the overshoot and settling
time. However, these two parameters are still small, even
for the worse case-scenario, i.e. for (τij=1s) the overshoot is
negligible (less than 0.3%) and the settling time is below ten
seconds.

The economic real power dispatch for the same three time-
delays is presented in Fig. 6. It is observed that the settling
time is practically unaffected; even in the worst case (τij=1s),
the settling time is lower than five seconds. The overshoot
slightly increases, as the time-delay increases. This is seen
most when the controller is activated; nevertheless, it is still
negligible. From these results, it is possible to establish that
the DMPC is robust against communication delays over and
above the prediction horizon. This is because the MPC uses

Fig. 6. Real power injection in the presence of communication delays a)
τij = 0.25s, b) τij = 0.50s, c) τij = 1s

the rolling horizon property, which determines the appropriate
control sequence even with past information from neighbour-
ing DGs.

E. Scenario III - Communication Link Failure

To analyse the performance of the controller against com-
munication link failures, the following test was carried out.
The test begins with two loads connected at different nodes
(Z1 and Z2). At t = 10s, the controller is enabled. A
communication failure is forced at t = 30s between DG1 and
DG2, so the adjacency matrix is modified as shown in (19),
and the control algorithm identifies automatically the failure by
calculating (9a) and (12) only with the information received.
Z3 is connected at t = 50s and disconnected at t = 70s.
Finally, the communication link is restored at t = 90s.

A(k) =

 a11 a12 a13
a21 a22 a23
a31 a32 a33

 =

 0 0 1
0 0 1
1 1 0

 (19)

The results are shown in Fig. 7a and Fig. 7b. It is observed
that the controller performance is not impaired, and the
control objectives are achieved. Therefore, the control strategy
is robust against communication failures. Nevertheless, the
transient response is different, specifically, the settling time
is increased to nearly ten seconds. This is because the com-
munication matrix (A) is not complete (19), and the control
objectives are directly related to known information from the
neighbouring DGs.

F. Scenario IV - Plug and Play

This test presents the controller’s response when an un-
scheduled failure occurs in a specific DG. The test starts with
two loads connected at t = 0s (Z1 and Z2) and the controller
is enabled and at t = 10s, where the adjacency matrix is
represented by (18). At t = 30s DG2 is taken out of service,
i.e. DG2 is disconnected from both the electrical system and
the communication network. Thus, the adjacency matrix is
modified as shown in Fig. 8a. The MG continues operating
with DG1 and DG3 connected. Next at t = 50s, the total load
is connected. At t = 70s, after a synchronisation routine, DG2
is reconnected to the MG. Finally, Z3 is disconnected.

Note that although DG2 is disconnected from the MG, it
is not turned off. Only its secondary control is disabled, but
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Fig. 7. a) Frequency regulation in the presence of communication failure
between DG1 and DG2, b) Real power injection against communication
failure between DG1 and DG2

Fig. 8. Plug and Play test - a) Frequency regulation, b) Real power injection

its primary control continues operating. When DG2 is discon-
nected or reconnected the adjacency matrix is updated, and the
remaining controllers identify this failure by calculating (9a)
and (12) only with the information received. Therefore, the
remaining DG units optimise the consensus terms with only
the operating units.

Fig. 8a presents the frequency restoration. It is observed that
the operating DGs restore the frequency adequately during the
whole test without overshoots or long settling times. Similarly,
Fig. 8b presents the real power contribution. It is observed that
when DG2 is disconnected although both DG units increase
their contributions, DG1 takes the majority of the load; how-
ever, its maximum power capacity is not exceeded. Therefore,
the proposed controller has a Plug-and-Play capability and
always respects the physical power capacity of the DGs.

V. COMPARISON AGAINST DMPC WITHOUT ECONOMIC
DISPATCH

In this section, a comparison of our proposal and the work
of [12] is made using simulation studies. The objectives of
[12] are to restore frequency and voltage while ensuring
proportional power sharing. Therefore, it shares real power
without considering generation costs.

Both control strategies are tested for a load change scenario,
and their adjacency matrices are expressed in (18). For both
controllers, the test is described as follows. The test starts
with the controller turned on and Z1 and Z2 connected. Then
at t = 20s and t = 40s Z3 is connected and disconnected,
respectively. Finally, at t=60s Z1 is disconnected. The results
for the real power dispatch of both proposals are presented

Fig. 9. Operation comparison- a) Proposed strategy - real power injection,
b) [12] - real power injection, c) Operation costs comparison

Fig. 10. Frequency regulation comparison- a) Proposed strategy, b) [12]

in Fig. 9a and Fig. 9b, respectively. Conversely, Fig. 9c
presents a comparison between their operation costs, which
were obtained evaluating the DGs’ power contribution in (4a)
with the coefficients of Table IV. It is observed that our
proposal has a lower economic operation during the whole
test. Furthermore, the frequency regulation response for both
approaches is presented in Fig. 10, where both approaches
have a pretty similar response. This is because both strategies
seek the frequency regulation objective and include the P −ω
droop model as a constraint.

The operating costs of the complete test, savings and optimi-
sation time for both techniques are presented in Table V. The
cost saving is calculated by Costsaving = Cost2−cost1

Cost2
· 100%

[22], where Cost1 is the operation cost of the proposed
strategy and Cost2 is the operation cost of [12], respectively.
The optimisation time is reduced because the proposed DMPC
is simplified, specifically to tackle the objectives of economic
dispatch and frequency restoration. Furthermore, note that as
the proposed strategy uses the same typical measurements of
the primary control and a voltage observer to estimate the
voltage after the coupling inductance (V̂ Bi ), its implementation
cost is reduced, and it does not require physical changes at
the electrical level. On the other hand, to implement the work
of [12] additional three-phase sensors are needed to measure
(V Bi ) as well as fibre optical cables to communicate these
measurements to the controllers.

VI. CONCLUSIONS AND FINAL REMARKS

This paper presents a novel distributed predictive control
strategy to cope with optimal dispatch and frequency reg-
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TABLE V
CONTROLLERS’ MAIN DIFFERENCES

Control strategy Proposed strategy [12]

Operation cost [US¢] 0.0105 0.0113

Costsaving [%] 7.2 0

Optimisation time [s] 4.8E-3 5.5E-3

Require additional sensors No Yes

ulation for isolated microgrids. The proposed controller is
able to maintain frequency regulation and economic dispatch
at the same, respecting the maximum power limits of each
DG. The dynamic performance of the controller is evaluated
experimentally and discussed under four test scenarios. The
controller effectively tackles communication link issues and
the connection/disconnection of DGs. Future research will
investigate the application of the control strategy to hybrid
ac/dc microgrids and the inclusion of voltage/reactive power
control in the proposed predictive control strategy.

APPENDIX A
REDUCED-ORDER NON-LINEAR OBSERVER TO ESTIMATE

THE VOLTAGE AFTER A COUPLING INDUCTANCE

In this appendix, we provide an explanation of the applica-
tion of the reduced-order non-linear observer proposed in [28]
to estimate the voltage (V̂ Bi ) after the coupling inductance
(Li). For a complete description of the demonstration of the
observer, the reader is encouraged to read the aforementioned
work.

Consider a class of nonlinear system given by

ẋ = F (xa,u)x + g (xa,u) (20)

where x ∈ Rn×1 is the state vector and u ∈ Rm×1
is the input vector, with F ∈ Rn×n and g ∈ Rn×1. The
state vector can be partionated as x = [xa xb]

T , where
xa ∈ Rna×1 contains measurable variables and xb ∈ Rnb×1
contains non-measurable variables. The representation of (20)
can be rewritten as follows.[

ẋa
ẋb

]
=

[
N (xa,u) M (xa,u)
R (xa,u) S (xa,u)

] [
xa
xb

]
+

[
ga (xa,u)
gb (xa,u)

]
(21)

The previously described non-linear observer of reduced-
order is used to estimate the voltage (V̂ Bi ) after the coupling
inductance (Li), as shown at the bottom of Fig. 1. The observer
works in the α−β framework. Considering V̂ Bα,i = Vmsin(θi)

and V̂ Bβ,i = Vmcos(θi), where Vm depends on the abc − αβ
transformation used. Equation (22), which represents the esti-
mated states, is obtained deriving both expressions. Where ωo
is the nominal frequency.

ˆ̇V Bα,i = Vmωocos(θi) = ωoV̂
B
β,i

ˆ̇V Bβ,i = −Vmωosin(θi) = −ωoV̂ Bα,i
(22)

Equation (23), which represents the measured estates, is
obtained applying the Kirchhoff’s voltage law to the circuit
of Fig. 1. Where Ri represents the cable resistance, and is
assumed as Ri = 0.01Ω.

Lii̇α,i = −Riα,i + Vα,i − V̂ α, iB

Lii̇β,i = −Riβ,i + Vβ,i − V̂ β, iB
(23)

The measured states (xa) and estimated states (xb) are
presented in Equation (24). These are obtained expressing (22)
and (23) in the required form of the observer (21). Where its
inputs are the measured values of Vi and ii (at the output of
the LC filter ), both in the α− β framework.[
i̇α,i
i̇β,i

]
︸ ︷︷ ︸
ẋa

=

[
−RiLi 0

0 −RiLi

]
︸ ︷︷ ︸

N

[
iα,i
iβ,i

]
︸ ︷︷ ︸
xa

+

[
− 1
Li

0

0 − 1
Li

]
︸ ︷︷ ︸

M

[
V̂ Bα,i
V̂ Bβ,i

]
︸ ︷︷ ︸
xb

+

[
Vα,i
Li
Vβ,i
Li

]
︸ ︷︷ ︸
ga[

ˆ̇V Bα,i
ˆ̇V Bβ,i

]
︸ ︷︷ ︸
ẋb

=

[
0 0
0 0

]
︸ ︷︷ ︸

R

[
iα,i
iβ,i

]
︸ ︷︷ ︸
xa

+

[
0 ωo
−ωo 0

]
︸ ︷︷ ︸

S

[
V̂ Bα,i
V̂ Bβ,i

]
︸ ︷︷ ︸
xb

+

[
0
0

]
︸︷︷︸
gb

(24)

The structure of the observer is presented in (25).

ξ̇ =Ar(ξ + Gw) + Br

x̂b = ξ + Gw
(25)

Where w is a transformation that depends on the measured
variables to obtain a linear dynamic of the error.

w = T(xa) =

[
ω1

ω2

]
=

[
−Li(iα,i +

ωoiβ,i
gv )

−Li(iβ,i − ωoiα,i
gv )

]
(26)

The estimation error dynamic Ar (27) is obtained through
pole placement so that the observer is able to follow the phase
of the estimated voltages, and it is faster than the secondary
controller. Finally, the gains gv were placed at -31500, and
Br is represented in (28).

Ar = −G =

[
−gv 0

0 −gv

]
(27)

Br = Rxa + gb −G
∂T

∂xa
(Nxa + ga) (28)
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