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Abstract

Publishing data about individuals is a double-edged sword; it can provide a significant

benefit for a range of organisations to help understand issues concerning individuals,

and improve services they offer. However, it can also represent a serious threat to in-

dividuals’ privacy. To overcome these threats, researchers have worked on developing

anonymisation methods. However, the anonymisation methods do not take into con-

sideration the semantic relationships and meaning of data, which can be exploited by

attackers to expose protected data.

In our work, we study a specific anonymisation method called disassociation and in-

vestigate if it provides adequate protection for transaction data. The disassociation

method hides sensitive links between transaction’s items by dividing them into chunks.

We propose a de-anonymisation approach to attacking transaction data anonymised by

the disassociated data. The approach exploits the semantic relationships between trans-

action items to reassociate them.

Our findings reveal that the disassociation method may not effectively protect transac-

tion data. Our de-anonymisation approach can recombine approximately 60% of the

disassociated items and can break the privacy of nearly 70% of the protected itemets

in disassociated transactions.
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1

Chapter 1

Introduction

The amount of data produced by people is increasing by the day. It is estimated that the

amount of data that will be generated per day will reach 165 zettabytes by 2025 [77].

Such data can be collected from different sources, such as social networks, e-commerce

websites or healthcare systems, and these data are often published to third-party re-

search and business organisations to enable a wide range of data analyses. Although

this type of data publishing can help improve service provisions by organisations and

develop new solutions that are otherwise not possible, one issue must be addressed

when practicing this: the protection of private and confidential information contained

within the datasets to be published. Over the last two decades, much work has been

carried out by the research community to understand how individuals’ privacy can be

protected when the data associated with them need to be published [30].

1.1 Data Privacy and its Protection

The need for protecting individuals’ privacy has long been regarded as essential [60].

This is because privacy is the basis for maintaining a range of relationships and interac-

tions among people, and we all need to have a control on who can access our personal

lives and over our own information so as not to feel violated or be victimised [69]. For

centuries, privacy protection has largely been achieved through laws [91]. Many regu-
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lations and frameworks have been put forward, granting individuals their fundamental

rights to privacy. The most recent example of a major legal framework for privacy

protection is the General Data Protection Regulation (GDPR), which sets guidelines

on how personal data may be collected and used by orgnisations [88].

Privacy laws have served the society well by deterring people from knowingly or ac-

cidentally violating individuals’ privacy. However, this approach is becoming increas-

ingly inadequate for protecting individuals’ privacy as it pertains to data due to the

fact that the information age has fast accelerated the amount and exchange of inform-

ation [91], whereas privacy protection regulations have been struggling to keep pace

with the accelerated technological development. In other words, data about individu-

als are being constantly generated, and advanced processing and publishing techniques

have been developed and used to benefit from the data, but it is hard to guarantee that

these techniques will not misuse the data accidentally or intentionally by third parties,

thereby violating individuals’ privacy. It is also challenging to predict how privacy

may be violated. Therefore, it is impractical to rely just on legal systems to predict

all the possible ways privacy may be breached by technology and provide protection

against them [101]. Hence there is a need for privacy strategies to provide the required

protection for data before publishing it.

One common and obvious method to protect data privacy is de-identification. This

method removes any information from a published dataset that can be used to uniquely

identify an individual, for example, one’s national insurance number. However, remov-

ing such information may not be enough to protect an individual’s privacy because the

other information available in a de-identified dataset can still used to identify individu-

als. For instance, a combination of gender, marital status, date of birth and education,

may be used to identify an individual [78]. This type of attribute can be employed

by an adversary to identify individuals successfully. In 2006, after Netflix released
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de-identified movie-ranking data, researchers from the University of Texas were able

to re-identify some individuals associated with the de-identificated records by using

IMDb users’ movie ratings as auxiliary information [71]. Also, a recent study from

the Imperial College proposed a model that successfully re-identified up to 99.98% of

sampled anonymised datasets by using demographic attributes [81]. The study claims

that even if a dataset is incomplete and sampled, it is possible to re-identify individuals

by knowing a few attributes. Hence, removing or hiding unique identifiers is not suffi-

cient for anonymity because there is still some information that can work as identifiers

and that need to be anonymised as well.

To overcome this issue, researchers have studied and developed methods to protect

data privacy through anonymisation. These methods aim to prevent the intentional or

unintentional misuse of data by altering the data in such a way that individuals can no

longer be identified directly or indirectly [83]. Anonymisation can be applied using

different methods, such as generalisation, suppression or perturbation to protect indi-

viduals’ identity and their sensitive information in different types of data (e.g., relation

[25], text [43], graph [19] or transaction [98]).

The effectiveness of these methods in protecting privacy has also been analysed in pre-

vious studies to understand if they are adequate enough to protect data privacy against

various types of attacks. In this thesis, we study the effectiveness of a particular an-

onymisation method called disassociation and investigate whether it can provide suffi-

cient protection for transaction data.
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1.2 Anonymising Transaction Data

Transaction data consists of a set of records, each containing a set of terms or items.

One example of transaction data is given in Table 1.1, which contains four records or

transactions, in which each describes a set of medical diagnoses and treatments for a

patient.

Table 1.1: An Example of transaction data

TID Items

1 vessel, blood, treatment, lung, catheterisation

2 cancer, radiotherapy, lung, treatment

3 cancer, lung, blood, tumor, biopsy

4 cancer, blood, treatment, tumor, biopsy

In Table 1.1, the data has been de-identified, but the privacy of the individuals could

still be violated. For instance, if an attacker knows that Mary had a catheterisation and

her record is in the dataset, the attacker would be able to find out which record belongs

to Mary because there is just one transaction that has catheterisation, thereby allowing

the attackers to identify other sensitive information about her in the transaction and

violating her privacy.

Transaction data is difficult to protect. Using anonymisation methods such as general-

isation or suppression to protect transaction data is likely to discard a lot of valuable

information. This is because these methods require differentiation between the sensit-

ive and non-sensitive items in a dataset, but transaction data can be considered sparse

multidimensional data, making it difficult for the disassociation method to address this

challenge [100].
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The disassociation method achieves protection for transaction data by breaking the pri-

vacy threating associations among the items in the dataset, rather than by generalising

or suppressing any items. It is built on the km-anonymity privacy model that states

that if an attacker has knowledge up to m items, they cannot match their knowledge to

fewer than k transactions. In other words, the disassociation method ensures that each

combination of m items appears at least k times in the released dataset.

Using the disassociation method, items in transactions are protected by dividing them

into groups such that the items in each group will satisfy the km-anonymity require-

ment, so the association between the group is broken. To illustrate the disassociation

method, consider the example in Table 1.1. If we anonymise this example, Table 1.2

would be the resulting disassociated version of the dataset.

Table 1.2: Disassociated data

1

2

3

4

blood, treatment, lung

cancer, lung, treatment

cancer, lung, blood

cancer, blood, treatment

tumor, biopsy

tumor, biopsy

vessel,

catheterisation,

radiotherapy

Here, we assume that the released data need to be 22-anonymous. As can be seen,

Table 1.2 has separated the terms into three groups. In the first and second columns,

each tuple (line of items) is part of an original transaction, and together, they satisfy

22-anonymity. However, because tumor or biopsy does not appear two times with lung

or treatment, these terms are placed in different columns. Because the two groups

are assumed to be disassociated, that is, each tuple in the first group can be paired

with any tuple in the second group, an adversary cannot know the relationship regard-

ing how (tumor, biopsy) belongs to which tuple in the first group. Therefore, the link

between the two groups of tuples has been protected without removing or changing
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any terms. The last column contains the terms that appear less than k times in the

dataset, and disassociation protects them by placing them in a separate column. For

example, catheterisation appears just once, and after disassociation, it is no longer

possible to know to which transaction catheterisation belongs because any item/tuple

in any group is considered to be linkable to any item/tuple in another group. So if an

attacker knows that Mary had a catheterisation, they would not be able to know which

transaction belongs to her in Table 1.2.

1.3 De-anonymising Transaction Data

The disassociation method assumes that the items in a transaction do not have semantic

meanings, and it does not take into consideration the semantic relationship between any

items in a transaction. However, if an attacker can use these semantic relationships to

identify m items in less than k records, then the privacy protection offered by the dis-

association method would have been broken.

In our work, we use semantic relationships to attack the protected links between the

items in a transaction. First, we calculate semantic relationships among the items in a

disassociated dataset, and then, based on this calculation, we reconstruct the dataset by

re-establishing the ’broken’ links. For instance, by applying our approach to Table 1.2,

we obtain Table 1.3.

The semantic similarities in Table 1.3 illustrate the level of semantic relatedness between

each item in the last column and the four tuples in the first column of Table 1.2. For

vessel, its similarity to all the items in each tuple is calculated. The results show that

the first tuple has the best semantic similarity score and that vessel is more likely to
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Table 1.3: The semantic similarities

ID

vessel catheterisation radiotherapy

1 blood, treatment, lung 0.173 0.333 0.298

2 cancer, lung, treatment 0.151 0.317 0.442

3 cancer, lung, blood 0.154 0.276 0.308

4 cancer, blood, treatment 0.150 0.279 0.359

be associated with it. This is because semantically, vessel is closer to blood than the

other items and they appear frequently together in the medical context, whereas vessel

and cancer appear less frequently together. Similarly, catheterisation is considered a

treatment for some cardiovascular conditions, so it is more likely to appear with blood

and treatment than with cancer. Therefore, semantically, it is more similar to the items

in the first tuple, whereas radiotherapy is used as a treatment for lung cancer, so it is

the most appropriate to associate it with the second tuple. By finding these protected

links and combining items based on semantic similarities, the privacy of the data will

be breached and the reconstruction of the original dataset becomes feasible.

1.4 Research Hypothesis and Contributions

In this research, our hypothesis is that the disassociation method may not provide ad-

equate protection for data because semantic relationships between terms may be ex-

ploited to reconstruct the original transactions, thereby breaking the privacy of the

data. The main contributions of the thesis include the following:

• We propose a de-anonymisation approach that aims to expose the hidden links

between items in a disassociated dataset by analysing semantic relationships
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between items to reconstruct the original transactions. Our semantic attack ap-

proach consists of two stages: scoring and selection. The scoring stage is about

finding and calculating the semantic scores between items in a disassociated

dataset. We build the scoring stage based on two different semantic relationship

measures: word embedding [39] and normalized Google distance [15]. After

finding all the needed semantic scores, the selection stage will use these semantic

scores to heuristically reconstruct the original dataset.

• We propose four methods to combine terms and reconstruct transactions: averaging-

based attack (ABA), the most related attack (MRA), related group attack (RGA)

and Vertical Partitioning Attack (VPA). The ABA uses the semantic similarities

for the all items between two columns in the selection stage. Hence, it calculates

the average of the semantic similarities between an item and tuples or two tuples

and then reassociates the items and tuples based on the best semantic average.

The MRA considers just one item that has the best semantic similarity in each

tuple, then, based on the semantic similarities of these items, the tuple will be

selected for the reassociation. In the RGA, the items in tuples will be divided

into two groups related group and non-related group and just the items in the

related group will be considered in the selection stage. In the VPA, the possible

permutations between tuples can be found, and then, in the selection stage, it

will use the km-anonymity condition to select tuples for reassociation.

• We evaluate our approach using some real-word datasets. We introduce two

measures. The first measures how our approach may break privacy in two dif-

ferent ways: transactions breakage and km-anonymity breakage. In transactions

breakage, we calculate how many transactions the approach can break by cor-

rectly reassociating at least one term to a transaction. The km-anonymity break-

age calculates the breakage based on attacking protected infrequent item sets.



1.5 Thesis Organisation 9

The infrequent item sets are combinations of m terms that appear less than k

times in a dataset. The second measurement assesses how much of the original

information can be correctly reconstructed from the disassociated dataset. We

used accuracy and word mover’s distance for this. The accuracy measures the

proportion of correct reconstructions. Thus, it evaluates how many items in a

transaction can be reconstructed by the approach. On the other hand, in the

word mover’s distance, we measure the reconstruction of information by finding

the semantic distance between the original dataset and the reconstructed dataset.

However, in the process of reconstruction, measures are calculated based on se-

mantic scores, and the confidence of reconstruction has been left as future work.

Our experiments show that the transaction data may not be adequately protected by

the disassociation method. About 60% of disassociated items can be reconstructed by

our de-anonymisation approach. Also, this could break the privacy of almost 70% of

protected itemsets in the disassociated transactions in our experiments.

1.5 Thesis Organisation

Chapter two discusses the general concept of data privacy and then reviews the related

privacy protection techniques and privacy models. After that, we discuss three relevant

types of attacks on data privacy. Also, it reviews the relationships between semantic

similarity and data privacy. Finally, this chapter presents a classification for the re-

viewed work in attacking data privacy.

In chapter three, we review the disassociation method of transaction data anonymisa-

tion and propose three strategies for implementing the first step in the disassociation
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method, which is called ’horizontal partitioning’. The strategies are: suppression,

adding and remaining-list.

Chapter four introduces our approach to semantic attack. The attacking consists of two

stages: scoring and selection. First, we present the scoring component, which is based

on two different semantic measures: normalised Google distance and word embed-

ding. Then, we go through the selection component and our proposed methods for this

component. Afterwards, we illustrated how we have used these two stages to attack

the two types of chunks in the disassociation method (record chunks and term chunks).

Chapter five starts by describing the datasets used in our experiments, along with the

properties of these datasets. This is followed by an empirical evaluation to compare

and test the different semantic attack methods in our approach.

In chapter six, we recap and conclude the thesis. We also discuss possible future work.



11

Chapter 2

Background and Literature Review

This research studies the risk associated with anonymised datasets. In order to under-

stand how anonymised datasets may be de-anonymised, we must first understand how

they are anonymised.

This chapter begins by reviewing the concept of data privacy and discussing how data

privacy may be violated. Then, we consider the privacy risks associated with releas-

ing individuals’ data, and how the data may be protected by reviewing the relevant

techniques for protecting data privacy. Finally, we discuss the related work on how

semantic relationships have been used to attack data.

2.1 Data Privacy

The concept of privacy has been debated for decades and involves many aspects such as

philosophical, social, and legal aspects [91]. Privacy is considered as a fundamental hu-

man right that is necessary for the protecting of human dignity and retaining autonomy

and freedom. Historically, there have been numerous attempts to define privacy, but

no unified definition of privacy has been produced yet. This is because privacy may be

interpreted in many ways, and there are different aspects to the term ’privacy’. Also,

significant differences between different societies and cultures could affect what people

consider to be private. Nevertheless, with rapid technological developments, privacy
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has been defined as the right of an individual to have control over who can have access

to their personal information and how it is collected and used [97], [90].

Sharing personal information with organisations such as e-commerce enterprises and

hospital services has become a requirement for using their services. For example, an

order from a shopping website cannot be submitted without the name, address and

credit card details of the purchaser. To register with a general practitioner (GP), even

more private data are required, such as the patient’s full name, date of birth and med-

ical history. Such information is often released after some basic de-identification by

these organisations to third parties for data analysis. These analyses can serve different

purposes, such as to improve services, target advertising or develop new medicines.

However, because this information may contain sensitive data about individuals, shar-

ing it with other parties may violate individuals’ privacy.

The simplest method used to prevent the violation of individuals’ privacy in a pub-

lished dataset is to de-identify the data. This involves removing or replacing explicit

identifying data, such as names, before releasing the dataset to other parties. For ex-

ample, in Table 2.1, the patients’ information has been protected by removing their

names. After de-identification, the dataset can then be released for medical research

analysis. However, the age, gender and ZIP code of the patients in this released dataset

can be used indirectly to identify individuals. This is because these attributes are con-

sidered as quasi-identifiers (QIDs), where each attribute of the QIDs is not a unique

or direct identifier of an individual but these attributes can be combined to produce a

unique identifier for an individual. For instance, if an attacker knows that John is in

this dataset and that he is 50 years old, then the attacker can use the age and gender

attributes to find out that the first record belongs to John.

Therefore, removing explicit identifiers is not enough protect data privacy. This is
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Table 2.1: An example of de-identified patient data

Age Gender ZIP code Disease

50 Male 43551 Heart disease

35 Male 43520 Diabetes

34 Female 43551 Heart disease

27 Female 43532 Flu

42 Male 43550 HIV

because privacy can be threatened if QIDs are published as they are. As a result, re-

searchers in the area of privacy preserving data publishing (PPDP) have developed

many anonymisation techniques to address this, that is, to make personal data usable

without breaching individuals’ privacy. These techniques protect data privacy by hid-

ing (also referred to as sanitising) the direct and indirect identifiers that may lead to an

individual being identified [30]. The next sections provide a review of some ways of

attacking data privacy and privacy models, and we discuss some relevant anonymisa-

tion techniques for protecting data privacy.

2.2 Attacking Data Privacy and Privacy Models

2.2.1 Attacker’s Background Knowledge

In general, data privacy protection aims to prevent an attacker from learning any ad-

ditional information about any target victim in the published data. So if an attacker is

able to connect an individual to a specific entry in a released dataset or expose sensit-

ive attributes associated with him or her, then a violation of data privacy has occurred.

Protecting data privacy becomes a challenging task when the attacker has some back-

ground knowledge obtained from different sources and uses their background know-
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ledge to identify individuals from de-identified or otherwise protected data. For ex-

ample, Wondracek et al. [107] provided an approach for attacking data by using extra

information about a user’s group membership to identify a user or, at least, to produce

a list of possibilities. Narayanan and Shmatikov [72] also explained how an attacker

can use the Internet Movie Database (IMDb) as background knowledge to identify

anonymised Netflix records. Likewise, Frankowski and Cosley [29] illustarted the re-

identification of protected data by using a public web movie forum to re-identify users

in a private movie ratings dataset.

Background knowledge can also help an attacker learn more about individuals from the

published data. For example, the attacker can exploit publicly available information

such as marriages and birth announcements and use them to gain additional informa-

tion about individuals, as illustrated by Griffith and Jakobsson [35].

However, the kind and amount of background knowledge an attacker may have or use

will vary; may only be general knowledge obtained by the attacker from observation.

Wang el al. [106] illustrated how some observed attributes can impact data privacy and

data anonymization. For example, the attribute of disease can be considered a sensitive

attribute but some diseases in this attribute, can be observed in an individual, such as

flu.

Also, different releases of a dataset may be used by an attacker as an auxiliary know-

ledge to violate data privacy. Data privacy can be threatened if multiple sanitised ver-

sions of the same dataset are being published [52], [104], [112]. Ganta et al. [32]

considered this type of background knowledge by studying the composition attack,

wherein an attacker uses independently anonymised releases to attack data privacy.

Moreover, an attacker’s background knowledge can cover how the data were sanitised



2.2 Attacking Data Privacy and Privacy Models 15

before publishing [41], [32], using this to attack the protected. Wong et al. [108]

considered this type of knowledge to violate data privacy, where an attacker has know-

ledge about the partitioning algorithm used to protect data and use this knowledge to

re-group individuals’ data in order to violate privacy.

Therefore, even though data anonymisation has been developed to prevent individuals

from being re-identified and sensitive information from being disclosed in published

data, an attacker’s background knowledge still can be used to attack the published

dataset. In the following, we discuss three well-studied types of attacks: linkage at-

tack, minimality attack and inferring attack.

2.2.2 Linkage Attack

The linkage attack is when an attacker links a record to the record owner or to a sensit-

ive attribute in a published dataset by combining that data with an external dataset. In

this attack, the attacker may use quasi-identifiers, such as ZIP code or gender that, are

present in both datasets to establish linking connections. The linkage attack has been

discussed in many studies [118], [3], [41], [29], [45], [73], [94].

One example illustrating linkage attacks was given by Sweeney [96]. She described

a real-life record linkage attack by matching quasi-identifiers between a medical data-

set that was published by the Group Insurance Commission in Massachusetts and the

voter registration list for Cambridge, Massachusetts. Despite the fact that all the expli-

cit identifiers in the medical dataset have been removed, she was able to re-identify the

governor of Massachusetts, William Weld, by linking together his quasi-identifiers in

both datasets. She used the combination of zip code, date of birth and sex that were in

both the public voter list and the published medical database to re-identify individual
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as shown in Figure 2.1. According to Sweeney [96], 87% of the US population is

uniquely identifiable by their zip code, gender and date of birth.

Figure 2.1: Re-identifying individuals by linking attack [96]

To illustrate re-identifying records in a linkage attack, we consider the de-identified

patient data in Table 2.1. We assume that the attacker has knowledge about the vic-

tim’s QIDs and that the victim’s record is in this de-identified patient table. Hence, if

the attacker knows that a person called Mary who lives in the zip code area of 43551

is in the released table, then the attacker can find out that the third record in Table 2.1

belongs to Mary.

To prevent the record linkage attack, privacy models such as k-anonymity, l-diveresity

and t-closeness have been developed [85], [84], [61], [55].

• k-anonymity

A dataset is k-anonymous if no individual in the released data can be identified

from a group of size less than k based on its QID values. Hence, an attacker

will not be able to identify an individual’s particular record because there are

k-1 records with the same QIDs [16], [74], [75]. This group of k records with
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the same QIDs is called an equivalent group. In this model, the k value is used

to determine the level of privacy protection: a higher k value means it is more

difficult to identify records, but it also means that the data are less useful [96]

because more sanitisation must be done to achieve this level of protection. For

example, the records in Table 2.2b are 2-anonymous, where age, gender and ZIP

code are QIDs and disease is a sensitive attribute. With this anonymised data,

even if an attacker knows that the dataset includes a 34-year-old female who lives

at an address with a zip code 43551, he or she will not be able to identify which

record is hers.

The simplicity of the k-anonymity model and availability of its algorithms have

made it the most common privacy model used with generalisation and suppres-

sion. However, k-anonymity focuses on QIDs and does not take into consid-

eration the values of sensitive attributes [114], which can expose the published

dataset to an attribute linkage attack. Therefore, an attacker may be able to infer

a sensitive value of a victim from the published data without identifying which

record belongs to the victim. This is because of the lack of diversity in the sens-

itive attribute in equivalence groups created by k-anonymity. For example, in

Table 2.2b, if the records of two females show that they have the same disease

(heart disease), then an attacker could gain access to the female’s sensitive in-

formation, even if they do not know which record belongs to her.

k-anonymity has a special form called km-anonymity for high-dimensional data.

The key principle of km-anonymity is that an attacker is assumed to only know

up to m of QID values, and each combination of m QIDs should appear k times

in the released dataset [99].

• l-diversity
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l-diversity was proposed to address the privacy risk associated with an attribute

linkage attack on sensitive attributes, which is not covered by k-anonymity. This

model focuses on increasing the diversity of sensitive values within an equival-

ence group. In other words, each equivalence group should contain at least l

distinct values for the sensitive attribute [61], [33].

The principle of l-diversity requires that for each group of records (equivalence

class), there are l ’well-represented’ sensitive values. This is because some sens-

itive values such as Flu naturally appear more frequently than others such as HIV.

This can allow an attacker to deduce that a record in an equivalence class is very

likely to have those frequent values even if QIDs are already k-anonymised. As

a result, entropy l-diversity and recursive (c,l)-diversity have been proposed.

Entropy l-diversity ensures this for each block of records:

−
∑
s∈S

P (qid, s) log(P (qid, s)) ≥ log(`) (2.1)

where s is a sensitive attribute, and P (qid, s) is the fraction of records that have

this sensitive attribute in one records group. The left-hand side is referred to as

the sensitive attribute’s entropy. So, a larger value of l indicates that inferring a

certain sensitive value in a records group is more difficult.

Recursive (c,l)-diversity ensures that the most frequently occurring value does

not appear too frequently, and that the less frequently occurring values do not

appear too infrequently.

However, l-diversity does not take into consideration the problem of the skewed

distribution of those values, assuming that each sensitive attribute’s value is dis-

tributed equally over the dataset.
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• t-closeness

To avoid the disclosure of sensitive attributes from a skewed distribution, Li et al.

[55] proposed the t-closeness model. This model requires that the distribution

of a sensitive attribute in any equivalence group be close to the corresponding

distribution in the original dataset [1]. To put this in another way, the distance

between the distribution of a sensitive attribute in an equivalence group and the

distribution of the same attribute in the original dataset needs to be less than or

equal to t. Although t-closeness helps overcome the problem of skewed distri-

bution, it could degrade data utility because it requires the same distribution of

sensitive values in all equivalence groups.

2.2.3 Minimality Attack

In the minimality attack, in addition to background knowledge about the victim’s QIDs

and that the victim’s data is in the published dataset, an attacker is assumed to have

knowledge about the anonymisation mechanism used and privacy requirements for the

published dataset. The attacker may examine the published dataset or its documenta-

tion and learn about the mechanism behind the anonymisation algorithm, which then

allows them to identify the privacy requirements that have been used. The attacker can

then break the anonymity by using this knowledge [30], [108], [18], [115].

To illustrate the minimality attack, consider the patient dataset in Table 2.2 (a), where

each record belongs to one patient. Although explicit person identifying attributes such

as names have been removed, the dataset still can cause privacy issues. If an attacker

knows that a patient called Andy is in this dataset and that he is a 36-year-old, then the

attacker can infer that the second record belongs to Andy. To protect the dataset, it is

converted to a 2-anonymous dataset in Table 2.2 (b), so there are at least two identical
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Table 2.2: An example of minimality attack

(a) Patient dataset

Age ZIP code Gender Disease

30-40 43551 Female HIV

30-40 43551 Male HIV

50-60 43551 Female Flu

50-60 43551 Male Heart disease

50-60 43551 Male Flu

(b) k-anonymity patient dataset

Age ZIP code Gender Disease

30-40 43551 * HIV

30-40 43551 * HIV

50-60 43551 * *

50-60 43551 * *

50-60 43551 * *

records for each patient.

However, if the attacker knows that k-anonymity has been used and the gender attribute

has either ’male’ or ’female’ in it, then the attacker can infer that the first and second

records must contain both ’male’ and ’female’. This is because if the gender attribute

value is the same in both records, then the value will not be anonymised. As a result,

the attacker can infer that either the first or second records belong to Andy and that

Andy has HIV. As such, anonymity is broken.

The minimality attack exploits the principle that any anonymisation mechanism needs
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to define a minimum requirement or a limit where beyond this limit, the anonymisation

model should not generalise, suppress, or distort the data [54]. Therefore, a minimality

attack is applicable to most privacy models that define a minimum requirement, such

as l-diversity [61], t-closeness [55], km-anonymity [99], (a, k)-anonymity [109] and

(k, e)-anonymity [116],[64].

2.2.4 Inference Attack

The inference attack occurs when an attacker can deduce sensitive information that

they do not have access to from accessible non-sensitive information by using com-

mon knowledge and authorised query results [27]. Analysing the tools can lead to an

inferring attack by finding information not expected to be found in a published dataset.

For example, data analysing or data mining tools can be used to discover sensitive pat-

terns or correlations within data that violate the privacy of individuals [102], [17].

To illustrate the inference attack, let us consider the example given in Table 2.3 for an

employee dataset. This dataset contains name, age and salary information. The salary

information is protected by limiting access via queries. So for this data, a query for the

sum of salaries of multiple employees can be answered, while a query about a specific

employee’s salary is prohibited. However, the attacker can use the age attribute to

infer the salary of Andy, for example. Andy is the only employee who aged 36 in this

dataset. Therefore, by submitting the two queries q1 and q2, where one is for the sum

of salaries for employees aged between 36 and 42 and the other query for the sum of

salaries for employees aged between 37 and 42, the attacker can find out the salary of

Andy’s salary:

q1 : select sum(SALARY) from EMPLOYEE where AGE ≥ 36 and AGE ≤ 42

q2 : select sum(SALARY) from EMPLOYEE where AGE ≥ 37 and AGE ≤ 42
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Table 2.3: An example of inference attack

Name Age Salary

Andy 36 2900

John 40 3600

Alice 37 3200

Mary 42 3400

Fred 41 3900

There are a number of studies that illustrate the inference attack on anonymised data[26],

[79]. For example, Kifer [51] illustrated how to use the non-sensitive attributes of one

individual to attack the data anonynised by the anatomy method, hence being able to

learn the correlations between attributes.

• ε-differential privacy

Differential privacy guarantees no privacy leakage when sharing summary stat-

istics from datasets by protecting individuals against inference attacks [24], [10].

This model ensures that releasing the aggregate results does not disclose too

much information about any individual who contributes to these results. The pri-

vacy risks in statistical disclosure control focus on the possibility of an attacker

correlating different published statistics to recover sensitive data. Hence, in ad-

dition to an attacker’s background knowledge, multiple queries into published

statistics can provide the attacker with extra information that can help in predict-

ing sensitive information [30].

To overcome this risk, differential privacy has been proposed. It offers a math-

ematically proven assurance of privacy protection against various privacy attacks
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that are defined as attempts to learn personal information from a published data-

set, for example re-identification and record linkage. Differential privacy fo-

cuses on the concept that the exclusion or inclusion of a single individual from

the database should not (significantly) impact the results of a given query [23],

[110]. In other words, whether or not that individual’s private data is included in

the dataset, an attacker viewing the output of a differentially private analysis will

essentially draw the same conclusion regarding that individual’s private data.

Differential privacy provides a privacy loss parameter (ε) to control how much

noise will be added to the data. The value of ε determines the balance between

the desired protection and the accuracy of the query results. The lower the value

of ε, the stronger the privacy, but this also means more noise is applied to the

results, leading to less accurate results. For example, if ε value is equal to 0 (0-

differential privacy), then this means highest protection privacy and the lowest

accuracy, so the data would be useless, because the queries results will just be the

added noise. This may be an issue when there is a high diversity in the dataset

and the value of ε is too low to provide a required protection.

2.3 Data Anonymisation

As previously mentioned, protecting data privacy by anonymisation aims to make the

data available to the public without breaching privacy or disclosing the identity or sens-

itive information of an individual. Anonymisation is the process of sanitising data in a

way that it is no longer possible to identify individuals. Data anonymisation techniques

include generalisation, suppression, anatomisation, disassociation and perturbation.
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2.3.1 Generalisation

Generalisation is an anonymisation method. This method replaces specific values with

general values to prevent attackers from violating data privacy. For example, the cat-

egorical attribute value are replaced with superordinate values, whereas numerical at-

tribute values can be replaced with range values. Generalisation changes the values of

QID attributes into more general but equivalent values to make an individual indistin-

guishable from a group of individuals [42], [105], [31], [58].

Generalisation usually uses taxonomy trees to describe categorical attribute hierarchies

[95], [31]. For example, Figure 2.2 illustrates a taxonomy tree for the attribute ’job’.

Based on this taxonomy, ’lawyer’ and ’engineer’ can be generalised to ’professional’.

To illustrate generalisation, consider the example of a patient dataset in Table 2.4a. To

anonymise the dataset, the attributes ’Job’ and ’Age’ will be generalised. For the job

attribute, the ’Job’ taxonomy in Figure 2.2 is used, while for the age attribute, the range

values are used; for example, 52 and 59 are replaced by [50-60].

Figure 2.2: Taxonomy tree for the ’Job’ attribute
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Table 2.4: An example of generalisation

(a) Patient dataset

Age Job Gender Disease

30 Lawyer Male Heart disease

35 Lawyer Male Diabetes

52 Lawyer Female Heart disease

59 Engineer Female Flu

34 Engineer Male HIV

(b) Generalised patient dataset

Age Jobe Gender Disease

30-40 Professional Male Heart disease

30-40 Professional Male Diabetes

50-60 Professional Female Heart disease

50-60 Professional Female Flu

30-40 Professional Male HIV
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2.3.2 Suppression

With the suppression method, a value is not released at all. Suppression is applied to

QID attributes to prevent the re-identification by removeing values from the released

data [57], [47]. For example, Table in 2.5 shows the anonymised patient dataset by

generalising the job attribute and suppressing the age attribute, which is done by repla-

cing values with a special value (an asterisk) to prevent the identification of an patient

through the combination of age and job attributes.

Suppression can be considered a special form of generalisation. Also, both suppres-

sion and generalisation achieve protection by replacing the original values of the QID

attributes. However, these methods introduce different degrees of distortion, and to

ensure the balance of data utility and privacy, the values need to not be excessively

distorted.

2.3.3 Generalisation and Suppression for Transaction Data

Unlike the relational data, in the transaction data, it is hard to distinguish between

quasi-identifiers and sensitive items. However, to generalise or suppress transaction

data, several works have been proposed to address their anonymisation. For example,

global generalization applies the km-anonymity on transactions where each subset of

no more than m items appears in at least k transactions and if the dataset does not sat-

isfy km-anonymity requirement, then precise items will be replaced with more general-

ised ones [99]. For suppression, an sensitive item will be deleted from all transactions

or a whole transaction can be deleted from the released datset. To control information

loss in suppression, (h, k, p)-coherence has been proposed [113].
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Table 2.5: An example of suppressed patient data

Age Job Gender Disease

* Professional Male Heart disease

* Professional Male Diabetes

* Professional Female Heart disease

* Professional Female Flu

* Professional Male HIV

2.3.4 Anatomisation

A key advantage of using anatomisation is that it allows for a more accurate data ana-

lysis, because it anonymises data by disassociating the correlation between QIDs and

sensitive attributes without changing any data. This is in contrast to generalisation

and suppression, which change data to anonymise it. Xiao and Tao [111] showed that

anatomised tables outperformed the generalised tables in answering aggregate queries

involving QID and sensitive attributes because the original data were not modified.

Anatomisation anonymises a dataset by releasing data in two separate tables: one table

contains QID attributes while the other table contains sensitive attributes. This particu-

lar method links these two tables by adding GroupID in both. Thus, the records in one

group will have the same GroupID value in the QID table and sensitive attributes table.

Each group in QIDs table will link to l distinct sensitive values. As a result, if each

distinct sensitive value happens just once in a group, the probability to link a distinct

sensitive value to a record by using the GroupID value will be 1/l.

However, anatomisation is not sufficient for anoymised data in the case of continuous

data publishing. Because this method does not modify any attribute values, the re-

cords for the same individuals may remain the same across all releases. In addition,
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the impact of applying data mining tools such as classification or clustering on the ana-

tomised tables is not clear [30].

Moreover, this method tends to be used with relational datasets that usually contain

demographic information such as age, gender, income, education and employment.

This type of information does not have the semantic property that makes anatomisa-

tion less vulnerable for the semantic attack.

2.3.5 Disassociation

The anatomisation method is applied based on the possibility to classify attributes into

QIDs and sensitive attributes. However, it may be difficult to differentiate the two types

of data, especially in sparse multidimensional data. One example is web search query

logs, which can contain millions of terms, so classifying these terms into sensitive or

non-sensitive is difficult. Also, applying suppression and generalisation to this data

would distort of the some most valuable information. Because of this, the disassoci-

ation method has been proposed for anonymising transaction data. Disassociation an-

onymises data by splitting a record’s items into groups to hide the correlation between

them. This method uses the km-anonymity privacy model to split record items [100],

[59]. This method will be expanded on in detail in chapter 3.

2.3.6 Perturbation

Perturbation is used primarily as a part of statistical disclosure control to protect in-

dividuals’ confidential data in statistical information [11], [48]. Perturbation modifies

the data in such a way that it would allow for a summary statistical information to be
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released without disclosing individuals’ confidential data.

Additive noise, data swapping and synthetic data generation are commonly used per-

turbation techniques. The additive noise method is designed to protect numerical sens-

itive attributes such as income [9], [2]. It adds a randomised value that is chosen from

some distribution to the original sensitive numerical values to distort them. However,

if the correlation between attributes is high, the original values can be retrieved from

randomised data by using noise removal techniques [48], [12], [49]. Also, Sramka et

al. [92] illustated how the protection offered by this technique can be violated; they

proposed a fusion technique to remove noise from published anonymised data, where

they used the combined results of multiple data miners to give an estimation for the

original data.

Another paerturbation method is data swapping. This method was designed to protect

numerically and categorically sensitive attributes by switching the sensitive attributes

values between records while preserving the underlying statistics of the data [20], [70],

[103].

Synthetic data generation is another technique of perturbation. It protects data privacy

by substituting synthetic data values for the original data values in a way that the differ-

ence between the statistical information derived from the perturbed data and statistical

information derived from original data is insignificant [80], [38].

2.4 Semantic relationships and data privacy

The term ’semantic relationship’ refers to the associations that exist between words,

phrases or sentences, such as synonym or hyponyms. However, most data privacy
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protection techniques focus on the distribution of data values without considering the

meaning of the data and semantic relationships that may exist among them. Exploring

such meanings and semantic relationships that exist among the terms can raise privacy

threats to data protected by methods that do not consider them. In other words, the

semantic relationships among the items in a dataset can allow for indirect semantic

inferences; for example, some drugs are only related to a given disease, and some cus-

toms can be linked only to certain religions [7], [13], [63], [65].

In general, anonymisation approaches depend on formal privacy models such as k-

anonymity, which uses privacy parameters to guarantee privacy by making records

indistinguishable. However, these parameters cannot adequately capture semantic re-

lationships. Therefore, semantic inferences can be used to disclose protected items,

hence leading to re-identification or exposing sensitive information.

Figure 2.3 illustrates an example of exploiting semantic relationships in attacking an-

onymised data [89]. The original medical transactions in Figure 2.3 (a) have been

anonymised by a set-based generlisation [58] to produce the result shown in Figure 2.3

(b). In set-based generlisation method, data is protected by replacing a single item with

a set of items. Assume that insulin is a sensitive item that needs to be hidden, as are

sneezing and petechiae in transactions (2) and (3). Set-based generalisation is applied

by grouping insulin, sneezing and petechiae in a set (Figure 2.3 (b)) to protect these

items.

However, semantic relationships can be used to find the associations between items

in a set and the rest of the terms in a transaction. Thus, an attacker would find that

the strongest relationship for transaction (1) is between diabetes and insulin (Figure

2.3 (c)). This type of semantic relationship allows an attacker to reduce the number of

members in the generalised set by removing fake items, hence increasing the likelihood
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to determine the original transaction, and violating the individual’s privacy (Figure 2.3

(d)).

Figure 2.3: An example of semanitc attack

Ong and Shao proposed a method for attacking set-generalised transactions based on

semantic relationships [89]. They assumed that the items in a transaction occur in a co-

herent manner; consider transaction (2) in table (a) of Figure 2.3 (flu, cough, sneezing

and headache), for example. They used the neighbouring items of the generalised set

as contextual items. That is, flu is used as a contextual item to determine which items

in the generalised item is likely to be a fake item.

The type of semantic relationship in Table 2.3 explains a semantic inference where

insulin is considered as a related treatment to diabetes. This type of inference depends

on the co-occurrence of two items in a context. In other words, insulin and diabetes ap-

pear often together in the medical context; therefore, the semantic relationship between

them is strong. However, a number of tools in natural language processing (NLP) can

be used to understand and interpret semantic relationships, and attackers can employ

these tools to attack anonymised datasets. For example, Sanchez et al. [87] meas-

ured the semantic distance between terms using point-wise mutual information (PMI)
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and used the World Wide Web (WWW) as a corpus to find related terms [8], [86], [93],

[14]. They used these calculations to determine semantically related terms that can lead

to the disclosure of sensitive information. Chow et al. [13] used word co-occurrences

on the web as a part of their inference detection model to predict what an adversary

can infer and to detect undesired inferences that may be derived from text.

Table 2.6 presents a summary and classification of the papers reviewed here on risks

and their protections. Compared to previous work, our proposed approach is the first

work that exploits semantic relationships in attacking disassociated data.
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Table 2.6: The classification of attacking data privacy papers
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[108] X X X X

[3] X X

[94] X X

[51] X X X

[92] X X X

[18] X X X

[41] X X X X

[106] X X X X

[32] X X X X

[72] X X X X X X

[29] X X X X X

[45] X X X

[118] X X X X

[64] X X X

[89] X X X

The proposed approach X X X
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2.5 Summary

In this chapter, we discussed data privacy and how individuals’ privacy in published

datasets may be protected. We started by reviewing the concept of data privacy and

then illustrated how background knowledge can be used to assist attackers in attack-

ing privacy. After that, we discussed some of the most common privacy risks associ-

ated with data publishing by reviewing a number of well-known attacks. In addition,

we discussed privacy models and reviewed some anonymisation techniques, including

generalisation, suppression, anatomisation, disassociation, and perturbation. Finally,

we showed how the concept of semantic relationships can be used to violate data pri-

vacy.

Although most anonymisation techniques that protect data depend on their distribution

in the dataset, the semantic meaning of data can be exploited by attackers to break

anonymity. Most of existing works have focused on considering term relationships to

violate the privacy of generalised data. However, to the best of our knowledge, our

work is the first to consider semantic relationships to de-anonymise transactions data

that were anonymised by the disassociation method. We use two semantic similarity

measures to infer semantic relationships between items and then exploit these relation-

ships to break the privacy of the anonymised transactions.
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Chapter 3

The Disassociation Method

This chapter illustrates the original disassociation method, which is essential for under-

standing our semantic attack. We first give some necessary definitions and then explain

some limitations associated with the original method. To address these issues, we pro-

pose new strategies for horizontal partitioning: suppression, adding and remaining-list.

These strategies aim to handle small clusters that have less than k transactions in them.

Also, we explain two different methods to perform the vertical partitioning.

3.1 Preliminaries

The disassociation method is an anonymised method that is designed to protect the

identities and sensitive information of individuals in published transaction datasets

[100]. Disassociation preserves the original terms, but hides the fact that two or more

different infrequent terms appear in the same transaction. In other words, it protects the

individuals’ privacy by disassociating the transaction’s terms that participate in identi-

fying combinations to prevent an attacker from using those infrequent combinations to

identify individuals within a published dataset.

Let W = (w1, ....., wm) be a finite set of words called terms. A transaction T over W

is a set of terms T=(t1,t2,.....,tk), where each ti, 1 ≤ i ≤ k, is a distinct term in W . A

transaction dataset D = {T1, T2, ....., Tv } is a set of transactions over W .
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Definition 1. (km-anonymity).

If an adversary knows up to m terms of a record, they cannot use this knowledge to

identify less than k candidate records in an anonymised dataset. In other words, the

km-anonymity model guarantees that each combination of m terms appears at least k

times in the anonymised dataset.

For example, if an adversary knows that a person suffers from cancer and diabetes and

this person’s record is released in a 32-anonymous dataset, then the adversary will not

be able to identify this person’s record form less than three records.

Definition 2. (Disassociated transactions).

Let (T1, T2, ....., Tv) be transactions in the original dataset D, and disassociation takes

as an input dataset D and results in the anonymised dataset D̂. The anonymised data-

set D̂ groups transactions in clusters D̂ = (P1, ....., Pz). Each cluster divides the

terms of the transactions into a number of record chunks (C1, ....., Cn) and a term

chunk CT . The record chunks contain the terms in an itemset form called sub-record

(SR1, SR2, ......., SRv) that satisfy km-anonymity, while the term chunk contains the

rest of the terms of the transactions.
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3.2 Disassociation Method

The disassociation method performs three steps to anonymise a dataset: horizontal

partitioning, vertical partitioning and refining (Figure 3.1).

Figure 3.1: The disassociation method

First, horizontal partitioning groups transactions into clusters. After that, vertical par-

titioning separates infrequent term combinations in a cluster by placing them into dif-

ferent groups. Finally, the refining step is implemented to limit information loss and

increase data utility.
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3.2.1 Horizontal Partitioning

Horizontal partitioning is the first step of the disassociation method. In this step, trans-

actions are separated into groups called clusters. Horizontal partitioning uses a re-

cursive method to perform binary partitioning of the data into groups based on the

frequency of term occurrence in the dataset. In other words, the algorithm finds the

most frequent term and then uses it to divide the transactions into two groups: one for

transactions with the term and the other for transactions without the term. After that,

the method finds the next most frequent term for each group, and divides transactions

again based on it. The partitioning process will be performed on each group of trans-

actions until the clusters reach the required size which should not be smaller than k.

For example, if k is equal to 2 and we need to horizontally divide the dataset in Table

3.1, the algorithm would picks lung as the most frequent term in the first iteration.

Horizontal partitioning then divides the transactions into two clusters, the first cluster

contains that the transactions have the term lung in them, and the second cluster the

rest of the transactions as follows:

Table 3.1: Horizontal partitioning (the first iteration)

ID Transactions

P1

{cancer, radiotherapy, lung, treatment}

{cancer, lung, blood, tumor, biopsy}

{vessel, blood, treatment, lung, catheterisation}

P2 {cancer, blood, treatment, tumor, biopsy}

Table 3.1 illustrates the result of the first iteration of horizontal partitioning. Although

the cluster P1 satisfies the size condition, cluster P2 is smaller than k. As a result, ho-

rizontal partitioning will abandon the division returning P2 and P1 undivided as one
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cluster (Table 3.2).

Table 3.2: Horizontal partitioning (the resulting cluster)

ID Transactions

P1

{cancer, radiotherapy, lung, treatment}

{cancer, lung, blood, tumor, biopsy}

{cancer, blood, treatment, tumor, biopsy}

{vessel, blood, treatment, lung, catheterisation}

The aim of the horizontal partitioning step is to minimise anonymisation transactions

to the anonymisation of small and independent multiple groups of transactions by hav-

ing as few transactions and as many similar terms as possible in a cluster. This will lead

to less disassociation among the terms and enhance data utility. However, abandoning

the dividing step due to one cluster being too small could produce large clusters. As

shown in Table 3.2, all transactions have return in one cluster without any partitioning.

This may affect the effectiveness of the horizontal partitioning step.

3.2.2 Vertical Partitioning

In general, this step leaves term combinations that occur frequently intact while sep-

arating terms that generate infrequent combinations. The purpose of vertical partition-

ing is to hide the links between the terms of infrequent combinations by disassociating

them. So, after horizontal partitioning, the disassociation method performs vertical par-

titioning for each cluster. The clusters are divided vertically into two types of chunks:

record and term chunks. The record chunks contain sub-records of the original trans-

actions where the terms in these sub-records satisfy the km-anonymity condition. This

means that each m-sized combination of terms needs to appear at least k times in a
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record chunk. The term chunks contain the rest of the terms that have not been placed

in record chunks. Each cluster can have a number of record chunks but only one term

chunk.

To illustrate the vertical partitioning step, let us consider the example in Table 3.2, if

m equals 2 and k equals 2, then the terms of transactions will be disassociated into

chunks, ensuring that all resulting record chunks are 22-anonymous.

Table 3.3 shows the first iteration of vertical partitioning. It takes the first term blood

and checks its support. If its support is equal to or larger than k, the vertical partition-

ing will extend it with the next term treatment to check 22-anonymous and so on. In

transactions 3 and 4, the terms tumor and biopsy create a 22-anonymous sub-record, but

both terms have not appeared enough with lung or treatment, so vertical partitioning

moves them to the second record chunk. In addition, vertical partitioning moves any

term that has not appeared in the record chunks to the term chunk. Therefore, vessel,

catheterisation and radiotherapy are placed in the term chunk (Table 3.3).

Table 3.3: Disassociation transactions

Record Chunks Term Chunk

ID C1 C2 CT

1

2

3

4

{blood, treatment, lung}

{cancer, lung, treatment}

{cancer, lung, blood}

{cancer, blood, treatment}

{tumor, biopsy}

{tumor, biopsy}

vessel,

catheterisation,

radiotherapy

The vertical partitioning step depends mainly on the km-anonymity condition to create

record chunks. However, if we consider the second cluster, P2, in example 3.5, the ori-

ginal transaction for this cluster is illustrated in Table 3.4. Cluster P2 has three record
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chunks, where C2 contains surgery and C3 contains failure and both record chunks

satisfy the km-anonymity requirement. In the original transactions, the term surgery

never appears with the term failure. Therefore, if vertical partitioning includes surgery

and failure in the same record chunk, then the km-anonymity requirement will still

be satisfied. However, the vertical partitioning in the original disassociation method

does not provide a detailed explanation of how sub-records are chosen to create record

chunks.

Table 3.4: Original transactions

ID Transactions

1

2

3

4

{kidney, infection, failure, sepsis}

{kidney, surgery, catheterisation}

{kidney, infection, surgery}

{infection, failure, dialysis}

3.2.3 Refining

The aim of the refining step is to enhance the utility of published data while preserving

anonymisation. This step targets term chunks and examines the possibility of reducing

the number of terms in the term chunks by introducing joint clusters. These clusters

will be created for every two adjacent clusters if they have shared terms; subsequently,

they will be moved to a shared chunk. To illustrate this stage, we use an extended

example below.

The refining step provides more flexibility by allowing different clusters to share re-

cord chunks. In Table 3.5, the term catheterisation has enough support in the original

dataset but after horizontal partitioning, the term catheterisation does not pass the km-

anonymity requirement. However, if we consider the support of catheterisation in both
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Table 3.5: Disassociated transactions without refining

ID Record Chunks Term Chunks

C1 C2 C3 CT

P1

{cancer, lung, treatment}

{cancer, lung, blood}

{cancer, blood, treatment}

{blood, treatment, lung}

{tumor, biopsy}

{tumor, biopsy}

vessel, catheterisation,

radiotherapy

P2

{kidney, infection}

{kidney}

{kidney, infection}

{infection}

{surgery}

{surgery}

{failure}

{failure}

catheterisation,

dialysis

sepsis

clusters P1 and P2, it has sufficient support. As a result, the refining step create a joint

cluster for P1 and P2, and catheterisation will be moved to a shared chunk in this joint

cluster (Table 3.6).

3.3 Improving the Original Disassociation Algorithm

As illustrated in the previous section, the original method of disassociation has some

limitations. In this section, we introduce three strategies for horizontal partitioning:

suppression, adding and remaining-list. In addition, we illustrate two possible ways to

perform vertical partitioning.
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Table 3.6: Disassociated transactions with refining

Record Chunks Term Chunks Shared

P1 Cluster

{catheterisation}

{catheterisation}

{cancer, lung, treatment}

{cancer, lung, blood}

{cancer, blood, treatment}

{blood, treatment, lung}

{tumor, biopsy}

{tumor, biopsy}

vessel,

radiotherapy

P2 Cluster

{kidney, infection}

{kidney}

{kidney, infection}

{infection}

{surgery}

{surgery}

{failure}

{failure}
dialysis,

sepsis

3.3.1 Horizontal Partitioning

To address the issue of cluster size in the original disassociation algorithm, we develop

our new algorithms and introduce an improved solution with three new strategies to

handle the clusters with a size smaller than k. In our algorithms, we add a check step

to horizontal partitioning. The check step uses two parameters: the max cluster size

and the k value. The max cluster size determines the largest size of a cluster that re-

quires no further partitioning where the k value will be used to determine the smallest

size acceptable for a cluster. There are three possible cases that need to be considered

for cluster size:

1. As we analysed previously, the termination condition of the recursive partition-

ing of a dataset into a cluster depends on two parameters: the max cluster size

and k. Therefore, if the cluster size is larger than the max cluster size, then the

cluster will continue to be partitioned.
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2. If the cluster size is between the max cluster size and the k value, then no further

partitioning is required and it will go through vertical partitioning in the next

step.

3. If the cluster size is smaller than the k value, we will not simply abandon the

partitioning but will apply one of following strategies:

Suppression Strategy

In this strategy, clusters with a size smaller than k are not released in the published

disassociated dataset. To disassociate transactions in the vertical partitioning step, an

itemset needs to appear at least in k number of transactions to satisfy the km-anonymity

requirement. Transactions in a small-sized cluster as not having enough frequent item-

sets and all the terms will end up in the term chunk. This means that these transactions

may not be beneficial to data analysis, so the strategy will suppress them from the pub-

lished data.

Algorithm 1 shows how the suppression strategy performs for transactions. The al-

gorithm first check the size of a cluster (Line 4). If the size is less than the max cluster

size, checks if the size of a cluster is greater than or equal to k (Line 5). If a cluster

is smaller than the k value, then it will be deleted (Line 6). Otherwise, the algorithm

uses the most frequent term to divide a cluster into two groups: one with the records

containing the most frequent term and one with the remaining records (Lines 11 to 14).

These steps are recursively applied to each cluster in the cluster queue Q until all the

clusters have a suitable size. Terms previously used for partitioning are saved in the set

ignore and will not be used in subsequent splitting (Line 12).
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Algorithm 1: Suppression method
Input: Dataset D,MaxClusterSize, k

Output: Horizontal partitioning of D

1 ignore← {} , Q← D;

2 while Q 6= {} do

3 {D}← head(Q);

4 if |D| < MaxClusterSize then

5 if |D| < k then

6 Delete D

7 else

8 Save D

9 end

10 else

11 T ← be the set of terms of D

12 Find the most frequent term x in (T − ignore)

13 D1←all records of D having term x

14 D2← D −D1

15 end

16 return (D1; ignore ∪ x) and (D2; ignore) to Q

17 end

18 return Horizontal partitioning of D
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Adding Strategy

Instead of suppressing small clusters or abandoning the partitioning, this strategy dis-

tributes small clusters to other clusters in the cluster queue. this is because the infre-

quent terms in one small cluster can be frequent in other large clusters. Hence, this

strategy adds small clusters to another clusters to increase the frequency of terms. This

will avoid the issue of partitioning being abandoned in the original algorithm.

In Algorithm 2 of the adding strategy, the same cluster size checking as in suppression

is carried out. If the cluster size is between the max cluster size and k value, then

the cluster does not need more partitioning (Line 12). If the size is less than k, then

the small cluster will be added to the second cluster in the clusters queue Q (line 7).

However, if there are no more clusters in the cluster queue, then the small cluster will

be added to the last cluster in the queue (Line 9). The algorithm uses the most frequent

term to divide a cluster into two clusters (Lines 15 to 18). these steps are recursively

applied to each cluster in the cluster queue Q until all the clusters have a suitable size.

At the end, the horizontal partitioning of the dataset is returned.
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Algorithm 2: Adding method
Input: Dataset D,MaxClusterSize, k

Output: Horizontal partitioning of D

1 ignore← {} , Q← D

2 while Q 6= {} do

3 {D}← head(Q)

4 if |D| < MaxClusterSize then

5 if |D| < k then

6 if |Q| > 1 then

7 Add {D} to the second {D} on Q

8 else

9 Add {D} to the last {D} on Q

10 end

11 else

12 Save D

13 end

14 else

15 T ← be the set of terms of D

16 Find the most frequent term x in (T − ignore)

17 D1←all records of D having term x

18 D2← D −D1

19 end

20 return (D1; ignore ∪ x), (D2; ignore) to Q

21 end

22 return Horizontal partitioning of D
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Remaining List Strategy

This strategy creates a list called the ’remaining list’. After checking the size of a

cluster, the remaining list strategy moves all the clusters with a size less than k to the

remaining list. After reaching the end of the horizontal partitioning of all transactions,

the remaining list will be moved back as a one big cluster, and the horizontal partition-

ing will be applied to it again.

Algorithm 3 shows how the remaining list strategy performs for transactions. The re-

maining list L is created as a first step in this strategy (Line 1) and the remaining list

will be moved to the clusters queue (Line 3). Then, the algorithm checks the size of a

cluster as before (Lines 5 and 6). If the size of a cluster is less than k, then the cluster

will be moved to the remaining list (Line 7). Otherwise, the algorithm uses the most

frequent term to divide the large cluster into two smaller clusters. After horizontal par-

titioning all the clusters in the cluster queue, the remaining list will be moved to the

cluster queue and the process is repeated. However, if the size of the remaining list L

is less than k, then the transactions in the remaining list will be added to the last cluster

(Line 21).
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Algorithm 3: Remaining list method
Input: Dataset D,MaxClusterSize, k

Output: Horizontal partitioning of D

1 ignore← {} , Q← D, L← Q

2 while L 6= {} do

3 if L > k then

4 Q← L L← {} while Q 6= {} do

5 {D}← head(Q)

6 if |D| < MaxClusterSize then

7 if |D| < k then

8 L← L ∪ {D}

9 else

10 Save D

11 end

12 else

13 T ← be the set of terms of D

14 Find the most frequent term x in (T − ignore)

15 D1←all records of D having term x

16 D2← D −D1

17 end

18 return (D1; ignore ∪ x), (D2; ignore) to Q

19 end

20 end

21 else

22 tail(Q)← tail(Q) ∪ L

23 end

24 return Horizontal partitioning of D
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3.3.2 Hierarchical Clustering (HC) for Horizontal Partitioning

Hierarchical clustering is a clustering approach aiming to group objects into clusters

based on their similarity. There are two types of hierarchical clustering strategy: ag-

glomerative strategy and divisive strategy. Agglomerative strategy follows the bottom-

up approach that starts with many little clusters and then combines them to form larger

clusters. Divisive strategy uses top-down approach. It starts with one large cluster and

then divides it into smaller clusters.

However, to determine which clusters should be joined (for agglomerative) or which

cluster should be divided (for divisive), HC needs to use an appropriate metric to meas-

ure the similarity such as Euclidean distance, between objects. However, in the disas-

sociation method, the horizontal partitioning needs to be based on the frequency of

terms to achieve the km-anonymity requirement. So, to be able to use the HC approach

for horizontal partitioning, the similarity metric should be based on the frequency of

m-itemsets to form clusters, not the distance between transactions.

3.3.3 Vertical Partitioning

Vertical partitioning aims to divide each cluster into record and term chunks. Thus, it

groups terms that frequently occur in one record chunk and separates infrequent com-

binations over the record chunks based on the km-anonymity condition. In vertical

partitioning the support of terms in a m combination of sub-records is not illustrated in

detail in the original disassociation algorithm. Hence, we illustrated two possible ways

to apply the km-anonymity condition:

• In a cluster, when disassociating terms of transactions into record chunks, each

group of m terms need to satisfy the km-anonymity condition. So, to create a
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record chunk, all possible m combinations of terms of one group need to appear

at least k times in a cluster to place them in the same record chunk. In other

words, all combinations of sub-records’ terms in one record chunk need to satis-

fied the km-anonymity condition. This method will produce more record chunks

and may produce more empty sub-records inside record chunks. For example,

if we have a group of terms (surgery, failure) from Table 3.4, first, the vertical

partitioning checks the support of surgery then add failure. However, the itemset

of (surgery, failure) is not appear k times together. Therefore, the failure will not

be added to the same record chunks with surgery.

The disassociated transaction in Table 3.7 follows this method. To disassociate

transactions into record chunks, terms in cluster P1 are divided to three groups

that satisfy the km-anonymity condition. The first group contains kidney, in-

fection, the second group contains surgery and the third group contains failure.

Each group creates a record chunk, therefore, there are three record chunks for

cluster P1.

Table 3.7: The first method of vertical partitioning

ID Record chunks Term chunk

C1 C2 C3 CT

P1

{kidney, infection}

{kidney}

{kidney, infection}

{infection}

{surgery}

{surgery}

{failure}

{failure}

catheterisation

dialysis

sepsis

• In a cluster, when disassociating terms of transactions into record chunks, each

record chunk can have more than one group of terms. In other words, all sub-

records from different groups of terms can be placed in the same record chunk if
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all m combinations in each group have already satisfied the km-anonymity con-

dition. Taking this into account, there are no shared m combinations between

two different groups that have support less than k, then all the sub-records of the

two groups can be placed into one record chunk. This will reduce the number of

record chunks, allowing for more different sub-records to be in the same record

chunk without violating the km-anonymity requirement. For example, if we have

the two groups surgery and failure and both of them satisfy the km-anonymity

requirement. Also there is no shared m combinations between them, then they

can share the same record chunk.

Table 3.8 illustrates the second method of vertical partitioning. As with the first

method, the terms of cluster P1 will be separated into three groups that satisfy

the km-anonymity condition. However, groups can share one record chunk if

there are no shared m combinations between them. Therefore, the second group

surgery and the third group failure are placed in the same record chunk. This

is because both groups satisfy the km-anonymity requirement and they do not

appear together in the original transaction so there is no shared m combinations

between them. Therefore, vertical partitioning will include surgery and failure

in the same record chunk, and cluster P1 will be disassociated to two record

chunks instead of three.

Table 3.8: The second method of vertical partitioning

ID Record chunks Term chunk

C1 C2 CT

P1

{kidney, infection}

{kidney}

{kidney, infection}

{infection}

{failure}

{surgery}

{surgery}

{failure}

catheterisation

dialysis

sepsis
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3.4 Comparison of Different Methods of Horizontal Par-

titioning

In this section, we compare our proposed methods for horizontal partitioning with the

original method. Our methods aim to control the clusters size and avoid producing

clusters with size larger than the max cluster size. This is because larger clusters may

affect the utility of disassociated data. To evaluate the performance of our methods, we

use three real datasets that were introduced in [117]. The first two datasets are WV1

and WV2, which contain click-stream data from two e-commerce websites that were

collected over a period of many months. The third dataset is POS that is a transaction

log from an electronics retailer.

We use tlost as an evaluation metric to calculate the amount of information loss in-

curred by different methods. The tlost metric gives the percentage of terms that sup-

port more than k in the original dataset D but they are placed in term chunks in the

disassociated dataset.

Figure 5.21 illustrates the amount of information loss in the POS dataset over differ-

ent k values. However, all methods have the same tlost percentages, which can be

considered as high percentages, with different k values. This is because the level of

frequency of terms is too high in this dataset. So the chance of moving a frequent term

to the term chunk in some clusters is higher.

Figures 5.23 and 5.24 illustrate the amount of information loss in the WV1 and WV2

datasets over different k values. We can see the effectiveness of the adding method

in achieving the lowest tlost percentages over all k values while the remaining-list

has similar percentages as the original method. The suppression method has a low

percentage of information loss, but this is due to the removal of some terms from the
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disassociated dataset.

(a) The tlost percentage of diffrent k values (POS) (b) The tlost percentage of diffrent k values (WV1)

(c) The tlost percentage of diffrent k values (WV2)

Figure 3.2: Comparison of the ratio of information loss for different methods

3.5 Summary

In this chapter, we have described the original disassociation method. Also, we have

given definitions of key concepts that are important to the understanding of this method.

We have discussed the three steps of the disassociation method and explained the lim-

itations that are associated with horizontal partitioning and vertical partitioning. One

limitation of horizontal partitioning in the original disassociation method is that it aban-

dons the dividing of a small cluster resulting from the partitioning and returns the

cluster without any division. Abandoning the dividing could produce large clusters,

leading to more disassociation among the terms, therefore diminishing the data utility.
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To overcome this issue, we have introduced three strategies to handle the clusters with

a size smaller than k: suppression, adding and remaining-list. The suppression strategy

removes small clusters, while the adding strategy adds small clusters to another large

cluster. The remaining-list strategy uses a list to hold all the small clusters that were the

result of horizontal partitioning. Then, we applied horizontal partitioning again on this

list. We illustrated how our proposed methods of horizontal partitioning achieved bet-

ter tlost level than the original method. This is because our methods provide a stronger

control on max cluster size in disassociating a dataset. In other words, no horizontal

partitioning will be abandoned in our methods; therefore, clusters will not exceed the

allowed max cluster size as in the original disassociation method. Also, for the vertical

partitioning, we illustrated two different methods to apply the km-anonymity condi-

tion on clusters to disassociate infrequent combinations into record chunks and term

chunks.



56

Chapter 4

Semantic Attack

In this chapter, we propose our approach to semantic attacks on anonymised trans-

action produced by the disassociation method. We illustrate two types of semantic

similarity measures and then explain how these measures are used in our attacking ap-

proach. Afterwards, we explain the semantic attack approach. We illustrate the two

stages of this approach: scoring and selection. In the scoring stage, we explain how the

semantic similarity measures are used to find semantic relationships between terms. In

the selection stage, we propose four methods to exploit the semantic relationships to

reconstruct original transactions.

4.1 Semantic Relationships

Semantics is the study of meaning and interpretation in a language. Semantics refer

to the relationship between words and how humans derive meaning from these words.

A semantic relation refers to any possible semantic relationship between the meaning

of words, defining how two terms are related [6], [34]. For example, gem and jewel

are related semantically because they share the same meaning, while world and cup do

not share the same meaning, but they are related semantically in a specific context (e.g.

football competition). In our semantic attack, we use this type of semantic relationship

to reveal the hidden links between items in different chunks and reconstruct original
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transactions.

4.1.1 Semantic Relatedness Measures

To measure the semantic relatedness between two terms, there are two major ap-

proaches that have been developed: the knowledge-based approach, which compares

words by analysing the structured sources of information (ontologies), and the corpus-

based approach, which compares words by analysing unstructured or semi-structured

texts [40].

Knowledge-based approach

This approach uses an ontology to determine the semantic relationship between terms

where the concepts (terms) within a domain are organised in a hierarchical way and

the relationships between the terms are described in a specific number of relational

descriptors [36]. For example, knowledge-based methods use WordNet (a lexical data-

base) as an ontology to find the relationships between terms. The semantic relations

in this database include synonyms, hypernyms, meronyms and antonymys [28], [67].

Figure 4.1 illustrates WordNet’s ontology of Eye disease, where terms are semantic-

ally related by hyponymy. For example, cortical cataract and nuclear cataract have

the same parent node of cataract, so they are considered to be more related than Nor-

mal tension glaucoma and acute glaucoma.

The knowledge-based approach depends on the availability of ontologies such as Word-

Net [28] and MeSH [44]. Although these ontologies have a huge number of entities,

they may not cover all the subjects. Also, it can be time-consuming and challenging to

build an ontology manually because doing so requires expert knowledge.
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Figure 4.1: A branch of WordNet’s ontology for (eye disease)

Moreover, a given term can have multiple definitions in an ontology, so finding the

appropriate meaning can be complicated. For example, bank and depository are related

if they are considered a storing place, but if bank is interpreted as the land along the

edge of a river, then bank is not related to depository.

Corpus-based approach

This approach uses a large collection of texts as a knowledge source; this is often re-

ferred to as a (corpora). The relationship between two terms can be determined by

how often they occur in the same context in a corpora [37] [40]. For example, catar-

act is considered to be more related to glaucoma in a context about vision loss than

other diseases such as double vision. This is because cataract frequently appears with

glaucoma because both are serious eye diseases that can result in blindness. However,

because this approach relies on the co-occurrence of information between terms, the

size of a corpora will affect the measurement. The larger the corpora is, the more ac-

curate the measurement will be.
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4.1.2 Semantic Attack Measures

Transactions such as patient discharge reports, where each transaction contains inform-

ation about patient’s diseases and symptoms, can be protected by disassociating the

information into chunks to preserve patient’s privacy. However, an adversary can still

associate symptoms that commonly occur together or symptoms with diseases because

they would naturally appear together. This type of semantic relationship between a

symptom and disease is usually not covered by ontologies such as synonyms or hyper-

nyms because this relationship depends on how often a symptom and a disease appear

together. So in our work, we argue that an attacker can benefit from the fact that two

terms are related or have a semantic relationship, even if they do not share a similar

meaning. Hence, we followed the corpus-based approach to measure the semantic re-

latedness between terms in disassociated transactions where the relationship is defined

by the likelihood of their co-occurrence. We adopt two methods from the corpus-based

approach: normalised Google distance (NGD) and word embeddings (WE). The next

section will explain how these methods have been used in our semantic attack ap-

proach.

Word Embedding (WE)

WE is a type of latent representation of words where similar words have similar rep-

resentations. In other words, it is the process of taking a large corpus of words and

mapping each word to a vector in a vector space where similar words are assigned in

nearby points (vectors). Being able to successfully do this depends on training a neural

network on a chosen dataset in which two words are considered similar if they appear

in a similar context; then, this trained neural network can be used to determine the re-

latedness of new input words. There have been different neural embedding techniques

developed, but the most popular techniques are Word2vec and GloVe [76], [5].
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Word2vec relies on assuming that the context in which a word apears can be used to

infer the meaning of this word effectively. There are two models to learn word em-

bedding in Word2vec: continuous bag-of-words (CBOW) model and continuous Skip-

Gram model. CBOW predicts a target word based on its context, while the Skip-Gram

model predicts the target context words given a current word [66]. The Skip-Gram

model is better for training a small amount of data and infrequent words, while CBOW

is faster and more accurate for frequent words. Figure 4.2 illustrates the training archi-

tectures of these two models.

Figure 4.2: Word2Vec training models [66]

The other technique used for WE is GloVe. It learns WE by using a global matrix

factorisation method (word-word co-occurrence matrix) [76]. In this matrix, each row

presents a word and each column a context, and this matrix uses statistics to count the

co-occurrence between the word and context across the whole corpus.

In our work, we use WE to measure the semantic similarity between the terms in dif-
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ferent chunks. One advantage of using this method is that there are many pre-trained

models that have been developed by researchers and that can be used in different do-

mains; hence, they are available for use in any project. This means that there is no need

to build a model from the scratch. Indeed, using word embedding to find semantic re-

lationships is fast and simple, which makes it a reasonable measure to be used by an

attacker. In our approach, we used pre-trained Wikipedia GloVe embeddings trained

by the GloVe model [76]. The corpus has 400k unique words in the vocabulary from a

snapshot of English Wikipedia in 2014 and English Gigaword fifth edition 1.

The main limitation of using WE is the out-of-vocabulary words issue. If a word is not

included in the training phase of an embedding model, then the model will not be able

to interpret this word or know how to assign a vector to it [4]. Also, the effectiveness

of this method depends on the domains covered in the corpus.

Normalised Google Distance (NGD)

The second corpus-based method in our work uses the entire World Wide Web as a

corpus [15]. The semantic relationship between terms is measured based on how fre-

quently these terms are used in the same page on the web. Unlike word embedding,

NGD uses a Google repository that contains numerous domains; hence, there is no

need to build a customised corpus or update it to include new terms.

This method measures the semantic similarity based on the number of pages that are

returned by Google’s search engine. The theory behind NGD is that if two terms have

a semantic relationship, then the likelihood of both terms appearing together on a large

number of pages will be high [50]. In other words, similar words that frequently occur

together tend to be close in Google distance, while dissimilar words tend to be farther

1https://nlp.stanford.edu/projects/glove/

https://nlp.stanford.edu/projects/glove/
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apart. To find the semantic relationship between the two words x and y, the following

formula will be used:

NGD(x, y) =
max{log f(x), log f(y)} − log f(x, y)

logN −min{log f(x), log f(y)}
, (4.1)

In Equation 4.1, N is the total number of web pages searched by Google; f(x) is the

number of web pages with word x and f(y) the number of web pages with word y; and

f(x, y) is the number of web pages with both x and y. If x and y occur separately but

never appear together on the same web page, then the Google distance between x and

y is infinite. If x and y always occur together, then x and y are viewed as similar as

possible and their Google distance equals zero.

For example, to find the similarity between glaucoma and cataract, and glaucoma and

double vision, we use Google’s search engine to find the number of pages or documents

that contain each term. Hence, by applying Equation 4.1 to glaucoma and cataract,

f(x) and f(y) are the number of pages for glaucoma and cataract, and f(x, y) is the

number of web pages on which both glaucoma and cataract occur together. So, for

example, take f(′glaucoma′) = 67400000, as shown in Figure 4.3. The result of the

NGD for both pairs is as follows:

NGD(glaucoma, double_vision) > NGD(glaucoma, cataract) (4.2)

where NGD(glaucoma, cataract) = 0.18 and NGD(glaucoma, double_vision) =

0.32, which suggests that in general, glaucoma is more related to cataract than to

double vision.

However, unlike the approaches that use a local corpus to calculate semantic relation-

ships, an NGD query to a Google repository is relatively slow and limited for a vary

large-scale dataset. This is because Google’s search engine only allows for a limited
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Figure 4.3: An example of f (’glaucoma’) by Google

number of queries for a given period of time.

4.1.3 The Limitations of NGD and WE

The WE measurement calculates the semantic relationships based on semantic vectors

that can be faster than the NGD measurement. However, the major limitations in WE

are that it may not cover all the terms in the dataset and there may be a need to train your

own word embedding on the original transactions to include all the terms that will be

not available in the real attack for an attacker. In contrast, the NGD measurement does

not have this problem, because it uses the Google repository. However, a limitation in

NGD is that because the Google repository is continuously updated, the relationships

between the terms can change. However, given the size of Google repository, such

change will not affect the calculation of semantic score. For example, the relationship

between the term fever and the term isolation has been changed recently, and their

co-occurrence in the same page on the web is increased due to the coronavirus. The
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NGD score for fever and isolation is 0.33, which is considered semantically related.

However, this change in the relationship between fever and isolation does not affect

the semantic relationship between fever and other terms, e.g. flu. Hence fever and flu

are still semantically related and frequently appear in the same page on the web with

NGD score equal to 0.34.

4.1.4 Accuracy of Measures

In our attacking approach, we mainly rely on the semantic relationships among the

terms in different chunks to reconstruct the original transactions. Although there are

other methods that use the corpus-based approach, such as Li’s method [56] and Is-

lam’s method [46], NGD and WE are more available for attackers. In addition, WE is

efficient, while NGD covers various domains. Therefore, in this section, we illustrate

the accuracy of these two measures in identifying semantic relationships among the

terms. We use a well-established benchmark to test the accuracy of WE and NGD,

comparing them with other related methods for measuring semantic relationships.

Correlation between measures

Our test is based on a comparison between the semantic relationships produced by Li’s

method [56], Islam’s method [46], WE [5], NGD [15] and human judgement. Li’s

method was developed to measure semantic similarity between sentences or very short

texts based on semantic and word order information implied in the sentences. In Li’s

method, the semantic similarity is derived from the lexical knowledge base WordNet

[67] and corpus statistics [56]. In Islam’s method, the similarity of two short texts is

determined using a combination of semantic and syntactic information. This method

considered two main functions (string similarity and semantic word similarity) as well
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as an optional function (common-word order similarity). Both Li and Islam used hu-

man judgment of 30 sentence pairs in their works to evaluate their similarity measures.

So, to conduct this comparison, we use the same human judgment sets from the study

by Miller and Charles [68] with 30 word pairs. The 30 pairs were extracted from the 65

pairs given in Rubenstein and Goodenough [82], which include synonymy pairs (e.g.,

boy : lad) and completely unrelated pairs (e.g., cord : smile). Human subjects evalu-

ated each pair in this set using a scale from 0 to 1, giving these pairs semantic similarity

scores. We use the set as a benchmark and calculate the NGD and WE for the same 30

pairs. For Li’s method and Islam’s method, we use their resulting finds of comparing

their methods with the same human judgement set in their papers. After doing this, we

calculate the correlation by using COV (X;Y ) =

n∑
i=1

(Xi−X)(Yi−Y )

n−1 , where X and Y

are the measurement result and the human estimation, and X and Y are their means. n

is the total number of pairs in this testing comparison. Table 4.1 shows the comparison

of the different methods used for measurement.

Figures 4.4 illustrates the comparison between human judgement and Islam’s method,

Li’s method, NGD and WE. All methods, except for NGD, have the same scale. There-

fore, we convert NGD to NGD’ to have a scale from 0 to 1 by using 1 − NGD
MAX(NGD)

,

where a higher NGD score means a stronger relationship between terms.

Table 4.1 shows that WE has the highest correlation by 0.75 and that NGD correlates

with human estimates by 0.72. Although Li’s method has a close correlation to NGD,

NGD uses the Google repository as a corpus, so it does not need to prepare or train any

corpus to perform similarity measures. As a result, we consider NGD and WE to be

reliable methods for determining the semantic relationships between terms. Although,

the scores for NGD and WE do not exactly match human scores, they still indicate

whether or not two terms are related. In Figure 4.4, in the comparisons of NGD and

WE with human judgement, all pairs with ID 10 and a higher have higher similarity
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than the pairs below ID 10. Although there are still small errors when measuring the

relationships in WE and NGD, we consider these methods to have a reasonable accur-

acy for our attacking approach.

Figure 4.4: Different semantic measurements comparison
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Table 4.1: Methods comparison

Word pair Human NGD’ Word Embedding LI [56] islam [46]

1 cord-smile 0.01 0.05 0.01 0.33 0.06

2 autograph-shore 0.02 0.14 0.03 0.29 0.11

3 asylum-fruit 0.05 0.07 0.05 0.21 0.07

4 boy-rooster 0.11 0.00 0.28 0.53 0.16

5 coast-forest 0.21 0.32 0.23 0.36 0.26

6 boy-sage 0.24 0.20 0.16 0.51 0.16

7 forest-graveyard 0.25 0.18 0.22 0.55 0.33

8 bird-woodland 0.31 0.30 0.09 0.33 0.12

9 hill-woodland 0.46 0.43 0.27 0.59 0.29

10 magician-oracle 0.65 0.30 0.25 0.44 0.2

11 oracle-sage 0.65 0.27 0.44 0.43 0.09

12 furnace-stove 0.78 0.66 0.6 0.72 0.3

13 magician-wizard 0.8 0.43 0.48 0.56 0.34

14 hill-mound 0.82 0.32 0.46 0.74 0.15

15 cord-string 0.85 0.41 0.18 0.68 0.49

16 glass-tumbler 0.86 0.43 0.46 0.65 0.28

17 grin-smile 0.87 0.48 0.86 0.49 0.32

18 serf-slave 0.87 0.20 0.44 0.39 0.44

19 journey-voyage 0.9 0.39 0.68 0.52 0.41

20 autograph-signature 0.9 0.39 0.31 0.55 0.19

21 coast-shore 0.9 0.82 0.5 0.76 0.47

22 forest-woodland 0.91 0.68 0.64 0.7 0.26

23 implement-tool 0.92 0.73 0.21 0.75 0.51

24 cock-rooster 0.92 0.16 0.47 1 0.94

25 boy-lad 0.96 0.57 0.58 0.66 0.6

26 cushion-pillow 0.96 0.80 0.25 0.66 0.29

27 cemetery-graveyard 0.97 0.59 0.64 0.73 0.51

28 automobile-car 0.98 0.64 0.58 0.64 0.52

29 midday-noon 0.99 0.36 0.55 1 0.93

30 gem-jewel 0.99 0.50 0.62 0.83 0.65

Correlation 0.72 0.75 0.72 0.65
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4.2 Semantic Attack Approach

Our semantic attack approach consists of two stages. The first stage is to find the se-

mantic relationships among the terms in a disassociated dataset, which is called scor-

ing. The second stage uses these semantic relationships to determine which terms

should be associated for reconstructing the original transactions, which is called selec-

tion. The input dataset of our semantic attack is the transactions anonymised by the

disassociation method.

4.2.1 Scoring step:

In the first step of our semantic attack, we use two measures, NGD and WE, to find

the semantic relationship scores. In our approach, we use the sub-records in the first

record chunk as a basis to establish the semantic relationships, and we refer to this

chunk as an anchoring chunk in our work. Therefore, in each cluster, this step finds the

semantic relationship scores between disassociated terms in other chunks and terms in

the anchoring chunk.

The pseudocode for the scoring step is provided in Algorithm 4. The algorithm is

performed for each cluster P in the disassociated dataset D̂ (Step 1). There are two

different types of chunks in a disassociated dataset: record chunks (C1,C2,...,Cn) and a

term chunk (CT ), as shown in Table 4.3, which shows the 22-anonymous disassociated

transactions for the original transactions in Table4.2. In a cluster, each record chunk

contains a number of sub-records (SR1, SR2, ......., SRv), and the term chunk contains

terms (t1,t2,....,tk).

In Algorithm 4, for each sub-record SR in the record chunks from C2 to Cn or for each

term ti in the term chunk CT , the algorithm uses NGD or WE to calculate the semantic
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Table 4.2: Original transactions

ID Transactions

1

2

3

4

{vessel, blood, treatment, lung, catheterisation}

{cancer, radiotherapy, lung, treatment}

{cancer, lung, blood, tumor, biopsy}

{cancer, blood, treatment, tumor, biopsy}

Table 4.3: Disassociated transactions

Record Chunks Term Chunk

ID C1 C2 CT

1

2

3

4

{blood, treatment, lung}

{cancer, lung, treatment}

{cancer, lung, blood}

{cancer, blood, treatment}

{tumor, biopsy}

{tumor, biopsy}

vessel,

catheterisation,

radiotherapy

relationship between pairwise of SR or ti and each sub-record ASR in the anchoring

chunk (C1) (steps 2 and 3). In steps 5 and 6, the algorithm calculates the semantic

scores for each term in the term chunks. All the semantics scores between disassoci-

ated sub-records or terms and all sub-records in the anchoring chunk in a cluster are

stored in scoresp to use them in the next step (step 8). For example, for Table4.3, the

first pairwise consists of (tumor, biopsy) from C2 and (blood, treatment, lung) from the

anchoring chunk in step 2. If WE is chosen as the semantic measure in step 3, the se-

mantics scores for this pairwise would be [0.47, 0.61, 0.84]. This step will be repeated

for the other three sub-records in C1. Then, in steps 5 and 6, the algorithm will find the

semantics scores between each term in CT vessel, catheterisation, radiotherapy and

the four sub-records in C1 . All the resulting scores will be stored in scoresp.
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Algorithm 4: Scoring Step
Input: Disassociated transactions

Output: Semantic relationships scores

1 for each cluster P do

2 for each sub-record SR in (C2 to Cn) do

3 Calculate the semantic score between SR and all sub-records in C1 by

NGD / WE
4 end

5 for each term ti in CT do

6 Calculate the semantic score between ti and all sub-records in C1

7 end

8 scoresp= semantic relationships scores for sub-records and terms in a

cluster P
9 end

10 return Semantic relationships scores of the disassociated transactions

4.2.2 Selection step:

The disassociation method protects the terms of the transactions by dividing them into

record and term chunks. For each disassociated sub-record or term, this step aims to

find their original transaction and reassociate the terms and sub-records based on the

semantic relationships that exist among them. Hence, having derived all the semantic

relationship scores in the scoring step, the selection step determines how the disasso-

ciated terms and sub-records are combined with the sub-record in the anchoring chunk

to reconstruct transactions. We propose four methods for this step, and these methods

will be discussed in detail in the following section. Note that the sub-records in the

anchoring chunk are the first parts of the transactions, and these sub-records usually

contain the largest sub-record of each disassociated transaction. Therefore, these large

sub-records can be used to provide more semantic information for the reconstruction.

For example, in Table 4.3, C1 is the anchoring chunk that contains the largest sub-
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records in the cluster. Each sub-record (e.g., blood, treatment, lung) is an incomplete

transaction, so there is a need to find its disassociated sub-records or terms in C2 and

CT to reconstruct the original transaction.

Algorithm 5 shows how the selection step is performed. Having determined the method

that will be used in the selection step for both record chunks and the term chunk, the

algorithm is applied on each cluster P in the disassociated dataset D̂. For each record

chunk from C2 to Cn in a cluster P , the attacking method is preformed for each sub-

record RSi in a record chunk (steps 3 and 4). The attacking method is then executed to

find the best related ASRi in C1 to the current RSi and return it (step 5), where ASRi1

is the chosen sub-record that the sub-record RSi will be appended to. For example,

Table 4.3, describes a set of medical diagnoses and treatments that belong to a patient.

The attacking method will be applied to the sub-record tumor, biopsy SR to return the

best related ASRi in the four sub-records in C1. After that, the sub-record in C1 will

be updated by adding the sub-record RSi (step 6). For the term chunk CT in a cluster

P , the algorithm performs the selection step in one term for each iteration (step 10). In

step 12, the chosen sub-record ASRi from C1 will be returned in order to add the term

to it (step 12). After all the terms in the term chunk have been processed, the trans-

actions are deemed to be reconstructed and the algorithm will store the reconstructed

cluster in RecP (step 14). The algorithm will return the reconstructed transactions of

the disassociated transactions in step 10.
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Algorithm 5: Selection Step
Input: Disassociated transactions, Semantic relationships scores

Output: Reconstructed transactions

1 for each cluster P do

2 for each record chunk in (C2 to Cn) do

3 for each sub-record SRi in a record chunk do

4 Execute an attacking method

5 ASRi, RSi = attacking method(SRi)

6 Update ASRi in C1

7 end

8 end

9 for each Term tj in CT do

10 Execute an attacking method

11 ASRi, ti = attacking method(ti)

12 Update ASRi in C1

13 end

14 RecP = The reconstructed transactions of a cluster P

15 end

16 return The reconstructed transactions of the disassociated transactions
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4.3 Attacking methods

In this section, we illustrate how both types of chunks; record and term chunks, can

be attacked. We propose four strategies to use semantic scores to associate terms and

sub-records in disassociated transactions to reconstruct the original transactions. The

strategies are : averaging-based attack (ABA), most-related attack (MRA), related-

group attack (RGA) and vertical partitioning attack (VPA). The ABA, MRA and RGA

utilise the semantic relationships scores to accomplish the attack, while the VPA em-

ploys the vertical partitioning from the disassociation method to attack the disassoci-

ated transactions.

In disassociated transactions, each sub-record ASRi in the anchoring chunk needs to

be completed by combining its terms from other chunks to reconstruct the original

transaction. Hence, the terms in the sub-records in the anchoring chunk are used as a

base to reassemble the transactions. In the following, we explain how the record and

term chunks will be attacked.

• Attacking record chunks

In a cluster, each record chunk has at least k sub-records that satisfy the km-

anonymity requirement. Hence, to break this requirement, different sub-records

need to be reassociated to find the protected m combinations of terms that have

support of less than k. In general, to perform the attack on record chunks, the

scoring step is executed first for each cluster P in the dataset, where a semantic

relationship calculation is performed on the anchoring chunk C1 and a chunk

from C2 to Cn. After that, the selection step is applied. To attack record chunks,

only the ABA and VPA strategies are used. This is because the sub-records in re-

cord chunks usually have more than one term. Each term in one sub-record could

have different levels of semantic relatedness with another sub-record. Therefore,
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using the MRA and RGA strategies may not capture the semantic score properly

between two sub-records. As a result, the MRA and RGA strategies are not used

in attacking record chunks.

• Attacking term chunk

Unlike record chunks, the term chunk of a cluster contains single terms, not

sub-records. These terms have support of less than k, and they are protected by

placing them in the term chunk so that no terms can be linked to fewer trans-

actions than the size of the cluster. To perform the attack on the term chunk,

the scoring step is first executed for each cluster P in the disassociated dataset

between each term in the term chunk and all sub-records in the anchoring chunk.

After that, the selection step is applied. For term chunks that are attacked, all

strategies are used except for the VPA strategy. This is because each term in the

term chunk never needs to be a part of any record chunks, so, the VPA strategy

is not useful.

4.3.1 Averaging-based attack (ABA)

This strategy assumes that all the terms in one transaction are about the same context,

which means they would have similar semantic relatedness. Therefore, all the terms

in the sub-records from the anchoring chunk should be included in the selection step.

In other words, to find the correct sub-record ASR in C1 for a sub-record SR or term

t in other chunks, the semantic scores for all terms in ASRi are considered. That is,

this strategy selects the best semantically related sub-record based on the average of

the ASR terms.
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The pseudocode of the ABA strategy is provided in Algorithm 6. The algorithm is run

for each input sub-record or term that needs to be reassociated. For each sub-record

ASR in the anchoring chunk, the average score of all the semantic relationships scores

between the terms in SR or t and all the terms in ASR is calculated (steps 1 and 2).

After doing this, based on the averages, the sub-records in the anchoring chunk are

arranged from the most to least related in a list ’N’ (step 4). If the input is a sub-record

SR, then the algorithm calculates the count of how many sub-records there are in a

record chunk (step 6). Based on the count, the algorithm stores the most related sub-

records ASR in RASR(step 8). If the input is a term t, then the algorithm will store

the most related sub-records ASR in TASR from the arranged list (steps 11 to 13). The

algorithm returns the chosen sub-records from anchoring chunk for each input sub-

record or term that needs to be recombined.
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Algorithm 6: ABA
Input: C1, SR or t, k value

Output: Chosen ASRi

1 for each sub-record ASRi in C1 do

2 Calculate the average score of the total semantic relationships scores for

SR or t
3 end

4 Arrange sub-records of C1 based on the average in list N

5 if the input is SR then

6 Find the SR count

7 for i = 1 to count do

8 RASR←RASR + Ni

9 end

10 end

11 if the input is t then

12 for i = 1 to k − 1 do

13 TASR←TASR + Ni

14 end

15 end

16 return RASR, TASR
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Table 4.4: The semantic scores

Terms in C1 Terms in C2 Terms in CT

tumor biopsy vessel catheterisation radiotherapy

blood 0.20 0.27 0.17 0.25 0.08

treatment 0.27 0.34 0.16 0.37 0.48

lung 0.48 0.36 0.18 0.36 0.33

cancer 0.63 0.44 0.11 0.20 0.51

To illustrate this type of attack, consider the example of disassociated transactions in

Table 4.3. The example in Table 4.3 contains one cluster with two record chunks and

a term chunk. To attack this cluster, the sub-records SR in the second record chunk

C2 need to be reassociated with C1, which is the same for the terms in the term chunk.

As a first step, the attack applies the scoring step to obtain all the semantic relationship

scores between the terms in different chunks by the WE semantic measure. Table 4.4

is the resulting semantic scores from the scoring step for the cluster in Table 4.3.

The ABA method considers the terms in a transaction to be semantic related to each

other, for example, the terms in a transaction describing one disease. Therefore, the

ABA calculates the average of the semantic relationship scores between a term or sub-

record from different chunks and all the terms of the sub-records in the anchoring

chunk by applying Equation 4.3.

ABA(ASR, SR) =

∑n
i=1

∑x
i=1(SC)

|x|

|n|
(4.3)

where SC is the semantic scores between ASR and SR, x is the number of terms in

SR, and n is the number of terms in ASR.

For example, to find the the average semantic score between the two sub-records ASR
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(blood, treatment, lung) and SR (tumor, biopsy), ABA will calculate its semantic re-

latedness, as illustrated in Equation 4.4. The similarity scores obtained by the ABA

distances for all chunks are shown in Table 4.5.

ABA(ASR, SR) =
((0.20 + 0.27)/2) + ((0.27 + 0.34)/2) + ((0.48 + 0.36)/2)

3
= 0.316

(4.4)

Table 4.5: ABA results for example 4.3

Record Chunks Term Chunk

ID C1 C2 CT

tumor, biopsy vessel catheterisation radiotherapy

1 blood, treatment, lung 0.316 0.170 0.326 0.296

2 cancer, lung, treatment 0.416 0.150 0.310 0.440

3 cancer, lung, blood 0.393 0.153 0.270 0.306

4 cancer, blood, treatment 0.353 0.146 0.273 0.356

As a result of this attack, the reconstructed transactions are produced in Table 4.6. As

can be seen, ABA reconstructed the original transactions correctly, except for the last

transaction. The transactions are considered as not holding the km-anonymity privacy

requirement. This means that the attacker can reassociate protected m combinations

terms such as (vessel, catheterisation). Therefore, the attacker can reconstruct the ori-

ginal data. Although, the ABA is effective in reconstructing transactions, the assump-

tion that all terms in a single transaction are semantically connected to each other at

the same level may not hold true for all transactions.
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Table 4.6: Reconstructed transactions (ABA)

ID Transactions

1

2

3

4

{blood, treatment, lung, vessel, catheterisation}

{cancer, lung, treatment, tumor, biopsy, radiotherapy}

{cancer, lung, blood, tumor, biopsy}

{cancer, blood, treatment}

4.3.2 Related-group attack (RGA)

The ABA strategy preforms the attack based on the assumption that the transaction

terms are semantically related. However, in some datasets, a transaction may contain

more than one context; for example, a patient’s record may describe two unrelated dis-

eases. Therefore, considering all the terms of ASR from C1 may include the unrelated

terms in the semantic calculation, which can affect the accuracy of the final score, res-

ulting in the term t or sub-record SR being added to the wrong transaction.

The RGA strategy considers a situation where terms may come from multiple contexts

in the selection step. In other words, a term t or sub-record SR from different chunks

can be close, semantically to some terms in a sub-record ASR in the anchoring chunk

but not to other terms. This makes it unreasonable to treat all terms equally to determ-

ine which transaction is the best for combination in the selection step.

In this strategy, we assume that the terms of one sub-record ASR in the anchoring

chunk can be divided into at least two contexts. Therefore, after applying the scor-

ing step, the RGA strategy finds the median semantic relationship score between each

t/SR that needs to be associated and the sub-record ASR in the anchoring chunk, us-

ing this value as a division indicator. Based on this division indicator, the terms in each

ASR in the anchoring chunk are divided into two groups. The first group is the related
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group, which contains the terms that are semantically close to the disassociated t or

SR, while the other group is the unrelated group, which contains the rest of the terms.

After that, only the semantic relationship scores for the terms in the related group will

be considered when conducting the selection step.

The pseudocode for the RGA strategy to attack disassociated transactions is illustrated

in Algorithm 7. The algorithm is executed to recombine disassociated terms or sub-

records. For each sub-record ASR in the anchoring chunk, the division indicator value

of the semantic relationships between terms in SR or t and all the terms in ASR are

calculated (steps 1 and 2). Based on the division indicator value, the terms in ASR

in the anchoring chunk are divided into two groups: related group RG and unrelated

NG (line 3). Only the terms in the related group RG are included in the semantic

calculation for ASR, and the average of the semantic relationships scores for terms in

RG will be calculated (step 4). After that, based on the averages, the sub-records in

the anchoring chunk are arranged from the most to least related in a list N (step 6).

For inputting the sub-records SR, based on the count, the algorithm stores the most

related sub-records ASR in RASR(step 10). For input term t, the algorithm will store

the most related sub-records ASR in TASR from the arranged list (steps 13 to 15). For

each input sub-record or term that needs to be reassociated, the algorithm returns the

most related sub-records from the anchoring chunk.

To illustrate the RGA strategy, we show how it works by applying it to example 4.3.

After finding the division indicator value for each disassociated t or SR and consid-

ering the terms in the related group, the resulting average semantic scores between

chunks are shown in Table 4.7.

To find the division indicator value, Equation 4.5 is used. The SC is the list of the se-
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mantic relationship scores between a sub-record from the anchoring chunk (ASR) and

a sub-record or term (SR or t) from a different chunk. For example, to find the division

indicator value of the semantic scores SC (0.08, 0.33, 0.48) of the first ASR (blood,

treatment, lung) and t (radiotherapy), the RGA calculates as illustrated performs the

calculation shown in Equation 4.6.

Divi(SC) =

 SC
[
n+1
2

]
if n is odd

(SC[n2 ]+SC[n+2
2 ])

2
if n is even

(4.5)

where SC is the ordered list of semantic scores of terms of ASR and n is the number

of terms in ASR.

Divi(SC) = SC

[
3 + 1

2

]
= 2 (4.6)

The division indicator for the first SR is 0.33. Hence, the term blood is excluded from

the semantic score because the semantic score between blood and radiotherapy is 0.08,

which is less than the division indicator value. Consequently, blood is placed in the un-

related group.

As a result of the RGA attack, the reconstructed transactions can be produced, as shown

in Table 4.8. As can be seen, the RGA reconstructed the original transactions cor-

rectly, except for transaction four. The RGA is considered to be an effective strategy

and terms in reconstracted transactions are not holding the km-anonymity privacy re-

quirement. Although, the RGA is effective in reconstructing transactions, more than

one sub-record in C1 can have the same semantic score for a term t, so the strategy

chooses the first ASR with the best semantic score. This is because the four sub-

records are somewhat similar to each other. This can affect the effectiveness of this
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Algorithm 7: RGA
Input: C1, SR or t, k value

Output: Chosen ASRi

1 for each sub-record ASRi in C1 do

2 Calculate the division indicator value for SR or t

3 Divide terms into RG and NG based on the division indicator value

4 Calculate the average semantic score for RG

5 end

6 Arrange sub-records of C1 based on the average in list N

7 if the input is SR then

8 Find the SR count

9 for i = 1 to count do

10 RASR←RASR + Ni

11 end

12 end

13 if the input is t then

14 for i = 1 to k − 1 do

15 TASR←TASR + Ni

16 end

17 end

18 return RASR, TASR

strategy. Therefore, the strategy would work better with more distinct sub-records in

the first record chunks. This is because it will give more distinctive scores that can be

used in the selection step.
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Table 4.7: RGA results for example 4.3

Record Chunks Term Chunk

ID C1 C2 CT

tumor, biopsy vessel catheterisation radiotherapy

1 blood, treatment, lung 0.360 0.175 0.365 0.405

2 cancer, lung, treatment 0.475 0.170 0.365 0.495

3 cancer, lung, blood 0.475 0.175 0.305 0.420

4 cancer, blood, treatment 0.415 0.165 0.31 0.490

Table 4.8: Reconstructed transactions (RGA)

ID Transactions

1

2

3

4

{blood, treatment, lung, vessel, catheterisation}

{cancer, lung, treatment, tumor, biopsy, radiotherapy}

{cancer, lung, blood, tumor, biopsy}

{cancer, blood, treatment}

4.3.3 Most-related attack (MRA)

The MRA strategy focuses on the strongest semantic relationship between two sets

of terms. In the RGA strategy, the terms in the related group may not have the same

strength of the semantic relationship for a term or sub-record. This is because that

transaction’s terms can describe more than one context. Hence, the MRA strategy

finds the term with the strongest semantic relationship to choose which ASR is the

most related for combining a term t or sub-record SR. In highly sparse datasets, the

semantic relationships between terms become more distinct, increasing the chance to

have more distinct semantic scores. Therefore, for each term t or sub-record SR, the

MRA strategy arranges the terms of ASR from the most semantic related term to the

least related in a list. Then, it will include only the most related term in each ASR.



4.3 Attacking methods 84

After that, the strategy will add t or SR to the ASR, which have the best semantic

score.

The pseudocode for the MRA strategy is provided in Algorithm 8. For each sub-record

ASR in the anchoring chunk, the MRA finds the best score from all the semantic rela-

tionships between the terms in SR or t and all the terms in ASR (steps 1 and 2). After

that, based on the best score in each sub-record in the anchoring chunk, the sub-records

are arranged from the most to least related in a list (step 4). For the input sub-records

SR, the algorithm stores the most related sub-records ASR in RASR(step 8). If the in-

put is a term t, then the algorithm will store the most related sub-records ASR in TASR

(steps 11 to 13). The algorithm returns the most related sub-records from anchoring

chunk for each input sub-record or term that needs to be reassociated.

To illustrate the MRA, Table 4.9 shows the semantic scores between chunks after ap-

plying it to example 4.3. The MRA strategy includes just the term with the closeest

semantic relationship to determine the best ASR for combining the term t or sub-

record SR. For example, by applying the MRA on the term radiotherapy from the

term chunk, the term treatment in C1 has the strongest semantic relationship with ra-

diotherapy. Then, the sub-records that contain treatment will be considered for adding

radiotherapy to them.

As a result of the MRA attack, the reconstructed transactions have violated the km-

anonymity privacy requirement, as shown in Table 4.10. Most or original transactions

have been reconstructed correctly by the MRA. Similar to the RGA strategy, in the

MRA, more than one sub-record ASR in C1 can have the same semantic score for t

or SR, and the MRA chooses the first ASR with the best semantic score. The MRA

strategy can be more effective with more sparse dataset. This is because the relation-

ships between terms will be more variant, which can mean more distinctive scores that
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Algorithm 8: MRA
Input: C1, SR or t, k value

Output: Chosen ASRi

1 for each sub-record ASRi in C1 do

2 Find the best score in the semantic relationships for SR or t

3 end

4 Arrange sub-records of C1 based on the best scores in list N

5 if the input is SR then

6 Find the SR count

7 for i = 1 to count do

8 RASR←RASR + Ni

9 end

10 end

11 if the input is t then

12 for i = 1 to k − 1 do

13 TASR←TASR + Ni

14 end

15 end

16 return RASR, TASR

can be used in the selection step.

4.3.4 Vertical partitioning attack (VPA)

The idea of this strategy is to use the vertical partitioning step of the disassociation

method to check if the reconstruction is valid. The disassociation method uses km-

anonymity as a basis to divide terms vertically into chunks. Unlike previous strategies,
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Table 4.9: MRA results for example 4.3

Record Chunks Term Chunk

ID C1 C2 CT

tumor, biopsy vessel catheterisation radiotherapy

1 blood, treatment, lung 0.42 0.18 0.37 0.48

2 cancer, lung, treatment 0.53 0.18 0.37 0.51

3 cancer, lung, blood 0.53 0.18 0.36 0.51

4 cancer, blood, treatment 0.53 0.17 0.37 0.51

Table 4.10: Reconstructed transactions(MRA)

ID Transactions

1

2

3

4

{blood, treatment, lung, vessel, catheterisation}

{cancer, lung, treatment, tumor, biopsy, radiotherapy}

{cancer, lung, blood, tumor, biopsy}

{cancer, blood, treatment}

this strategy does not use the semantic relationships to attack the disassociated trans-

actions. Instead, the VPA strategy finds possible combinations of chunks by finding

all the combinations between the sub-records or terms for each two chunks. Then, the

VPA strategy associates sub-records and terms based on one combination at a time.

After that, the VPA strategy tests this reconstruction by applying vertical partitioning.

If the resulting chunks are similar to the chunks in the disassociated transaction, then

the associated chunks are considered to be correct. Otherwise, the VPA will move to

the next combinations and check the vertical partitioning again until finding the correct

partitioning.

This strategy is executed independently for each cluster P in the disassociated dataset.

Each iteration will be run on every two chunks fromC1 toCn by finding all the possible
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combinations between the two record chunks (steps 2 and 3). After that, this method

will temporarily add the two chunks based on one possible combination each time

before applying vertical partitioning to the temporarily reconstructed records (steps 5

to 7). If the vertical partitioning of the reconstructed record chunks produces similar

record chunks to the disassociated transaction, then the strategy adds sub-records per-

manently, and the reconstructed records will be saved (steps 8 to 10). Otherwise, the

temporarily reconstructed record chunks will be discarded (step 13), and the method

will check the next possible combination between the current two record chunks (step

15). This step will be repeated until it passes the vertical partitioning for all record

chunks. The algorithm will store the reconstructed cluster in RecP (step 17).

To illustrate this strategy, we apply it to example 4.3; there are two sub-records of (tu-

mor, biopsy) in C2 (tumor, biopsy). Based on the possible combinations between C1

and C2, (tumor, biopsy) can be added based on one of the following combinations of

the four sub-records in C1: (1,2), (1,3), (1,4), (2,3), (2,4), and (3,4). For example, by

using the first combination, the VPA strategy will add (tumor, biopsy) to the first and

second sub-records in C1. After that, vertical partitioning is applied to this combina-

tion. If it produces similar record chunks as the disassociated transactions in 4.3, then

the combination would be considered to be correct.

As a result of the VPA attack, the reconstructed transactions are shown in Table 4.11.

The VPA strategy aims to reconstruct transactions. However, there is usually more than

one valid combination for combining two record chunks, and the number of these valid

combinations is affected by the number of transactions in a cluster. Also, the number

of these valid combinations decreases when more chunks are combined. Therefore,

even if reconstructed transactions pass the vertical partitioning step, the combination

may be not the correct one. Also, the VPA strategy is not applicable for terms in the

term chunk; this strategy adds them randomly to transactions, which can affect the ef-
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Algorithm 9: VPA
Input: Disassociated dataset

Output: Reconstructed record chunks of transactions

1 for each cluster P do

2 for Every two record chunks in (C1 to Cn) do

3 Find all the possible combinations between(Ci and Ci+1)

4 end

5 for each combination do

6 Add sub-records in Ci and Ci+1 based on current combination

7 Apply VP to the current reconstructed record chunks

8 if the current reconstructed record chunks pass the VP then

9 Save the current reconstructed record chunks

10 Move to the next record chunk Ci

11 else

12 Discard the current reconstructed record chunks

13 end

14 Check next combination

15 end

16 end

17 RecP=The reconstructed record chunks of cluster P

18 end

19 return The reconstructed record chunks of transactions

fectiveness of this strategy.
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Table 4.11: Reconstructed transactions (VPA)

ID Transactions

1

2

3

4

{blood, treatment, lung, tumor, biopsy, catheterisation}

{cancer, lung, treatment, tumor, biopsy, radiotherapy}

{cancer, lung, blood, vessel}

{cancer, blood, treatment}

4.4 Summary

We started this chapter by discussing the semantic similarity concept and reviewed

two types of semantic similarity measurementes. After doing this, we discussed two

semantic measures used in our attacking approach: NGD and WE. We then proposed

our semantic attacking approach, which consists of two steps: scoring and selection.

Scoring calculates the semantic relationships between sub-records and terms by using

NGD and WE. The result of this step is then used by the selection step to combine the

sub-records and terms to reconstruct the original transactions. In the selection step, we

introduced different strategies to determine how the scoring results are used to choose

the best sub-record for combination.

The averaging-based attack (ABA) assumes that in one transaction, all the terms are

semantically related. Therefore, all the terms in the anchoring chunk are considered

when selecting the most related sub-records for reconstruction. However, this assump-

tion may not apply to all datasets, which can affect the effectiveness of this strategy.

The related-group attack (RGA) is proposed based on the idea that the terms in a trans-

action may not always be related. Therefore, we divide terms into two groups: re-

lated and unrelated. The effectiveness of this strategy can be affected by the similarity

between related groups in the sub-records in the anchoring chunk.
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The most-related attack (MRA) depends on the strongest semantic relationship when

it comes to reassociating chunks. However, this strategy would be more effective with

a sparse dataset where the relationships between terms can be more distinct.

The vertical partitioning attack (VPA) does not use semantic relatedness to recon-

struct the dataset. Instead, the chunks are combined based on the chosen combination

between two adjacent record chunks, and it employs vertical partitioning to check the

validity of this chosen combination.

In general, the difference between the selection strategies depends mainly on the level

of density of datasets. The ABA strategy is be more effective with denser datasets,

whereas MRA and RGA strategies are more effective with less dense datasets. Also,

the cluster size may affect the performance of these methods if the km-anonimity re-

quirement is very strong. However, the VPA strategy’s effectiveness is more affected

by the size of clusters, whereas smaller cluster size is more vulnerable to VPA strategy.

In the following chapter, we provide our experimental findings and evaluate the accur-

acy of our proposed algorithms.
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Chapter 5

Experiments and Results

The goal of the experimental evaluation is to demonstrate the performance and effect-

iveness of our proposed methods for attacking disassociated transaction data. This

chapter evaluates how the exploitation of semantic relationships between terms can be

used to reassociate terms and sub-records from different chunks, hence reconstruct the

original transactions.

We start this chapter by providing a discussion on the datasets that have been used in

our experiments and how we prepared them. We test different properties to evaluate

our methods in a range of conditions. After that, we discuss and compare the effect-

iveness of our algorithms. Finally, we analyse the experimental results using different

measures.

5.1 Dataset Preparation and Experiment Setup

5.1.1 Dataset properties

To conduct our experiments, we have prepared our datasets with different properties we

also vary a number of parameters when anonymising data to ensure that our semantic

attack is evaluated under different conditions. We have used real datasets construc-
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ted from EzineArticles (general articles)1. The articles have been written by experts

and cover many specialized fields. Also they are in the form of short and informat-

ive articles that makes them a suitable source of our transactions. After extracting the

transactions, we anonymise them using the disassociation method with the properties

and parameters:

• Dataset density

A transaction dataset D consists of transactions (T1, T2, ....., Tn), where each

transaction T consists of a number of terms. Hence, to measure the dataset dens-

ity in our experiments, we used the type-token ratio (TTR) [62], which is the

number of distinct terms divided by the total number of all terms in the dataset

over all the transactions (T1, T2, ....., Tn) in a dataset D. It is defined as follows:

TTR = (
distinct terms

All terms
) (5.1)

The TTR illustrates how often terms occur in the dataset, and it will affect the

number of terms in both the record and term chunks in the resulting anonymised

dataset. Therefore, the density level can affect the effectiveness of our attack, so

we use different levels of density to evaluate our methods.

• Semantic property

The semantic property refers to the meaning or interpretation of terms and how

to draw meaning from the relationships between terms. In our experiments, we

select the datasets by ensuring that they have this property, so the results of the

attack reflect the hypothesis stated in chapter one.

1https://ezinearticles.com

https://ezinearticles.com
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This property may not exist in some datasets, such as a shopping basket data-

set, where the relationship between items is based on items frequently bought

together. For example, if we have two sub-records from two different records

chunks [ Milk, Eggs, Coke] and [Bread], we can infer that the two sub-records

are related because people often buy bread, milk, eggs and coke together. How-

ever, they may not be associated by semantic relationships or have similar mean-

ing, but rather based on a pattern that can be mined in a shopping basket dataset.

Our methods are not designed to this types of datastes.

• Quality of data

This indicates if the data contain many abbreviations and errors in their spelling.

The more of these are in a dataset, the harder it is for extracting terms, and this

can also affect the semantic measurement because NGD and WE may not under-

stand the terms.

• The k and MaxClusterSize parameters

The k variable needs to vary to evaluate its impact on the attacking performance.

We test K=2, 3, 4 and 5. Also, the MaxClusterSize parameter determines

the largest size allowed as a cluster, and the value of this parameter cannot be

less than k value. In our experiments, we fix the value of k at 2 and test the

MaxClusterSize value from k2 to k6.

5.1.2 Experiment Setup

To execute the experiments, a dataset needs to be processed across three stages.

First, data is collected and extracted. In this stage, data need to be pre-processed
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in order to form the transactions. Second, these transactions need to be an-

onymised. In this stage, the disassociation method is applied. After disassociat-

ing the transactions, the dataset will be ready to implement the semantic attack

as the last stage. In the scoring step of our approach, we use Spyder software

tool2 to program and apply NGD and WE semantic measures on terms. Then the

selection methods will be implemented as explained previously in Chapter 4.

Data pre-processing

In our experiments, we use real-world datasets collected from Ezinearticles.com.

This source contains hundreds of thousands of articles. The reason that we have

chosen Ezinearticles is because the articles cover a wide range of topics, allow-

ing us to evaluate our approach in different domains and to have datasets with

different levels of density.

To construct our datasets, we have chosen around 1,000 articles in different top-

ics with a varying number of keywords to form transactions. Our experiment’s

main goal is to anonymise transactions using the disassociation method and then

attack them using our semantic attack. Therefore, we follow some steps to trans-

fer the articles (free text form) to transactions:

– Articles can contain information, such as: titles, references and external links.

We concentrate on extracting the main content and removing these parts as a first

step to prepare our datasets.

– In the next step, we use tokenisation to process the raw text. In natural language

processing (NLP), tokenisation is performed by chopping text up into smaller

2https://www.spyder-ide.org

https://www.spyder-ide.org
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units called tokens. In our datasets, we split the text into words.

– To analyse these tokens properly, we reduce the inflectional forms of the words

to their common base forms by using lemmatisation. This task resolves a word to

its dictionary form, which is known as a lemma by considering its meaning and

context. For example, the words studies, studying and study’s will be resolved

to ’study’.

– Then, we remove tokens if: 1) the token is a stop word; 2) the token is a number;

3) the token is a punctuation; and 4) the token is a single characters. 5) We also

remove duplicated terms.

– To control topics and keywords, we use an unsupervised technique called non-

negative matrix factorisation (NMF) for topic modelling [22] to identify the top-

ics that occur in a collection of articles; then, we cluster them based on the topic

models. NMF is a statistical technique for reducing the dimension of the input

text. It converts articles into a term-articles matrix, which is a collection of all

the terms in the given articles. Then, it assigns a weight to each term in the

articles. To illustrate NMF in more detail, there are W and H matrices in the

original matrix V. W represents the topics it found, and H represents the weights

associated with those topics. In our case, V is the original the articles by terms,

H represents articles by topics, and W represents the topics by terms.

– To construct transactions from the articles, based on the resulting topics from the

previous step, we classify and select the articles. Then, we construct two hun-

dred transactions with around 4,000 terms from more than 35 different topics

that can be attacked.
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Data Anonymisation

In this section, we illustrate how we use the disassociation method to anonymise trans-

actions. To disassociate a dataset, we perform the following steps:

1) We apply horizontal partitioning by using the algorithm given in chapter three to

disassociate data. The transactions are grouped into clusters with a size between k and

MaxClusterSize. To handle clusters with a size smaller than k, we use the Adding

strategy illustrated in chapter three.

2) Then, we apply vertical partitioning to each cluster. We apply the km-anonymity

requirement by following the second method of the vertical partitioning illustrated in

chapter three.

5.2 Performance Evaluation

To evaluate our proposed semantic attacking methods, a random attack on disassoci-

ated transactions will be used as a baseline method. In a random attack, an attacker

randomly combines record chunks and term chunks with no information other than the

dataset that has been released. To measure the attack on the privacy of disassociated

transactions for record chunks and term chunks, we use two different types of meas-

urement. And these are given in the sections below.
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5.2.1 Privacy Breakage

The disassociation method protects the data privacy of a dataset D by partitioning

transactions based on km-anonymity. Hence, a privacy breach occurs when an ad-

versary can connect the terms from different partitions and break the km-anonymity

requirement. To measure privacy breakage, we introduce two methods: transactions

breakage and km-anonymity breakage.

Transactions breakage

This measure calculates the breakage privacy of each transaction. If an adversary is

able to link at least one term to its transaction, then the privacy for this transaction

will be considered broken. The attack aims to break the privacy of the protected links

between the sub-records SR that come from different record chunks, or between the

sub-records SR from a record chunk and terms t from a term chunk CT in a cluster P .

Note that, the terms in the anchoring chunk C1 for each transaction will always be the

original. Hence, to measure the breakage in a more accurate way, the first chunk will

be excluded from the calculation for each transaction (T _ = T - C1), as well for each

reconstructied transaction (T _ = T - C1).

To evaluate transaction breakage, we need to find out how many reconstructed trans-

actions T i break the privacy of its original transaction Ti. So after excluding C1, the

privacy of a transaction T _
i has been broken if Br(Ti) in Equation 5.2 does not equals

0.

To find the total percentage of transactions breakage, the total number of Br(Ti) will

be divided by the total number of transactions in the reconstructed dataset |D|.
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Br(Ti) = |T _
i ∩ T _

i| (5.2)

Br(D) =

n∑
i=1

Br(Ti)

|D|
(5.3)

km-anonymity breakage

The km-anonymity requirement protects infrequent itemsets that have support less than

k by dividing an infrequent itemset’s terms into different chunks. Hence, this meas-

ure calculates the breakage based on how many of these protected infrequent itemsets

are re-discovered. Therefore, if an adversary can recover a disassociated itemset, then

a breach of privacy has occurred. To calculate the total percentage of km-anonymity

breakage, the number of recovered protected infrequent itemsets in the reconstructed

datasetD is divided by the total number of protected infrequent itemsets in the original

dataset D.

5.2.2 Reconstruction

In this type of measurements, we measure the effectiveness of our semantic attack by

calculating how similar the reconstructed transactions are to the original transactions.

Although the attacker will not have the original transactions to measure the validity
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of his attack, the results of the reconstruction process will indicate how serious is the

privacy threat of using the semantic attack on disassociated datasets. This can affect

the reliability of using the disassociation method to protect data.

The reconstruction process takes the disassociated dataset D̂ as an input and outputs

de-anonymised transactions (T 1, ....., T n) to produce the reconstructed dataset D. To

calculate the correctness of reconstruction, we use two measures: accuracy and word

mover’s distance.

Accuracy

The accuracy measure calculates the percentage of correct reconstruction of transac-

tions. To reconstruct a transaction Ti, its disassociated terms in different chunks need

to be correctly reassociated to produce the reconstructed transaction Ti.

Equation 5.4 calculates the percentage the correct reconstruction for each transaction.

This is performed by finding how many disassociated terms of this transaction are

reassociated correctly in the reconstructed dataset D divided by the number of its dis-

associated terms. The value of Rec(Ti) is between 0 and 1, if Rec(Ti) is equal to 1 for

a single transaction, if the whole transaction is reconstructed successfully.

Rec(Ti) =
|T _

i ∩ T _
i|

|T _
i|

(5.4)

To evaluate the reconstruction for a dataset D, the accuracy finds the sum of Rec(Ti)

from equation 5.2 for all transacctions T in D; this sum is divided by the total number
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of transactions in the original dataset D.

Ac(D) =

n∑
i=1

Rec(Ti)

|D|
(4)

Word mover’s distance

The word mover’s distance (WMD) is a method for calculating the semantic similarity

between two documents; it measures the minimum distance that the words in one doc-

ument need to travel to reach the words in another document in a semantic space [53],

[21].

This is calculated by using the word embeddings of the words in two documents to

measure the minimum distance. If the distance is small between the two documents,

then the words in the two documents are similar to each other.

In our experiments, we aim to measure the WMD between the original dataset and the

reconstructed dataset. To do this, we calculate the WMD of each original transaction

against its reconstructed one in a Word2vec space and then find the average of all dis-

tances.

5.3 Results and Discussion

In this section, we evaluate our semantic attacking methods on disassociated data-

sets. Afterwards, we discuss the results of attacking record chunks and attacking term



5.3 Results and Discussion 101

chunks. We evaluate the reconstruction’s accuracy by calculating the percentage of

terms and sub-records that are correctly combined for both record chunks and term

chunks. Also, we evaluate how well the semantic attacking methods reconstruct trans-

actions by finding the WMD between the original transactions and reconstructed trans-

actions. We next consider the breakage percentage of each algorithm in terms of the

transaction breakage and km-anonymity breakage. Finally, we evaluate how the dens-

ity will affect an algorithm’s performance.

5.3.1 Effect of k value

In Figure 5.1, we investigate the efficacy of our algorithms with varying k values and

fixing the max cluster size value at 52. The k value is used as a privacy constraint that

needs to be satisfied in the disassociated dataset. Increasing the k value in the disasso-

ciation method means increasing the protection level, which usually results in pushing

more terms to term chunks, and sub-records in the record chunks become more in-

distinguishable. In terms of accuracy, the effect of increasing k is positive regarding

our algorithm’s performance. This is because of the following two possible situations:

first, because the number of transactions in a cluster is increased to satisfy the km-

anonymity requirement, this causes the number of sub-records in the anchoring chunks

that have the same semantic relationship scores to increase as well. This will reduce

the chance of choosing the wrong sub-record when associating a term. The other pos-

sible situation is when the number of identical sub-records in the anchoring chunk is

high and with no semantic differences. As a result, any sub-record that is chosen for

adding a term to it will be correct. However, with increasing k, the difference between

our methods and the random attack becomes smaller. This is because the sub-records

in the anchoring chunk become almost identical, so the difference between semantic

relationships scores becomes insignificant.
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Figure 5.1: Comparing the overall accuracy of the attacking methods

Overall in Figure 5.1, we can see a clear upward trend in accuracy percentage, reaching

over 90% of the reconstructed sub-records and the terms are correct as well. Hence, the

algorithm’s effectiveness of finding the combined sub-records and terms in the original

datasets increases with an increase in k, even for a random attack. Also, it can be seen

in Figure 5.1 that ABA with both NGD and WE measures has the best performance

with different k values; this is because of the density level of the dataset. The density

level is fixed at 0.30 in this experiment, which is considered to be a dense dataset. So

considering all the terms from the anchoring chunk in the selection step is better in

determining the semantic distances between chunks. However, continuing to increase

k value can lead to decrease in the accuracy. This is because the difference between

the k value and the MaxClusterSize value will decrease. Also, this may lead to an

increase in the number of identical sub-records in the anchoring chunk, which will af-

fect the accuracy of our semantic attack.

Figure 5.2 illustrates the reconstruction extent in terms of reconstructing the entire

transactions correctly from original dataset. In general, the semantic distance between

the reconstructed and the original transaction is increased with an increasing k value
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for VPA and random, while it is slightly decreased for the semantic attack methods

after k equals 4. However, the number of terms in the anchoring chunk affects the

WMD, so larger numbers means less terms in different chunks that need to be reasso-

ciated and that less semantic distance is needed between the terms in both the original

and reconstructed transactions. Therefore, with increasing k, the number of terms in

the anchoring chunk decreased and the semantic distance started to increase. However,

semantic attack methods maintained a low WMD with increasing k compared with the

random attack.

Figure 5.2: Comparing the overall WMD of the attacking methods

In Figure 5.3, we can see the effectiveness of our algorithm’s performance on privacy

breaking of transactions. Overall, the breakage rate is around 25% for all k values.

However, an increasing value of k has a different effect on attacking record chunks

and term chunks, which we analyse in detail in the next sections. However, attacks

on record and term chunks have opposite trends for transactions privacy breakage with

increasing k. This explains the fluctuating trend of the overall transactions’ privacy

breakage at different k values.
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Figure 5.3: Comparing the overall transaction breakage of the attacking methods.

Figure 5.4: Comparing the overall km-anonymity breakage of the attacking meth-

ods.

Figure 5.4 shows the impact of increasing k values on attacking the protected infre-

quent itemsets in the disassociated dataset. It can be seen that the breakage percentage

increases with k. In general, a higher k means more infrequent itemsets that have been

protected. However, because we associate terms based on the semantic relationships in

our semantic attack methods, the increase in the number of protected itemsets means a

greater chance of finding more infrequent itemsets.
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Record chunks attack

The value of k affects the number of record chunks and sub-records inside the record

chunks. Figure 5.5 shows the accuracy of attacking record chunks over different values

of k. Increasing k will decrease the number of record chunks in a cluster, which means

that fewer sub-records need to be added and that the chance of constructing the wrong

sub-records decreases. Therefore, the accuracy percentage increases with an increas-

ing k value.

Figure 5.5: Comparing the accuracy of the attacking methods on record chunks

The effect of k on the transactions breakage measure is shown in Figure 5.6. The

percentage of broken transactions decreases with increasing value of k. As mentioned

earlier, there is a negative relationship between the number of record chunks in a cluster

and the k value. This means the number of transactions that can be broken into higher

k values is less. In other words, the terms of transactions will be divided between the

anchoring chunk and the term chunk. Hence, there are no more sub-records that need

to be associated to reconstruct a transaction from the record chunks. However, at some

points, NGD performance is better than WE performance, while at other points, it is

the opposite. This is because of the semantic nature between the terms and how the
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semantic measure captures this relationship. For the VPA method, because the number

of identical sub-records in a record chunk is increased, the number of possible ways

of vertical partitioning that can pass the km-anonymity requirement becomes larger.

Hence, this means the chance of choosing a non-original partitioning and associating

the sub-record with the wrong transaction is greater.

Figure 5.6: Comparing the transaction breakage of the attacking methods on re-

cord chunks.

In Figure 5.7, we illustrate that even with a higher k value, an adversary will be able

to reconstruct almost all the protected itemsets. This is because the total number of

protected itemsets that has been separated into the record chunks has decreased, so the

error rate will be low. Hence, even a random attack will have a high chance of recon-

structing many protected itemsets correctly.
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Figure 5.7: Comparing the km-anonymity breakage of the attacking methods on

record chunks.

Term chunks attack

The size of term chunks will be affected by the k value. A higher k will impose higher

protection in terms of the disassociated dataset, and as a result, more terms will be

moved to term chunks. Figure 5.8 shows the accuracy of our attacking algorithms on

term chunks. The accuracy increases for all the methods when the k value is increased.

This is because of the increase in number of indistinguishable sub-records in the an-

choring chunks, which means that the chance to successfully reconstruct the trans-

action and find this reconstructed transaction in the original dataset becomes higher.

This also explains the decrease in the difference between the methods’ performance.

Overall, the ABA method with both NGD and WE shows the best performance across

different values of k. This can be related to the density level of the dataset. The dataset

used in this experiment is very dense; hence, it relies on one or a few terms from the

anchoring chunk to find the semantic relationships, which is not as effective as consid-

ering all the terms.

In Figure 5.9, we investigate the efficacy of the attacking algorithms on term chunks in
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Figure 5.8: Comparing the accuracy of the attacking methods on term chunks

Figure 5.9: Comparing the transaction breakage of the attacking methods on

term chunks.

terms of the transaction breakage. Unlike record chunks attacking, the performance of

attacking term chunks improves with an increasing k value. This is because the number

of distinct sub-records in the anchoring chunk decreases, so the number of transactions

to choose from drops.

For the km-anonymity breakage of the term chunks, Figure 5.10 shows the effective-

ness of our algorithms with a varying k. There is a positive relationship between the
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size of term chunk and the value of k. As a result, there are more protected itemsets

from the term chunks when k is larger. However, because of the decrease in the num-

ber of distinct sub-records in the anchoring chunk, the chance of adding the itemset’s

terms to a transaction correctly increases.

Figure 5.10: Comparing the km-anonymity breakage of the attacking methods on

term chunks.

5.3.2 Effect of Data Density

Because one of the important properties that can influence the results of our algorithms

is the density of a dataset, this section focuses on how our algorithms work at different

density levels. To conduct this experiment, subsets of documents have been selected

from the chosen articles with average density levels ranging from 0.2 to 0.7.

The result in Figure 5.11 compares the accuracy of our algorithms at different density

levels. In general, the accuracy greatly increases as the density level increases for most

attacking methods. This is because increasing the sparsity level means that there are

more distinct terms, meaning that there will be more distinct terms and more varied
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semantic relationships in a dataset.

Figure 5.11: Overall accuracy of the attacking methods with different data dens-

ities.

As explained in the previous chapters, NGD uses the WWW as a corpus to find the

semantic relationships. Therefore, the NGD measure can find the semantic score for

any term in a dataset. On the contrary, the WE measure will be limited by the trained

corpus. This shows that when increasing the sparsity level, the methods using NGD as

a semantic measure perform better than the same methods that using the WE measure

in Figure 5.11.

Figure 5.12 describes the reconstruction of correct transactions. For the semantic at-

tack methods, the density level does not have a strong effect on the full reconstruction,

so the results fluctuated between 2.5 and 3.

The results of transactions breakage are presented in Figure 5.13. The breakage level

for all attacking methods improves by increasing the sparsity level until 0.5 has been
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Figure 5.12: Overall WMD of the attacking methods with different data densities.

Figure 5.13: Overall transaction breakage of the attacking methods with different

data densities.

reached, at which point it starts to decrease. This is because after 0.5, the number of

sub-records or terms that have a frequency greater than k drops. In other words, the

number of terms inside the record chunks will decrease.

Figure 5.14 shows the overall km-anonymity breakage of the attacking methods with

different data density levels. In general, the difference between the performances of

attacking methods becomes clearer when the density is higher. This is because more

dense datasets have more diversity of semantic relationships; therefore, this helps to
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Figure 5.14: Overall km-anonymity breakage of the attacking methods with dif-

ferent data densities.

determine which terms need to be included from anchoring chunks, and which has an

effect on the total semantic scores, hence affecting the reconstruction.

5.3.3 Record chunks attack

Figure 5.15 illustrates the impact of density on the accuracy of attacking record chunks.

Here, a sparser dataset has more distinct sub-records in the record chunks, meaning that

there are more distinct semantic relationships scores. This explains the improvement

in the accuracy results for the semantic attacking methods. However, an excessive in-

crease in density level will harm this distinct level because the number of terms with

enough frequency to be included in the record chunks will be very low. In our datasets,

anything after the 0.5 level is considered to be excessive for anonymising by disasso-

ciation. For the VPA, the accuracy is not affected by an excessive increase in density.

Therefore, the performance will continue to improve.
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Figure 5.15: Accuracy of attacking record chunks with different data densities

Figure 5.16: Transaction breakage of attacking record chunks with different data

densities.

For the transactions breakage, when attacking record chunks, Figure 5.16 shows the

performance of our algorithms at different density levels. The breakage reaches its

highest level at 0.5 for all attacking methods. In general, the VPA breaks more transac-

tions than the semantic attack methods. This is because VPA depends on km-anonymity.

Therefore, it benefits from distinct sub-records and a decrease in the number of trans-

actions within a cluster when the density level increases.
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In Figure 5.17, we illustrate the impact of density level on the km-anonymity breakage.

In general, when increasing the density, there are no significant changes in the number

of protected itemsets that have been successfully attacked.

Figure 5.17: km-anonymity breakage of attacking record chunks with different

data densities.

5.3.4 Term chunks attack

Figure 5.18 shows the accuracy of our attacking algorithm on term chunks with dif-

ferent density levels. The accuracy is slightly increased after increasing the density

for some methods that use the NGD measure, while the trend is the opposite for some

methods using the WE measure. This is because with increasing density levels, more

terms are included in the dataset, so the likelihood of not finding a term in the corpus

increases; consequently, the WE measure becomes less accurate.

In general, increasing the density level will result in pushing more terms to term

chunks. The breakage level in terms of transactions privacy breakage is illustrated
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Figure 5.18: Accuracy of attacking term chunks with different data densities

Figure 5.19: Transaction breakage of attacking term chunks with different data

densities.

in Figure 5.19. The breakage extent for all attacking methods improves as the density

level increases. This is because a higher density level will include more distinct terms

and more diverse semantic relationships. Hence, the performance of semantic attack

methods will improve. However, after reaching 0.5, the breakage levels start to de-

crease because of the decrease in the number of distinct sub-records in the anchoring

chunk. Also, because of the drop in the number of transactions in a cluster and increase

in the number of terms in term chunks as a result of increase in the density, the chance

of randomly assigning terms to the correct sub-records becomes greater; this can be
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explained by the marked improvement in the random attack’s performance.

The results in Figure 5.20 shows the impact of different sparsity levels on attacking

the protected itemsets from term chunks. In general, the performance of most attack-

ing methods fluctuates. However, MRA with the NGD semantic measure has the best

breakage level for most density levels. This is because as mentioned before, NGD can

find the semantic relationships for all the terms because it uses the WWW as a corpus.

Also, focusing on the term with the best semantic relationship in the selection stage is

better than including all the terms that could be unrelated and have affected the total

semantic relationship. This is because in denser datasets the terms in one transaction

would not have similar semantic relatedness.

Figure 5.20: km-anonymity breakage of attacking term chunks with different data

densities.

5.3.5 Effect of max cluster size

Because the max cluster size is one of the parameters used by the disassociation, this

section illustrates how our algorithms work on the anonymised transactions produced
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by the disassociation method with various max cluster sizes. To evaluate the impact of

the max cluster size on attacking performance, we test the max cluster size from k2 to

k6 with the k value fixed at 2 and density level at 0.30.

Figure 5.21 compares the accuracy of our algorithms at various max cluster sizes. In

general, larger sizes allow for more transactions in a cluster, and this negatively affects

the accuracy of all attacking methods. This is because the chance to associate terms

with the wrong sub-records increases.

Figure 5.21: Overall accuracy of the attacking methods with different max cluster

sizes.

The extent of reconstruction in terms of proportion of reconstruction for the original

transactions is illustrated in Figure 5.22. With an increase in the size of clusters, the re-

constructed transactions become semantically less similar to the original transactions.

In larger clusters, the number of transactions is large, increasing the possibility of in-

correctly combining terms into sub-records.

In Figure 5.23, we evaluate the effectiveness of our attacking methods on the transac-
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Figure 5.22: Overall WMD of the attacking methods with different max cluster

sizes.

tion breakage of transactions. Increasing clusters sizes has different impacts on attack-

ing record chunks and term chunks, which we discuss further in the next sections.

Figure 5.23: Overall transaction breakage of the attacking methods with different

max cluster sizes.

Figure 5.24 illustrates the overall km-anonymity breakage of the attacking methods

with different max cluster sizes. As mentioned earlier, larger sizes allow for more

transactions in a cluster, hence affecting the performance of all methods, which means
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the breakage percentages decrease slightly as the size increases.

Figure 5.24: Overall km-anonymity breakage of the attacking methods with dif-

ferent max cluster sizes.

5.3.6 Record chunks attack

Figure 5.25 shows the impact of increasing max cluster size on the accuracy of attack-

ing record chunks. Increasing the size of cluster leads to more record chunks, which

makes attacking them more difficult. This explains the drop in accuracy for all meth-

ods.

For the transactions breakage for attacking record chunks, Figure 5.26 shows how the

different max sizes of clusters affect the breakage. With more transactions in a cluster,

the percentage of having similar sub-records in the anchoring chunk decreases. Hence,

the breakage percentages improve as the sizes become larger.
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Figure 5.25: Accuracy of attacking record chunks with different max cluster sizes.

Figure 5.26: Transaction breakage of attacking record chunks with different max

cluster sizes.

In Figure 5.27, we evaluate the impact of max cluster size on the km-anonymity break-

age. As the size of clusters increases, the number of attacked protected itemsets is

slightly reduced.
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Figure 5.27: km-anonymity breakage of attacking record chunks with different

max cluster sizes.

5.3.7 Term chunks attack

Figure 5.28 shows the accuracy of our attacking algorithms on term chunks. In general,

the accuracy decreases with increasing clusters sizes. Also, because a larger cluster

allows for more topics to be included in one cluster, the difference between the per-

formance for different semantic measures in one method is obvious. When the sizes

increase, the attacking methods with NGD have a better accuracy than the attacking

methods with WE.

The breakage level in terms of transactions breakage is illustrated in Figure 5.29. In-

creasing cluster size allows for more terms to be in record chunks, which also means

fewer terms are in term chunks. This is because larger clusters have more terms mean-

ing that the chance of term appearing in a cluster is likely to increase. As a result,

the frequency for some terms may increased, leading to them being moved from term

chunks to record chunks. Therefore, the chance to break transactions from term chunks

decreases with larger max cluster sizes for all methods.



5.3 Results and Discussion 122

Figure 5.28: Accuracy of attacking term chunks with different max cluster sizes

Figure 5.29: Transaction breakage of attacking term chunks with different max

cluster sizes.

The results in Figure 5.30 show the impact of different max cluster sizes on attack-

ing the protected itemsets from the term chunks. The performances of most attacking

methods fluctuate. However, increasing cluster size means more diverse semantic re-

lationships can be found in a cluster. NGD depends on the WWW as a corpus, and

as a result, it has better coverage for all terms. This explains why the methods with

the NGD perform better in larger clusters than the methods with WE. Also, in larger

clusters, concentrating on the term with the best semantic relationship in the selection
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Figure 5.30: km-anonymity breakage of attacking term chunks with different max

cluster sizes.

stage performs better than including all the terms which may be unrelated. This ex-

plains the outstanding performance for the MRA method for both NGD and WE in

larger clusters.

5.4 Summary

This chapter presented an evaluation of our attacking methods by using real-world

datasets. We studied the effectiveness of our algorithms in two ways. The first focused

on how the algorithms break the km-anonymity requirement in the disassociated data-

set by measuring how many transactions and protected itemsets for which their privacy

has been broken. In the second, we examined the effectiveness of our attacking meth-

ods by measuring how correct our reconstructions are.

As a conclusion, when the dataset is dense, the ABA method using both NGD and

WE produced better results for reconstruction accuracy and WMD. Also, it has better
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results regarding transaction breakage than other methods. With higher densities, all

semantic attacking methods that used the NGD measure have a higher accuracy for at-

tacking record and term chunks than the same methods that used WE. This is because

WE may not cover all the terms. Hence, when the density is higher, the methods with

NGD outperform the methods with WE in terms of accuracy. In general, even with a

high density or high k value, using semantic relationships between terms helps breach

the privacy of a disassociated dataset. In addition, the performance of the VPA in most

measure gives better results when the number of transactions in a cluster is small and

the density is high. However, this method is only effective in attacking record chunks.

Also, the attacking performance for all methods, even a random attack, is improved

when increasing the k value.

However, our semantic attack is very effective when the disassociated dataset has a

high level of sparsity and the size of clusters is small. Therefore, to protect the privacy

of disassociated dataset and prevent the threat of semantic attack, a data owner needs

to evaluate the effect of the chosen values of disassociation parameters and determine

if they provide the promised protection before releasing data. As a suggested solution,

this can be achieved by including our proposed approach in the anonymisation process

to improve the disassociation method. So, before publishing and after disassociating

transactions, a semantic attack can be applied on the disassociated transactions. If the

semantic attack can still be a threat to the privacy of data, then the values of disassoci-

ation parameters need to be changed. This process can be repeated until the data owner

is satisfied with the balance between the protection and data utility. Otherwise, another

anonymisation method can be applied or the data owner can decide not to publish the

data, because it is not protected adequately.
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Chapter 6

Conclusion

In this chapter, we summarise and conclude the thesis, and then we discuss possibilities

for future research.

6.1 Research Summary

Driven by mutual benefit, data concerning individuals has been collected and published

extensively by a range of organisations. However, individuals’ privacy can be violated

when data is published without being anonymised. One method for anonymising data

is the disassociation method. This method anonymises data by dissociating the links

between data items that are vulnerable to attacks but does so without changing any

data so that the utility of the data is preserved. In this research, we studied how safe

the released data is, when it is anonymised by the disassociation method.

In chapter one, we examined privacy issues with disassociation and saw that although

this method can be used to protect data privacy, it does not consider the meaning of

terms in a transaction and the semantic relationships that may exist between them. Our

hypothesis is that disassociation may not provide adequate protection for transactional

data and that an adversary could connect partitioned terms over chunks based on the

semantic relationships that exist between the terms in a transaction.
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In chapter two, we discussed data privacy and how an attacker can use various types

of background knowledge to compromise data privacy, focusing on linkage, inference,

and minimality attacks. Then, we studied some related techniques for protecting data

privacy as well as some privacy models. We discussed a number of methods for an-

onymising data: generalisation, suppression, anatomisation, disassociation and per-

turbation. After that, we illustrated how the concept of semantic relationship can be

used to breach data privacy, and we presented a classification of existing works.

We examined the disassociation method in chapter three. First, we illustrated an issue

of how clusters smaller than the required size should be handled in the horizontal par-

titioning. Then, we proposed three strategies for implementing horizontal partitioning

to deal with this issue: suppression, adding and remaining-list.

In chapter four, we introduced our approach to semantic attack. We explained the two

steps of our attacking approach: scoring and selection. In the scoring stage, we used

two semantic measures: normalised Google distance and word embedding, to find the

semantic relationships among the terms in disassociated datasets. The semantic scores

that resulted from this stage were used in the selection stage.

In the selection stage, we proposed four methods to choose how to add sub-records

and terms to each other. The averaging-based attack (ABA) takes into account the

semantic scores of all the terms in the anchoring chunk to choose the right transaction

to adding terms to. The most-related attack (MRA) considers just the term with the

closest semantic score in the anchoring chunk to determine the best sub-record it should

add terms to. The terms are divided into two groups based on the relative semantic

scores in the related group attack (RGA): there is a related group and non-related group,

and only the terms in the related group are considered to select the sub-record to add

terms to. The vertical partitioning attack (VPA) uses the possible permutations between
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record chunks instead of semantic scores then tests each permutation by applying the

km-anonymity condition to execute the vertical partitioning. Based on the results of

the vertical partitioning, the record chunks are combined with each other.

In chapter five, we presented an evaluation of our attacking methods. Our results

showed that the semantic relationships that exist among the terms could be exploited

by an attacker, hence threatening the privacy of disassociated datasets. The approach

can reconstruct different chunks with around 60% accuracy and can break over 70% of

protected itemsets. This illustrates that the disassociation method is not safe in terms of

data privacy protection when the semantic relationships among the terms are exploited.

6.1.1 Future Research

The proposed approach in this research can be considered as a real privacy threat on the

disassociated dataset. Therefore, if an attacker is able to find and exploit the semantic

relationships between terms in disassociated transactions, then he may reconstruct the

transactions correctly with an accuracy of 60%. This potential privacy threat can af-

fect the reliability of using the disassociation method to anonymise data. Therefore,

this may instigate the data owner to avoid the disassociation method or individuals will

avoid sharing their real data with organisations that use the disassociation method. This

proposed approach has a number of future directions in which to expand this work and

improve it.

• Improving the scoring techniques:

In the scoring stage, we used normalised Google distance and word embedding

to score semantic relationships among the terms. However, each measure has

some limitations that can affect the accuracy of semantic relationship scoring.

For normalised Google distance, because it depends on page counts, rare terms
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will be more likely to return a smaller number of pages than other terms. So

even if these rare terms are closely related, their NGD score will be smaller than

some that are less related. As for word embedding, it is not affected by the rare

terms issue, but to find the semantic relationships for a pair of terms, the two

terms should already be included in the training corpus. This measure could be

improved by training the corpus on specific topics to ensure that all terms are

included.

• Improving term chunks attack:

The disassociation considers infrequent terms as vulnerable terms and protects

them by placing them in term chunks, In our attacking approach, we consider

the semantic relationships between a term from a term chunk and the terms in

the anchoring chunks. One possible way to improve attacks on term chunks

is to develop a clustering process for the terms in the term chunk by using the

semantic relationship then associating the clustered terms to the reconstructed

record chunks.

• Measuring confidence:

Our approach depends on the semantic relationships between terms to perform

the semantic attack. However, these relationships are approximated based on

how the semantic measure calculates the distance between two terms. Hence,

when a term is associated with a sub-record, it would be more useful to determ-

ine the degree of certainty that this sub-record is the correct transaction for this

term.
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