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## Summary

Let $\boldsymbol{a} \in \mathbb{Z}_{>0}^{n}, n \geq 2, \operatorname{gcd}(\boldsymbol{a}):=\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1, b \in \mathbb{Z}_{\geq 0}$ and denote by $\|\cdot\|_{\infty}$ the $\ell_{\infty}$-norm. Consider the knapsack polytope

$$
P(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}=b\right\}
$$

and assume that $P(\boldsymbol{a}, \boldsymbol{b}) \cap \mathbb{Z}^{n} \neq \emptyset$ holds. The main result of this thesis states that for any vertex $\boldsymbol{x}^{*}$ of the knapsack polytope $P(\boldsymbol{a}, b)$ there exists a feasible integer point $\boldsymbol{z}^{*} \in$ $P(\boldsymbol{a}, b)$ such that, denoting by $s$ the size of the support of $\boldsymbol{z}^{*}$, i.e. the number of nonzero components in $\boldsymbol{z}^{*}$ and upon assuming $s>0$, the inequality

$$
\left\|x^{*}-z^{*}\right\|_{\infty} \frac{2^{s-1}}{s}<\|\boldsymbol{a}\|_{\infty}
$$

holds. This inequality may be viewed as a transference result which allows strengthening the best known distance (proximity) bounds if integer points are not sparse and, vice versa, strengthening the best known sparsity bounds if feasible integer points are sufficiently far from a vertex of the knapsack polytope. In particular, this bound provides an exponential in $s$ improvement on the previously best known distance bounds in the knapsack scenario. Further, when considering general integer linear programs, we show that a resembling inequality holds for vertices of Gomory's corner polyhedra [49, 96]. In addition, we provide several refinements of the known distance and support bounds under additional assumptions.
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## — Chapter 1 -

## Introduction

### 1.1 Motivation

We consider two directions of research in the theory of integer linear programming. In order to introduce these directions we let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ and $\boldsymbol{b} \in \mathbb{Z}^{m}$ and assume that the polyhedron $P(A, \boldsymbol{b})=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: A \boldsymbol{x}=\boldsymbol{b}\right\}$ contains integer points. The first direction of interest asks to bound the distance from a vertex of $P(A, \boldsymbol{b})$ to its nearest integer point in $P(A, \boldsymbol{b})$. Such results are useful when one wants to know how far a solution of an integer linear program (IP) is from the corresponding relaxed linear program (LP) [28, 41, 72]. The second direction of research asks to bound the minimum size of support (sparsity) of integer points in $P(A, \boldsymbol{b})$. Note (see e.g. [7]) that polynomial support bounds for integer programming [39, 6] have been utilised successfully in areas including logic and complexity [71, 68], in fixed parameter tractability [58, 59], as a component in the solution of the cutting-stock problem with a fixed number of item types [47] and in compressed sensing [42, 44].

The aforementioned research directions have classically been treated distinctly, however, in the knapsack scenario (i.e. $m=1$ ), we prove (Theorem 4.1.6 in Chapter 4) the following result. Let $\boldsymbol{a} \in \mathbb{Z}_{>0}^{n}, n \geq 2, \operatorname{gcd}(\boldsymbol{a}):=\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1, b \in \mathbb{Z}_{\geq 0}$ and denote by $\|\cdot\|_{\infty}$ the $\ell_{\infty}$-norm. Consider the knapsack polytope

$$
P(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}=b\right\}
$$

and assume that $P(\boldsymbol{a}, \boldsymbol{b}) \cap \mathbb{Z}^{n} \neq \emptyset$. Then for any vertex $\boldsymbol{x}^{*}$ of $P(\boldsymbol{a}, \boldsymbol{b})$ there exists a feasible integer point $\boldsymbol{z}^{*}$ such that, denoting by $s$ the size of the support of $\boldsymbol{z}^{*}$, i.e. the number of nonzero components in $\boldsymbol{z}^{*}$ and upon assuming $s>0$, the inequality

$$
\begin{equation*}
\left\|x^{*}-z^{*}\right\|_{\infty} \frac{2^{s-1}}{s}<\|\boldsymbol{a}\|_{\infty} \tag{1.1}
\end{equation*}
$$

holds. The inequality (1.1) can be viewed as a transference result which allows strengthening of the previously best known distance (proximity) bounds if feasible integer points
are not sparse and, vice versa, strengthening the best known sparsity bounds if feasible integer points are sufficiently far from a vertex of the knapsack polytope. In particular, (1.1) provides an exponential in $s$ improvement on the previously best known distance bounds in the knapsack scenario. In light of (1.1) it would be natural to consider if the two research directions are interrelated in the general setting. It should be noted for completeness that Lee et al. [72] follow a similar direction as they apply new sparsitytype bounds in a recent work to refine the distance bounds in certain scenarios.

### 1.2 Outline

Following reviewing some preliminary material in Chapter 2, we then provide an overview of notable distance and sparsity bounds in Chapter 3. Chapter 4 considers the connection between the distances to and sparsity of solutions to an IP. In particular, we prove that a transference bound for vertices of corner polyhedra holds. Furthermore, we present a resembling result that connects the minimum absolute nonzero entry of an optimal integer solution with the size of its support. Chapter 5 details several refinements of the best known distance and sparsity bounds in special cases.

## - Chapter 2 -

## Preliminaries

### 2.1 Basics and Notation

The symbols $\mathbb{R}, \mathbb{Q}$ and $\mathbb{Z}$ will be used to denote the real, rational and integer numbers, respectively. The cardinality of a given set $U$ will be denoted by $|U|$. In order to denote that a set $U$ is a subset of a set $V$ we will write $U \subset V$. It should be emphasised that the symbol $\subset$ may include the scenario where the sets $U$ and $V$ coincide, however, this will be clarified given the context.

The greatest common divisor of the $n$ integers $a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{Z}$ with $a_{i} \neq 0$ for at least one $i$ is the largest common factor of $a_{1}, a_{2}, \ldots, a_{n}$. This will be denoted by $\operatorname{gcd}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ throughout the thesis and can be computed using the Euclidean algorithm (see e.g. [30, Chapter 31]) or for example Lehmer's algorithm [74].

### 2.2 Norms

A function $\|\cdot\|: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is called a norm if it satisfies:
(i) $\|\boldsymbol{x}\| \geq 0$ for any vector $\boldsymbol{x} \in \mathbb{R}^{n}$, and $\|\boldsymbol{x}\|=0$ if and only if $\boldsymbol{x}=\mathbf{0}$,
(ii) $\|\alpha \boldsymbol{x}\|=|\alpha|\|x\|$ for any vector $\boldsymbol{x} \in \mathbb{R}^{n}$ and any scalar $\alpha \in \mathbb{R}$, and
(iii) $\|x+y\| \leq\|x\|+\|y\|$ for any vectors $x, y \in \mathbb{R}^{n}$.

The last property is called the triangle inequality. The most commonly used norms belong to the family of $p$-norms, or $\ell_{p}$-norms, which are defined with $\boldsymbol{x} \in \mathbb{R}^{n}$ as

$$
\|x\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}
$$

where $p \geq 1$ is a real number. It should be noted that there is an $\ell_{0}$-"norm" which counts the cardinality of the support. The $\ell_{0}$ "norm" will be discussed in more detail in Section 2.7, however, it is not actually a norm since it does not satisfy property (ii).

The following $\ell_{p}$-norms are of particular interest:

- $p=1$ : the $\ell_{1}$-norm, which is also referred to as both the Taxicab or the Manhattan norm, is

$$
\|x\|_{1}=\left|x_{1}\right|+\left|x_{2}\right|+\cdots+\left|x_{n}\right|
$$

- $p=2$ : the $\ell_{2}$-norm, which is also referred to as the Euclidean norm, is

$$
\|\boldsymbol{x}\|_{2}=\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}=\sqrt{\boldsymbol{x}^{T} \boldsymbol{x}}
$$

where $\boldsymbol{x}^{T}$ denotes the transpose of the vector $\boldsymbol{x}$, and

- $p=\infty$ : the $\ell_{\infty}$-norm, which is also referred to as the maximum norm, is

$$
\|\boldsymbol{x}\|_{\infty}=\max _{1 \leq i \leq n}\left|x_{i}\right|
$$

### 2.3 Convexity

### 2.3.1 Convex Sets, Bodies, Combinations and the Convex Hull

A set $C \subset \mathbb{R}^{n}$ is called convex if the line segment between any two points in $C$ lies in $C$. In other words, a set $C$ is convex if for any $\boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in C$ and any $\alpha \in \mathbb{R}$ with $0 \leq \alpha \leq 1$, we have

$$
\alpha \boldsymbol{x}_{1}+(1-\alpha) x_{2} \in C
$$

Further, a convex set $K \subset \mathbb{R}^{n}$ which is compact, i.e. closed and bounded, and has a nonempty interior will be called a convex body. Several examples of convex bodies are Euclidean balls, hypercubes and cross-polytopes.

Let $\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}\right\}$ be a finite set of points from $\mathbb{R}^{n}$. We will call a point

$$
\boldsymbol{x}=\sum_{i=1}^{m} \alpha_{i} \boldsymbol{x}_{i}, \quad \text { where } \sum_{i=1}^{m} \alpha_{i}=1 \quad \text { and } \quad \alpha_{i} \geq 0 \quad \text { for } i=1, \ldots, m
$$

a convex combination of $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}$. In light of this definition, it follows that a set is convex if and only if it contains every convex combination of its points.

The convex hull of a set $K$, denoted by $\operatorname{conv}(K)$, is the intersection of all convex sets in $\mathbb{R}^{n}$ containing $K$. In particular, the convex hull of a set $K$ is the smallest convex set with respect to inclusion that contains $K$ (see e.g. [53, Chapter 3]).

### 2.3.2 The Affine Hull

If $K \subset \mathbb{R}^{n}$ is a set, then the affine hull of $K$ is the smallest affine set in $\mathbb{R}^{n}$ which contains $K$. The dimension of $K$, denoted $\operatorname{dim}(K)$, is the dimension of the affine hull of $K$, where $\operatorname{dim}(\emptyset)=-1$. It should be noted that the affine hull of two distinct points in $\mathbb{R}^{n}$ is the unique line connecting them, while, the convex hull of those two points comprises of those two points and the line segment connecting them.

### 2.3.3 Half-spaces and Supporting Hyperplanes

Let $\boldsymbol{a} \in \mathbb{R}^{n}$ with $a_{i} \neq 0$ for at least one $i \in\{1, \ldots, n\}$ and $b \in \mathbb{R}$. For an affine hyperplane $\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}=b\right\}$ we associate two open (affine) half-spaces

$$
\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}>b\right\} \quad \text { and } \quad\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}<b\right\}
$$

and two (affine) closed half-spaces

$$
\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \boldsymbol{a}^{T} \boldsymbol{x} \geq b\right\} \quad \text { and } \quad\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \boldsymbol{a}^{T} \boldsymbol{x} \leq b\right\}
$$

A half-space will be called a linear half-space if $b=0$. It is worth noting for completeness that an affine hyperplane can be equivalently defined as $\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \boldsymbol{n} \cdot \boldsymbol{x}=b\right\}$, where $\boldsymbol{n} \in \mathbb{R}^{n}$ denotes a (nonzero) normal vector and $b$ may be related (via the normal vector $\boldsymbol{n}$ ) to the perpendicular distance with respect to the $\ell_{2}$-norm from the origin to the hyperplane.

Let $C \subset \mathbb{R}^{n}$ be a closed convex set. A hyperplane $\mathscr{H} \subset \mathbb{R}^{n}$ is called a supporting hyperplane for the set $C$ if $\mathscr{H} \cap C \neq \emptyset$ holds and the set $C$ lies in one of the two closed half-spaces bounded by the hyperplane $\mathscr{H}$.

### 2.3.4 Convex Cones and Polyhedra

A set $C \subset \mathbb{R}^{n}$ is called a cone if for every $\boldsymbol{x} \in C$ and $\alpha \geq 0$ we have $\alpha \boldsymbol{x} \in C$. Further, if a cone $C$ is additionally convex, then it is called a convex cone. In particular, a set $C$ is a convex cone if for any $\boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in C$ and $\alpha_{1}, \alpha_{2} \geq 0$, we have

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2} \in C
$$

Further, we will call a set an affine convex cone if the set can be established by applying an affine transformation to a convex cone. Throughout this thesis, we work only with those cones which are convex and, for this reason, we state several further definitions which build upon this notion.

A cone $C$ is polyhedral if $C=\left\{x \in \mathbb{R}^{n}: A x \leq 0\right\}$ for some matrix $A$, i.e. if the cone $C$ is the intersection of finitely many linear half-spaces, where each row of the matrix A defines a half-space. It is worth emphasising that a polyhedral cone is necessarily a convex cone, however, the converse is not true in general. Any set which can be expressed as the intersection of a finite number of closed affine half-spaces is called a polyhedron. Further, we will call a bounded polyhedron a polytope.

### 2.3.5 Pointed Cones

Let $C$ be a polyhedral cone in $\mathbb{R}^{n}$, then the lineality space of $C$ is the linear subspace

$$
\operatorname{Lin}(C)=\left\{y \in \mathbb{R}^{n}: x+\lambda y \in C \text { for all } x \in C, \lambda \in \mathbb{R}\right\}
$$

Further, a polyhedral cone $C$ is said to be pointed if $\operatorname{Lin}(C)=\{0\}$. It is worth noting that one could equivalently state that a convex cone $C$ is pointed if and only if $C \cap(-C)=\{0\}$ holds, where the notation $-C$ denotes the negative cone associated with $C$, which is the related convex cone $-C=\left\{-y \in \mathbb{R}^{n}: y \in C\right\}$.

In light of these definitions, if a pointed convex cone has a vertex, then that vertex must be unique and located at the origin $\mathbf{0}$. Furthermore, it follows that if $C$ is a pointed convex cone in $\mathbb{R}^{n}$, then there exists a hyperplane $\mathscr{H}$ passing through the origin 0 , which separates the convex cone $C$ from its negative cone $-C$ and additionally supports both $C$ and $-C$ simultaneously.

### 2.3.6 Vertices and Faces of a Polyhedron

Let $A \in \mathbb{Z}^{m \times n}, \boldsymbol{b} \in \mathbb{Z}^{m}$ and let $P=\left\{\boldsymbol{x} \in \mathbb{R}^{n}: A \boldsymbol{x} \leq \boldsymbol{b}\right\}$ be a polyhedron. A subset $F \subset P$ is called a face of $P$ if $F=P$ or if $F$ is the intersection of $P$ with a supporting hyperplane of $P$. In other words, $F$ is a face of $P$ if and only if $F$ is nonempty and $F=\left\{\boldsymbol{x} \in P: A^{\prime} \boldsymbol{x}=\boldsymbol{b}^{\prime}\right\}$ for some subsystem $A^{\prime} \boldsymbol{x} \leq \boldsymbol{b}^{\prime}$ of $A \boldsymbol{x} \leq \boldsymbol{b}$.

A facet of $P$ is a maximal face distinct from $P$ relative to inclusion. It should be noted that the dimension of any facet of $P$ is one less than the dimension of $P$. Further, each face of $P$, except for $P$ itself, is the intersection of facets of $P$.

A minimal face of the polyhedron $P$ is a face that does not contain any other face. In other words, a face $F$ of $P$ is a minimal face if and only if $F$ is an affine subspace [89, Chapter 8]. Further, each minimal face of the polyhedron $P$ is a translate of the lineality space of $P$. Note that all minimal faces of $P$ have the same dimension, namely $n$ minus the rank of $A$. Further, it follows that if the polyhedron $P$ is pointed, then each minimal face consists of just one point. In such case, these points, i.e. the minimal faces of $P$, are called the vertices of the polyhedron $P$. It is worth emphasising that each
vertex corresponds to a basic feasible solution to $A \boldsymbol{x}=\boldsymbol{b}$ and is hence determined by the linearly independent restrictions from the linear system [89, Chapter 8].

### 2.4 Lattice Preliminaries

### 2.4.1 Lattices

For linearly independent $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{k} \in \mathbb{R}^{n}$, the set

$$
\Lambda=\left\{\sum_{i=1}^{k} x_{i} \boldsymbol{b}_{i}: x_{i} \in \mathbb{Z}\right\}
$$

is a $k$-dimensional lattice generated with basis $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{k}$. If $B=\left[\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{k}\right] \in \mathbb{R}^{n \times k}$ is a matrix with columns $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{k}$, the lattice $\Lambda$ can be expressed equivalently as $\Lambda=$ $\left\{B x: x \in \mathbb{Z}^{k}\right\}$. If $n=k$, then $\Lambda$ is called a full rank lattice, as illustrated in Figure 2.1.

From the definition of a lattice given above, it is worth emphasising that the choice of basis is not unique as Figure 2.1 shows that different bases can generate the same lattice. It may seem natural at this point to question how one would go about transforming one basis into another basis which still generates the same lattice. In order to answer this we use the concept of unimodular basis transformation which allows us to easily find different bases that generate the same underlying lattice.

It turns out (see e.g. [89, Chapter 4]) that we can change the basis of a lattice $\Lambda$ by simply multiplying the matrix $B$ from the right by an appropriately sized unimodular matrix $U \in \mathbb{Z}^{k \times k}$, which is a square integral matrix whose determinant is $\pm 1$. In particular, if the equality $B^{\prime}=B U$ holds, then the columns from $B$ and $B^{\prime}$ generate the same lattice $\Lambda$. Despite the fact that lattices are invariant under performing unimodular transformations, it is worth emphasising that the length of the basis vectors (with respect to any choice of norm) will generally vary under such operations, as shown in Figure 2.1.

### 2.4.2 The Determinant of a Lattice

In order to define the determinant of a lattice we firstly will introduce the fundamental parallelepiped of a given lattice. Recall that $\Lambda \subset \mathbb{R}^{n}$ denotes the lattice generated by the basis $B=\left[\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{k}\right] \in \mathbb{R}^{n \times k}$. The fundamental parallelepiped of the lattice $\Lambda$ associated with basis $B$ is

$$
\mathscr{P}(B)=\left\{B x: x \in \mathbb{R}^{n}, 0 \leq x_{i}<1\right\} .
$$

It is worth emphasising that because the column vectors in $B$ provide a basis of $\Lambda$, it follows immediately that the fundamental parallelepiped $\mathscr{P}(B)$ does not contain any


Figure 2.1: Several examples demonstrating how linearly independent sets of integral vectors (red) generate integral lattices (blue) and, in addition, how the basis vectors correspond to the fundamental parallelepipeds (grey). It should be noted that the linearly independent vectors in (c) do not provide a basis for $\mathbb{Z}^{2}$, however, they do indeed provide a basis for some integral sublattice of $\mathbb{Z}^{2}$.
lattice points other than the origin, i.e. $\mathscr{P}(B) \cap \Lambda=\{0\}$. Further, the fundamental parallelepiped $\mathscr{P}(B)$ clearly depends on the basis $B$ that generates the lattice $\Lambda$.

The determinant of the lattice $\Lambda$ generated by basis $B$ is the $k$-dimensional volume of the fundamental parallelepiped $\mathscr{P}(B)$ associated to $B$ and is calculated [51] by

$$
\operatorname{det}(\Lambda)=\operatorname{vol}_{k}(\mathscr{P}(B))=\sqrt{\operatorname{det}\left(B^{T} B\right)},
$$

where $B^{T}$ denotes the transpose of $B$ and $\operatorname{vol}_{k}(\cdot)$ denotes the $k$-dimensional volume or Lebesgue measure (see e.g. [14, Chapter 13]). In the special case that $\Lambda$ is a full rank lattice (where $n=k$ ) then the matrix $B$ is a square matrix and hence the determinant of the lattice is given by $\operatorname{det}(\Lambda)=|\operatorname{det}(B)|$, where $|\cdot|$ denotes the absolute value.

In order to show that the determinant is well defined assume that $B_{1}, B_{2} \in \mathbb{R}^{n \times k}$ are two bases that generate the same lattice $\Lambda$. In light of this we know that the equality $B_{2}=B_{1} U$ holds for some unimodular matrix $U \in \mathbb{Z}^{k \times k}$. Considering the determinant $\operatorname{det}(\Lambda)$ associated with the bases $B_{1}$ and $B_{2}$ yields that

$$
\operatorname{det}(\Lambda)=\sqrt{\operatorname{det}\left(B_{2}^{T} B_{2}\right)}=\sqrt{\operatorname{det}\left(U^{T} B_{1}^{T} B_{1} U\right)}=\sqrt{\operatorname{det}\left(B_{1}^{T} B_{1}\right)}=\operatorname{det}(\Lambda)
$$

holds and, in consequence, we conclude that the determinant of a lattice is well defined in the sense that its value is invariant on the basis of the lattice $\Lambda$.

### 2.5 Sparsity and the $\ell_{0}$-"norm"

The sparsity of a vector provides a description of how many of the entries from the vector are zero. For $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)^{T} \in \mathbb{R}^{n}$, we will denote by

$$
\operatorname{supp}(x)=\left\{i \in\{1, \ldots, n\}: x_{i} \neq 0\right\}
$$

the support of $\boldsymbol{x}$. It is worth emphasising that the support of $\boldsymbol{x}$ is an index set associated with $\boldsymbol{x}$ which includes the positions/labels of all nonzero entries in the given vector. For example, given the vector $(-1,7,0,0,11)^{T}$, its support is $\operatorname{supp}\left((-1,7,0,0,11)^{T}\right)=$ $\{1,2,5\}$. This allows us to state the $\ell_{0}$ " "norm" of the vector $\boldsymbol{x}$ is precisely the cardinality of its support, namely $\|x\|_{0}=|\operatorname{supp}(x)|$.

The $\ell_{0}$-"norm" is a function widely used in the theory of compressed sensing (see e.g. [44, Chapter 2]). It is known [44] that finding a solution to a system of linear equations with minimal support even in the continuous case, i.e. solving the $\ell_{0}$-minimisation problem, is $\mathscr{N} \mathscr{P}$-hard [79].

### 2.6 Laplace's Expansion Formula

The Laplace expansion formula, also known as the cofactor expansion, is an expression for the determinant of $B$, namely $\operatorname{det}(B)$, of an $n$-dimensional matrix $B$. The formula expresses $\operatorname{det}(B)$ as a weighted sum of the determinants of precisely $n$ submatrices of $B$, each of which is a square matrix containing exactly $n-1$ rows and columns. The Laplace expansion formula is of interest as one of several ways to compute the determinant of a matrix, however, for large matrices the formula becomes inefficient in comparison to other methods because of its $\mathscr{O}(n!)$ worst-case time complexity. Let $\bar{B}_{i j}$ denote the submatrix of $B$ which is formed by deleting the $i$-th row and $j$-th column from $B$.

Theorem 2.6.1 (Laplace's expansion formula). Suppose $B=\left(b_{i j}\right) \in \mathbb{R}^{n \times n}$ is a square $n$-dimensional matrix and fix any $i, j \in\{1,2, \ldots, n\}$. Then the determinant of $B$ is given by

$$
\operatorname{det}(B)=\sum_{i=1}^{n}\left((-1)^{i+j} b_{i j} \operatorname{det}\left(\bar{B}_{i j}\right)\right)=\sum_{j=1}^{n}\left((-1)^{i+j} b_{i j} \operatorname{det}\left(\bar{B}_{i j}\right)\right)
$$

which denotes expansion along the $j$-th column and $i$-th row of $B$, respectively.

### 2.7 Cramer's Rule

Given a square matrix $A \in \mathbb{Z}^{n \times n}$ with full row rank and a vector $\boldsymbol{b} \in \mathbb{Z}^{n}$, which both contain integral entries for simplicity, it is well-known that one can solve the corresponding matrix equation $A \boldsymbol{x}=\boldsymbol{b}$ within polynomial time using various algorithms (see e.g. [30, Chapter 28]). One such result used throughout this thesis for solving suitable linear systems is the celebrated Cramer's rule. This result is named after Gabriel Cramer, who published the rule for an arbitrary number of unknowns in 1750 [32], however, despite its name, it should be noted that Maclaurin published special cases of the rule slightly earlier in 1748 [78]. Cramer's rule provides an explicit formula for the solution of a square system of linear equations, provided that the square constraint matrix is invertible. The formula depends upon particular determinants of the constraint matrix $A$ and the right-hand side vector $\boldsymbol{b}$.

Lemma 2.7.1 (Cramer's Rule). Let $A \in \mathbb{Z}^{n \times n}$ and $\boldsymbol{b} \in \mathbb{Z}^{n}$. The components of the solution to a linear system of the form $A \boldsymbol{x}=\boldsymbol{b}$ when $\operatorname{det}(A) \neq 0$ are given by

$$
x_{k}=\frac{\operatorname{det}\left(A_{k}(\boldsymbol{b})\right)}{\operatorname{det}(A)}, \quad k=1, \ldots, n
$$

where $A_{k}(\boldsymbol{b})$ denotes the matrix obtained by replacing the entries in the $k$-th column of $A$ by the entries in the column vector $\boldsymbol{b}$.

Cramer's rule is a result primarily of theoretical interest, however, it has recently been shown [54] that one can implement the method with time complexity $\mathscr{O}\left(n^{3}\right)$. This means that Cramer's rule is comparable to other methods commonly used for solving such systems of linear equations.

### 2.8 Linear and Integer Linear Programming

### 2.8.1 An Introduction to Linear and Integer Linear Programming

Linear programming concerns the problem of maximising or minimising a linear function over a polyhedron. The idea of linear programming is apparent in the work of Fourier
[45] in 1827, but the development of this discipline in addition to a widespread acknowledgment of its importance followed much later in consequence to the celebrated work of Dantzig [34, 36, 33], Hitchcock [56], Kantorovich [61, 62, 89], Koopmans [70] and von Neumann [82, 80, 81].

Let $A \in \mathbb{Z}^{m \times n}, \boldsymbol{b} \in \mathbb{Z}^{m}$ and $\boldsymbol{c} \in \mathbb{Q}^{n}$. It is well-known (see e.g. [89, Chapter 7]) that there are several equivalent ways to formulate the linear programming problem, however, throughout this thesis we will only work with linear programs (LPs) that are presented in standard form, namely

$$
\begin{equation*}
\max \left\{\boldsymbol{c}^{T} \boldsymbol{x}: A \boldsymbol{x}=\boldsymbol{b}, \boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}\right\} . \tag{2.1}
\end{equation*}
$$

This problem asks to find an optimal nonnegative solution $\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}$ which satisfies the system of linear equations $A \boldsymbol{x}=\boldsymbol{b}$ (known as the constraints of the problem) and maximises the linear function $\boldsymbol{c}^{T} \boldsymbol{x}$ (known as the objective or cost function). It is worth emphasising that an optimal solution to (2.1) does not necessarily exist in general.

Khachiyan [66] first demonstrated in 1979 that a LP is solvable in polynomial time through the introduction of the ellipsoid method. Shortly after this breakthrough, Karmarkar [64, 86] introduced a novel interior-point method for solving LPs in polynomial time that was arguably of greater theoretical and practical importance. Further, the celebrated simplex method, which was developed around 1947 by Dantzig [34, 35], is currently used to solve large-scale LPs in various applications despite not yielding a polynomial worst-case time complexity.

Integer linear programming concerns the problem of maximising or minimising a linear function over a polyhedron, where the solution is additionally required to contain only integer entries. In a similar fashion there are several equivalent ways to formulate an integer linear programming problem, however, we only work with integer linear programs (IPs) that have been presented in standard form, namely

$$
\begin{equation*}
\max \left\{c^{T} x: A x=b, x \in \mathbb{Z}_{\geq 0}^{n}\right\} . \tag{2.2}
\end{equation*}
$$

The LP (2.1) is often called the linear programming relaxation of the IP (2.2) because one obtains the LP (2.1) by "relaxing" (or dropping) the integrality constraint in the IP (2.2). Furthermore, one noteworthy special case of the IP (2.2) and the LP (2.1) is known as the knapsack problem, which is the case when the problem features just one linear constraint (i.e. when $m=1$ ). It should be noted that when we later consider the knapsack scenario we will make use of traditional vector notation in order to distinguish this setting from the general case by replacing $A$ and $\boldsymbol{b}$ by $\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)^{T} \in \mathbb{Z}^{n}$ and $b \in \mathbb{Z}$, respectively.

Despite the seeming similarity to the LP (2.1), solving the IP (2.2) is in general a significantly more difficult task and, in particular, solving the decision version of the IP (2.2) in general is known to be $\mathscr{N} \mathscr{P}$-complete [89, Chapter 18]. However, in 1983 it was shown by Lenstra [75] that any IP given in inequality form with a fixed number of variables $n$ can be solved in polynomial time. In light of the aforementioned $\mathscr{N} \mathscr{P}$ completeness, it is common within the domain of computational mathematics when given such a problem to obtain an approximate solution by solving some relaxed yet related problem. Throughout this thesis, we approximate solutions to (2.2) by solving the related linear programming relaxation (2.1). The research of Ford and Fulkerson [43] tells us that the optimal solution to the LP (2.1) and IP (2.2) coincide in certain scenarios, meaning that the IP (2.2) is sometimes polynomial solvable by making use of the aforementioned linear programming relaxation method. In particular, this occurs when considering various combinatorial optimisation problems involving networks including the shortest-path [1], the maximum-flow [43, 46], the assignment [3, 2], the minimum cost flow [84] and the transportation [69] problems.

### 2.8.2 Geometry of Linear and Integer Linear Programming

The constraints of the linear programming problem define the problem's feasible region, which is the space containing all feasible solutions to the LP. The feasible region defined by the linear constraints in (2.1) is a convex polyhedron and, therefore, the feasible region may be characterised by its facets or vertices. Being a little more precise, geometrically the set containing of all feasible solutions to (2.1) is the polyhedron

$$
\begin{equation*}
P(A, \boldsymbol{b})=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: A \boldsymbol{x}=\boldsymbol{b}\right\} \tag{2.3}
\end{equation*}
$$

Recall that an optimal solution to the LP (2.1) does not necessarily exist in general. In particular, if the constraints of the linear system $A \boldsymbol{x}=\boldsymbol{b}$ are inconsistent, then the polyhedron $P(A, \boldsymbol{b})$ is empty. Furthermore, if $P(A, \boldsymbol{b})$ is unbounded, then in certain situations the corresponding objective function value will be unbounded and, in consequence, no optimal solution to (2.1) exists.

In the scenario where the linear system appearing in the LP (2.1) is consistent, then it is well-known (see e.g. [89, Chapter 8]) that for any given rational objective function $c \in \mathbb{Q}^{n}$, there either exists at least one optimal solution to the LP (2.1) positioned in at least one vertex of the polyhedron $P(A, \boldsymbol{b})$ or the maximum is infinite. Further, if the given instance of the problem yields more than one optimal solution, then since $P(A, \boldsymbol{b})$ is convex, it follows that each optimal solution lies upon the same facet of the feasible region, where one ignores linearly dependent facets and, in consequence, all feasible points along that facet are additionally optimal solutions to the LP (2.1).

In light of this, throughout this thesis, we will focus on those optimal solutions located at the vertices of the feasible region (2.3). In particular, we will call such an optimal solution an optimal vertex solution and will denote such a solution by $x^{*}$.

The integer hull $P_{I}(A, \boldsymbol{b})$ of the polyhedron $P(A, \boldsymbol{b})$ is the convex hull of all integer points in $P(A, \boldsymbol{b})$, namely

$$
P_{I}(A, \boldsymbol{b})=\operatorname{conv}\left(\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: A \boldsymbol{x}=\boldsymbol{b}\right\} \cap \mathbb{Z}^{n}\right)=\operatorname{conv}\left(P(A, \boldsymbol{b}) \cap \mathbb{Z}^{n}\right) .
$$

Note that each feasible solution to the IP (2.2) must be an element of the integer hull $P_{I}(A, \boldsymbol{b})$ because $P_{I}(A, \boldsymbol{b})$ is defined as the convex hull of all nonnegative integer solutions from $P(A, \boldsymbol{b})$. Furthermore, the vertices of $P_{I}(A, \boldsymbol{b})$ play an important role because analogously to the LP (2.1), by making use of standard linear programming theory, we know that the set of optimal solutions to IP (2.2) must contain at least one vertex of the integer hull $P_{I}(A, \boldsymbol{b})$ and, vice versa, each vertex of the integer hull is an optimal solution for some rational objective function $\boldsymbol{c}$. It for this reason that vertices of the integer hull are of special interest in the theory of integer optimisation.

### 2.9 Corner Polyhedra

Let $A \in \mathbb{Z}^{m \times n}$ where $m<n, \boldsymbol{b} \in \mathbb{Z}^{m}$ and $\boldsymbol{c} \in \mathbb{Q}^{n}$. We assume without loss of generality that the integral matrix $A$ has full row rank $m$, i.e. that the dimension of the row space of $A$ is $m$. It is well-known (see e.g. [91, Chapter 3]) that row rank is equal to column rank and as such we will simply state that $A$ has full rank. Further, let $\tau=\left\{i_{1}, \ldots, i_{k}\right\} \subset$ $\{1, \ldots, n\}$ with $i_{1}<i_{2}<\cdots<i_{k}$. We will use the notation $A_{\tau}$ for the $m \times k$ submatrix of $A$ with columns indexed by $\tau$. In the same manner, given $\boldsymbol{x} \in \mathbb{R}^{n}$, we will denote by $\boldsymbol{x}_{\tau}$ the vector $\left(x_{i_{1}}, \ldots, x_{i_{k}}\right)^{T}$. The compliment of $\tau$ will be denoted by $\bar{\tau}$. We will say that $\tau$ is a basis of $A$ if $|\tau|=m$ and the submatrix $A_{\tau}$ is nonsingular. Throughout this thesis, the notation $\gamma$ will be used to denote when the indexed columns provide a basis of $A$.

Let $A_{\gamma}$ be any nonsingular submatrix consisting of $m$ columns from $A$. Upon reordering the columns of $A$ if necessary, we can assume without loss of generality that $A_{\gamma}$ consists of the first $m$ columns of $A$, i.e. $\gamma=\{1, \ldots, m\}$ and, in consequence, the matrix $A$ has the form

$$
A=\left(A_{\gamma}, A_{\bar{\gamma}}\right) .
$$

This allows us to express the IP (2.2) in terms of $A_{\gamma}$ and $A_{\bar{\gamma}}$ as

$$
\begin{equation*}
\max \left\{\boldsymbol{c}_{\gamma}^{T} \boldsymbol{x}_{\gamma}+\boldsymbol{c}_{\bar{\gamma}}^{T} \boldsymbol{x}_{\bar{\gamma}}: A_{\gamma} \boldsymbol{x}_{\gamma}+A_{\bar{\gamma}} \boldsymbol{x}_{\bar{\gamma}}=\boldsymbol{b}, \boldsymbol{x}=\left(\boldsymbol{x}_{\gamma}, \boldsymbol{x}_{\bar{\gamma}}\right)^{T} \in \mathbb{Z}_{\geq 0}^{n}\right\}, \tag{2.4}
\end{equation*}
$$

where $\boldsymbol{x}_{\gamma}$ and $\boldsymbol{x}_{\bar{\gamma}}$ are called the basic and nonbasic variables, respectively (see e.g. [97, Chapter 2]).

Given a basis $\gamma$, the corresponding basic variables can be uniquely determined by

$$
\boldsymbol{x}_{\gamma}=A_{\gamma}^{-1}\left(\boldsymbol{b}-A_{\bar{\gamma}} \boldsymbol{x}_{\bar{\gamma}}\right)
$$

and, in particular, if $\boldsymbol{x}=\left(\boldsymbol{x}_{\gamma}, \boldsymbol{x}_{\bar{\gamma}}\right)^{T}$ is to satisfy $A \boldsymbol{x}=\boldsymbol{b}$ such that $\boldsymbol{x} \in \mathbb{Z}_{\geq 0}^{n}$, a nonnegative integer vector $\boldsymbol{x}_{\bar{\gamma}}$ must be chosen such that the corresponding basic variables $\boldsymbol{x}_{\gamma}$ are both integral and nonnegative.

In the seminal paper of Gomory [49], the nonnegativity condition placed on the basic variables $\boldsymbol{x}_{\gamma}$ is dropped and, in particular, Gomory considers the relaxation

$$
\begin{equation*}
A_{\gamma} \boldsymbol{x}_{\gamma}+A_{\bar{\gamma}} \boldsymbol{x}_{\bar{\gamma}}=\boldsymbol{b}, \boldsymbol{x}_{\bar{\gamma}} \geq \mathbf{0},\left(\boldsymbol{x}_{\gamma}, \boldsymbol{x}_{\bar{\gamma}}\right)^{T} \in \mathbb{Z}^{n} \tag{2.5}
\end{equation*}
$$

This relaxation allows us to define the corner polyhedron as the convex hull of the integer solutions to (2.5). This geometric object is sometimes called the corner relaxation associated with the basis $\gamma[22,15]$. We can equivalently define corner polyhedron $\mathscr{C}_{\gamma}(A, \boldsymbol{b})$ associated with the basis $\gamma$ of the matrix $A$ as

$$
\mathscr{C}_{\gamma}(A, \boldsymbol{b})=\operatorname{conv}\left(\left\{\boldsymbol{x}=\left(\boldsymbol{x}_{\gamma}, \boldsymbol{x}_{\bar{\gamma}}\right)^{T} \in \mathbb{Z}^{n}: A \boldsymbol{x}=\boldsymbol{b}, \boldsymbol{x}_{\bar{\gamma}} \geq \mathbf{0}\right\}\right) .
$$

It should be noted that we introduce this relaxation more precisely later by utilising the fact that $A_{\gamma}$ is nonsingular, meaning that a suitable projection from $\mathbb{R}^{n}$ to $\mathbb{R}^{n-m}$ onto the nonbasic variables and, vice versa, is bijective under certain assumptions. Further, in Chapter 4 we define a corner polyhedron in a more general way, where the nonnegativity restriction placed upon the nonbasic variables $\boldsymbol{x}_{\bar{\gamma}}$ is extended to also restrict some of the basic variables $\boldsymbol{x}_{\gamma}$ under appropriate assumptions, however, for simplicity, we discuss this in much more detail later.

This geometric object $\mathscr{C}_{\gamma}(A, \boldsymbol{b})$ has been studied in the integer linear programming literature as a framework for deriving and evaluating practical cutting planes [50, 25], mixed-integer cutting planes [31, 26, 37, 17, 18], in addition to offering a substitute to LP relaxations in branch-and-bound [11] and branch-and-cut [12] techniques. For completeness, note that other famous cuts include the Chvátal-Gomory cuts [48, 23, $76,77,38$ ], implied bounds [57] and the more general split cuts [10, 29, 13].

## - Chapter 3 -

## Previously Known Distance and Sparsity Bounds

In this chapter we provide an overview of the best known distance and sparsity bounds.

### 3.1 Previously Known Distance (Proximity) Bounds

Given $A=\left(a_{i j}\right) \in \mathbb{Z}^{m \times n}$, where $a_{i j}$ denotes the entry in the $i$-th row and $j$-th column of $A$ with full row rank, $\boldsymbol{b} \in \mathbb{Z}^{m}$ and $\boldsymbol{c} \in \mathbb{Q}^{n}$, consider the integer linear program (IP)

$$
\begin{equation*}
\max \left\{\boldsymbol{c}^{T} \boldsymbol{x}: A \boldsymbol{x}=\boldsymbol{b}, \boldsymbol{x} \in \mathbb{Z}_{\geq 0}^{n}\right\} . \tag{3.1}
\end{equation*}
$$

We obtain the linear programming relaxation of the IP (3.1) by "relaxing" (or dropping) the integrality constraint in (3.1), which yields the linear program (LP)

$$
\begin{equation*}
\max \left\{\boldsymbol{c}^{T} \boldsymbol{x}: A \boldsymbol{x}=\boldsymbol{b}, \boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}\right\} . \tag{3.2}
\end{equation*}
$$

The optimal values of the IP (3.1) and the LP (3.2) will be denoted by $I P(\boldsymbol{c}, A, \boldsymbol{b})$ and $L P(\boldsymbol{c}, A, \boldsymbol{b})$, respectively. It is worth emphasising that $I P(\boldsymbol{c}, A, \boldsymbol{b})$ and $L P(\boldsymbol{c}, A, \boldsymbol{b})$ are the maximum objective function values associated with (3.1) and (3.2), respectively.

Recall from Chapter 2 that $L P(\boldsymbol{c}, A, \boldsymbol{b})$ can be found in polynomial time [67, 64], however, in general solving the decision version of (3.1) is $\mathscr{N} \mathscr{P}$-complete [89, Chapter 18]. It seems rather natural to therefore compare $\operatorname{IP}(\boldsymbol{c}, A, \boldsymbol{b})$ and $L P(\boldsymbol{c}, A, \boldsymbol{b})$. In particular, our focus will be first on bounding the distance between the solutions in $\mathbb{R}^{n}$ which yield the optimal values $I P(\boldsymbol{c}, A, \boldsymbol{b})$ and $L P(\boldsymbol{c}, A, \boldsymbol{b})$ upon substitution into the given linear objective function $\boldsymbol{c}^{T} \boldsymbol{x}$.

In order to state the previous proximity bounds we assume that the IP (3.1) is feasible and bounded. Let $\boldsymbol{x}^{*}$ be an optimal vertex solution corresponding to the optimal value $L P(\boldsymbol{c}, A, \boldsymbol{b})$ and let $\boldsymbol{z}^{*}$ be an optimal integral solution which corresponds to $I P(\boldsymbol{c}, A, \boldsymbol{b})$. Let $\Delta_{k}(A)$ with $k \in\{1, \ldots, m\}$ denote the maximum absolute value of all $k$-dimensional
subdeterminants of the matrix $A$, namely

$$
\Delta_{k}(A)=\max \{|\operatorname{det}(B)|: B \text { is a } k \times k \text { submatrix of } A\} .
$$

In particular, note that $\Delta_{1}(A)=\|A\|_{\infty}=\max _{i, j}\left|a_{i j}\right|$ is the maximum absolute entry of the matrix $A$. Further, in order to simplify the notation we let $\Delta(A)=\Delta_{m}(A)$. The notation $\log (\cdot)$ will denote the logarithm with base two.

Blair and Jeroslow [19, 20] demonstrated that the distance between the optimal solutions $\boldsymbol{x}^{*}$ and $\boldsymbol{z}^{*}$ with respect to any norm can be bounded independently of $\boldsymbol{b}$. This was improved by the classical sensitivity theorem of Cook et al. [28] which states that

$$
\left\|x^{*}-z^{*}\right\|_{\infty} \leq n \cdot \Delta(A)
$$

holds. It should be noted that the bound of Cook et al. [28] holds for general polyhedra and depends upon $\max \left\{\Delta_{k}: k \in\{1, \ldots, m\}\right.$ instead of $\Delta(A)$, however, simply using $\Delta(A)$ is sufficient [72]. Furthermore, Lee et al. [72] tell us that a closer analysis of the proof given by Cook et al. [28] yields an upper bound with respect to the $\ell_{1}$-norm, namely

$$
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1} \leq(m+1) n \cdot \Delta(A) .
$$

Recently, Eisenbrand and Weismantel [41] improved upon the aforementioned results of Cook et al. [28] through a novel use of Steinitz Lemma [93] in order to show that the distance between $\boldsymbol{x}^{*}$ and $\boldsymbol{z}^{*}$ with respect to the $\ell_{1}$-norm satisfies

$$
\begin{equation*}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1} \leq m\left(2 m\|A\|_{\infty}+1\right)^{m} . \tag{3.3}
\end{equation*}
$$

In particular, notice that the bound (3.3) is independent of the dimension $n$. Furthermore, Lee et al. [72] noted that simply applying a different norm when making use of Steinitz Lemma allow us to restate (3.3) as

$$
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1} \leq m(2 m+1)^{m} \cdot \Delta(A) .
$$

Lee et al. [72] recently demonstrate that

$$
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}<3 m^{2} \log \left(2 \sqrt{m} \cdot \Delta(A)^{1 / m}\right) \cdot \Delta(A)
$$

holds by making use of bounds on the sparsity of $\boldsymbol{z}^{*}$. It should be emphasised that this upper bound demonstrates that $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}$ is bounded by a polynomial which depends on $m$ and $\Delta(A)$. Further, Lee et al. [73] very recently show that

$$
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1} \leq m(m+1)^{2} \cdot \Delta^{3}(A)+(m+1) \cdot \Delta(A)
$$

holds in a slightly more general setting.
Furthermore, in the knapsack scenario, i.e. when $m=1$, upon following traditional vector notation, Aliev et al. [8] show that the distance from $\boldsymbol{x}^{*}$ to a nearby feasible integral solution $\boldsymbol{z}^{*}$ with respect to the $\ell_{\infty}$-norm is bounded by

$$
\left\|x^{*}-z^{*}\right\|_{\infty} \leq\|a\|_{\infty}-1
$$

and that this bound is optimal.
It is worth noting that providing worst-case upper bounds on the distance between $\boldsymbol{x}^{*}$ and $\boldsymbol{z}^{*}$ is not the only direction of research. In particular, the research domain entitled parametric integer programming studies how the distance varies on the average as one varies the vector $\boldsymbol{b}$ (see e.g. [83, 8, 85, 40]). Further, there has been research into placing lower bounds on the aforementioned worst-case upper bounds between $\boldsymbol{x}^{*}$ and $\boldsymbol{z}^{*}$ (see e.g. $[8,72,16]$ ).

### 3.2 Previously Known Sparsity Bounds

Recall that the support of $x \in \mathbb{R}^{n}$ is $\operatorname{supp}(x)=\left\{i \in\{1, \ldots, n\}: x_{i} \neq 0\right\}$ and the $\ell_{0}$-"norm" of $\boldsymbol{x}$ is the cardinality of its support, namely $\|x\|_{0}=|\operatorname{supp}(x)|$.

It turns out that sparsity is a topic of interest in several areas of optimisation. In the theory of compressed sensing, given a certain underdetermined system of linear equations, a central problem is the $\ell_{0}$-minimisation problem (over the reals), which asks to find the most sparse solution $\boldsymbol{x}$ that is consistent with $A \boldsymbol{x}=\boldsymbol{b}$. The $\ell_{0}$-minimisation problem is precisely the problem

$$
\begin{equation*}
\min \left\{\|\boldsymbol{x}\|_{0}: A \boldsymbol{x}=\boldsymbol{b}\right\} . \tag{3.4}
\end{equation*}
$$

This problem (3.4) is in general unfortunately $\mathscr{N} \mathscr{P}$-hard [79] and, therefore, in order to obtain a solution efficiently some method of approximation is required. For completeness, note that despite the apparent complexity of (3.4), one very popular provably effective method of solution is known as basis pursuit or $\ell_{1}$-minimisation (see e.g. [44, Chapter 4]) and, under certain conditions (see e.g. [42, Chapter 1]), the optimal solutions to the basis pursuit and $\ell_{0}$-minimisation (3.4) problems are unique and coincide.

In the continuous setting the celebrated classical theorem of Carathéodory implies that each optimal vertex (i.e. basic feasible) solution $\boldsymbol{x}^{*}$ to the LP (3.2) satisfies

$$
\left\|x^{*}\right\|_{0} \leq m .
$$

In particular, this implies that the optimal solution to (3.4) is bounded by $m$ provided the linear system is consistent. It is worth noting that this classical result is well-known in
the theory of linear programming because each optimal vertex solution $\boldsymbol{x}^{*}$ corresponds to a vertex of the polyhedron $P(A, \boldsymbol{b})=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: A \boldsymbol{x}=\boldsymbol{b}\right\}$, where each vertex of $P(A, \boldsymbol{b})$ is known to be determined by a basis of the matrix $A$.

It would seem natural here to question how much larger can the minimum support of an integer solution to the linear system $A \boldsymbol{x}=\boldsymbol{b}$ be in comparison to the LP (3.2). In particular, we are interested in the integral $\ell_{0}$-minimisation problem

$$
\begin{equation*}
\min \left\{\|x\|_{0}: A x=b, x \in \mathbb{Z}_{\geq 0}^{n}\right\} \tag{3.5}
\end{equation*}
$$

Notice that (3.5) is $\mathscr{N} \mathscr{P}$-hard since deciding the feasibility of $A \boldsymbol{x}=\boldsymbol{b}, \boldsymbol{x} \in \mathbb{Z}_{\geq 0}^{n}$ [89, Chapter 18] or solving the $\ell_{0}$-minimisation problem (3.4) is $\mathscr{N} \mathscr{P}$-hard [79].

Despite the relative ease in which one obtained an upper bound for (3.4) using the aforementioned classical result of Carathéodory, the story is unfortunately significantly more complicated when considering the related problem (3.5). There has however been a great deal of research into bounding the optimal value of (3.5) and it turns out that the upper bound is not significantly larger than the bound of $m$ attained for (3.4). In order to state the previously known sparsity bounds we assume $\left\{\boldsymbol{x} \in \mathbb{R}^{n}: A \boldsymbol{x}=\boldsymbol{b}\right\} \cap \mathbb{Z}_{\geq 0}^{n} \neq \emptyset$.

Eisenbrand and Shmonin [39] show that there exists some $x \in \mathbb{Z}_{\geq 0}^{n}$ such that the minimal value of the integral $\ell_{0}$-minimisation problem (3.5) is bounded by

$$
\begin{equation*}
\|x\|_{0} \leq 2 m \log \left(4 m\|A\|_{\infty}\right) \tag{3.6}
\end{equation*}
$$

It should be noted that earlier bounds on the minimal value of (3.5) date back to Cook, Fonlupt and Schrijver [27] and Sebö [90] who additionally assume that the cone generated by the columns of $A$ is pointed and those columns of $A$ form a Hilbert basis for the cone. This bound (3.6) was strengthened by Aliev et al. [6, 7] who show that the optimal value of (3.5) is bounded by

$$
\begin{equation*}
\|x\|_{0} \leq m+\left\lfloor\log \left(\frac{\sqrt{\operatorname{det}\left(A A^{\top}\right)}}{\operatorname{gcd}(A)}\right)\right\rfloor \leq 2 m \log \left(2 \sqrt{m}\|A\|_{\infty}\right) \tag{3.7}
\end{equation*}
$$

where $\operatorname{gcd}(A)$ denotes the greatest common divisor of all $m$-dimensional subdeterminants of $A$ provided that $\Delta(A)$ is positive. Lee et al. [72] recently show that the optimal value of (3.5) additionally satisfies

$$
\|x\|_{0}<2 m \log \left(\sqrt{2 m} \cdot \Delta(A)^{1 / m}\right)
$$

In the scenario when the columns of the matrix $A$ positively span $\mathbb{R}^{m}$, the aforementioned bounds were recently strengthened by Aliev et al. [4] who show that one can construct an integral solution satisfying

$$
\begin{equation*}
\|x\|_{0} \leq 2 m+\Omega_{m}\left(\frac{\left|\operatorname{det}\left(A_{\tau}\right)\right|}{\operatorname{gcd}(A)}\right) \tag{3.8}
\end{equation*}
$$

within polynomial time, where $\Omega_{m}(\cdot)$ denotes the truncated prime $\Omega$-function (i.e. the $\Omega$-function from number theory [55, Chapter 22] with a lower threshold of $m$ ) and $\tau$ denotes a selection of $m$ columns from $A$ such that the square matrix $A_{\tau}$ is nonsingular. It should be noted that the value of the function $\Omega_{m}(z)$ is bounded from above by the $\operatorname{logarithmic}$ function $\log (z)$ for every $z \in \mathbb{Z}_{>0}$ and, further, is much smaller than $\log (z)$ on the average since as $z \rightarrow \infty$, the average values of $\frac{1}{\bar{z}}(\Omega(1)+\cdots+\Omega(z))$ are known [55, Chapter 22] to have order $\log \log z$. Furthermore, the Cauchy-Binet formula (see e.g. [91, Chapter 2]) implies that $\left|\operatorname{det}\left(A_{\tau}\right)\right| \leq \sqrt{\operatorname{det}\left(A A^{\top}\right)}$ and, in consequence, when $m$ is fixed, the bound (3.8) is generally tighter than the upper bound (3.7).

In the knapsack scenario, (3.7) demonstrates that there exists an integral solution $x$ satisfying

$$
\begin{equation*}
\|\boldsymbol{x}\|_{0} \leq 1+\left\lfloor\log \left(\frac{\|\boldsymbol{a}\|_{2}}{\operatorname{gcd}(\boldsymbol{a})}\right)\right\rfloor . \tag{3.9}
\end{equation*}
$$

It was shown by Aliev et al. [6] that if all the components of $\boldsymbol{a}$ have the same sign, then the upper bound (3.9) can be strengthened by replacing the $\ell_{2}$-norm of the vector $\boldsymbol{a}$ with the $\ell_{\infty}$-norm. Furthermore, Aliev et al. [4] recently show that under the same assumptions there exists an integral solution satisfying

$$
\|\boldsymbol{x}\|_{0} \leq 1+\left\lfloor\log \left(\frac{\min \left\{a_{1}, \ldots, a_{n}\right\}}{\operatorname{gcd}(\boldsymbol{a})}\right)\right\rfloor .
$$

Finally, if instead $\boldsymbol{a}$ is a vector containing both positive and negative entries, then it follows from (3.8) that one can construct within polynomial time an integral solution $\boldsymbol{x}$ satisfying

$$
\begin{equation*}
\|\boldsymbol{x}\|_{0} \leq 2+\min \left\{\omega\left(\frac{\left|a_{i}\right|}{\operatorname{gcd}(\boldsymbol{a})}\right): i \in\{1, \ldots, n\}\right\} \tag{3.10}
\end{equation*}
$$

where $\omega(\cdot)$ denotes the prime- $\omega$-function from number theory [55, Chapter 22].

## - Chapter 4 -

## Distance-Sparsity Transference for Vertices of Corner Polyhedra

### 4.1 Introduction and Statement of Results

The main contribution of this chapter shows that a relation between two well-established areas of research holds, namely the proximity and sparsity of solutions to integer linear programs (IPs), when considering Gomory's corner polyhedra [49]. This chapter is based on the collaboration with Iskander Aliev, Marcel Celaya and Martin Henk [5].

In order to state the main results of this chapter, we need the notation that was introduced in Chapter 2. Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$, and let $\tau=\left\{i_{1}, \ldots, i_{k}\right\} \subset\{1, \ldots, n\}$ with $i_{1}<i_{2}<\cdots<i_{k}$. Recall that we use the notation $A_{\tau}$ for the $m \times k$ submatrix of $A$ with columns indexed by $\tau$. In the same manner, given $x \in \mathbb{R}^{n}$, we will denote by $\boldsymbol{x}_{\tau}$ the vector $\left(x_{i_{1}}, \ldots, x_{i_{k}}\right)^{T}$. The complement of $\tau$ in $\{1, \ldots, n\}$ will be denoted by $\bar{\tau}=\{1, \ldots, n\} \backslash \tau$. We will say that $\tau$ is a basis of $A$ if $|\tau|=m$ and the submatrix $A_{\tau}$ is nonsingular, i.e. $\operatorname{det}\left(A_{\tau}\right) \neq 0$. When $\tau$ is a basis, we will replace $\tau$ by $\gamma$. Recall that $\Delta(A)$ denotes the maximum absolute $m$-dimensional subdeterminant of $A$, namely

$$
\Delta(A)=\max \left\{\left|\operatorname{det}\left(A_{\tau}\right)\right|: \tau \subset\{1, \ldots, n\} \text { with }|\tau|=m\right\} .
$$

When $\Delta(A)$ is positive, the notation $\operatorname{gcd}(A)$ will denote the greatest common divisor of all $m$-dimensional subdeterminants of $A$. The notation $\log (\cdot)$ will be used throughout this chapter to denote the logarithm with base two.

Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ and $\boldsymbol{b} \in \mathbb{Z}^{m}$. Without loss of generality, we will assume that the matrix $A$ has full rank $m$. Consider the polyhedron

$$
P(A, \boldsymbol{b})=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: A \boldsymbol{x}=\boldsymbol{b}\right\}
$$

and, assuming $P(A, \boldsymbol{b})$ is not empty, take any vertex $\boldsymbol{x}^{*}$ of $P(A, \boldsymbol{b})$. Since the matrix $A$ has rank $m$ by assumption, there is a basis $\gamma$ of $A$ such that

$$
\begin{equation*}
\boldsymbol{x}_{\gamma}^{*}=A_{\gamma}^{-1} \boldsymbol{b} \text { and } \boldsymbol{x}_{\vec{\gamma}}^{*}=\mathbf{0} . \tag{4.1}
\end{equation*}
$$

Observe that in general, for a given vertex $\boldsymbol{x}^{*}$ of $P(A, \boldsymbol{b})$, there can be many choices for the basis $\gamma$ in (4.1). However, if one assumes that $x^{*}$ is nondegenerate; that is, if the size of the support of $\boldsymbol{x}^{*}$ is $m$, then there is a unique choice for the basis $\gamma$, namely when $\gamma=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$.

Recall that for a set $S \subset \mathbb{R}^{n}$, we denote by $\operatorname{conv}(S)$ the convex hull of $S$. Let $\tau$ be a subset of $\{1, \ldots, n\}$. Following Gomory [49] and Thomas [96], we define the corner polyhedron $C_{\tau}(A, \boldsymbol{b})$ associated with $\tau$ as

$$
\mathscr{C}_{\tau}(A, \boldsymbol{b})=\operatorname{conv}\left(\left\{\boldsymbol{x} \in \mathbb{Z}^{n}: A \boldsymbol{x}=\boldsymbol{b}, \boldsymbol{x}_{\bar{\tau}} \geq 0\right\}\right)
$$

It is worth emphasising that the classical corner polyhedron $\mathscr{C}_{\gamma}(A, \boldsymbol{b})$ associated with the basis $\gamma$ was introduced by Gomory [49], where only the nonbasic entries of $\boldsymbol{x}$ need to be nonnegative. IPs of the form

$$
A \boldsymbol{x}=\boldsymbol{b}, \quad \boldsymbol{x}_{\bar{\tau}} \geq \mathbf{0}, \quad \boldsymbol{x} \in \mathbb{Z}^{n}
$$

where $\tau$ is the support of a vertex of $P(A, \boldsymbol{b})$ are referred to as the Gomory relaxation with respect to $\tau$ [96]. The Gomory relaxation is indeed a "relaxation" since only those entries of $x$ corresponding to $\bar{\tau}=\{1, \ldots, n\} \backslash \tau$ need to be nonnegative.

Theorem 4.1.1. Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ be a matrix of full rank $m$ and $\boldsymbol{b} \in \mathbb{Z}^{m}$. Let $\boldsymbol{x}^{*}$ be a vertex of the polyhedron $P(A, \boldsymbol{b})$ given by a basis $\gamma$ as in (4.1) and let $\mathscr{C}_{\gamma}(A, \boldsymbol{b}) \neq \emptyset$. Let $\boldsymbol{z}^{*}$ be an integral vertex of $\mathscr{C}_{\gamma}(A, \boldsymbol{b})$ and let $r=\left\|\boldsymbol{z}_{\bar{\gamma}}^{*}\right\|_{0}$. Then

$$
\begin{gather*}
x^{*}=\boldsymbol{z}^{*} \text { if } r=0  \tag{4.2}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{\infty} \leq \frac{\Delta(A)}{\operatorname{gcd}(A)}-1 \text { if } r=1, \text { and }  \tag{4.3}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{\infty} \frac{2^{r}}{r} \leq \frac{\Delta(A)}{\operatorname{gcd}(A)} \text { if } r \geq 2 \tag{4.4}
\end{gather*}
$$

The equality (4.2) is sharp by inspection. Further, the bounds (4.3) and (4.4) are optimal in certain scenarios. Being more specific, the upper bound (4.3) is attained already in the knapsack scenario (with the choice of parameters given in (4.20), initially presented in [8]). The following example shows that the bound (4.4), in its turn, is attained for $r=2$.

Example 4.1.2. Given the data

$$
A=\left(\begin{array}{cccc}
2 & 0 & 5 & 5 \\
0 & 4 & 2 & -1
\end{array}\right), \boldsymbol{b}=\binom{20}{3}
$$

the point $\boldsymbol{x}^{*}=(10,3 / 4,0,0)^{T}$ is a vertex of $P(A, \boldsymbol{b})$. In this case, observe that $\Delta(A)=20$, $\operatorname{gcd}(A)=1$ and that $\boldsymbol{z}^{*}=(0,1,1,3)^{T}$ is the unique integral vertex of the corner polyhedron $\mathscr{C}_{\{1,2\}}(A, b)$. In particular, notice that $r=2$ and the inequality $10 \cdot 2^{2} / 2=20 \leq 20 / 1=20$ holds, which demonstrates that the inequality (4.4) from Theorem 4.1.1 is sharp.

We remark that this example was obtained by closely analysing the tight cases of inequality (4.34) in Lemma 4.2.3, which takes a special form when $r=2$.

Theorem 4.1.1 shows that for the classical Gomory corner polyhedron $\mathscr{C}_{\gamma}(A, \boldsymbol{b})$ associated with the vertex $\boldsymbol{x}^{*}$ of $P(A, \boldsymbol{b})$ a strong proximity-sparsity transference holds. In particular, the distance (proximity) from any vertex $\boldsymbol{x}^{*}$ of $P(A, \boldsymbol{b})$ to any integral vertex $\boldsymbol{z}^{*}$ of the corner polyhedron exponentially decreases when the size of support of $\boldsymbol{z}^{*}$ grows, and vice versa, the size of support of $\boldsymbol{z}^{*}$ reduces with the growth of its distance to the vertex $\boldsymbol{x}^{*}$. It should be emphasised that $\boldsymbol{z}^{*}$ is a vertex of $\mathscr{C}_{\gamma}(A, \boldsymbol{b})$ and, hence, in general we can only guarantee that $n-m$ entries of $\boldsymbol{z}^{*}$ are nonnegative.

Furthermore, in light of Theorem 4.1.1, we can state the following corollary which provides a resembling proximity (distance) bound with respect to the $\ell_{1}$-norm. If additionally one assumes that $\boldsymbol{z}^{*}$ is a feasible integral solution to the IP then the following corollary would provide a refinement over the best known distance bounds [41, 72].

Corollary 4.1.3. Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ be a matrix of full rank $m$ and $\boldsymbol{b} \in \mathbb{Z}^{m}$. Let $\boldsymbol{x}^{*}$ be a vertex of $P(A, \boldsymbol{b})$ given by a basis $\gamma$ as in (4.1) and let $\mathscr{C}_{\gamma}(A, \boldsymbol{b}) \neq \emptyset$. Let $\boldsymbol{z}^{*}$ be an integral vertex of the corner polyhedron $\mathscr{C}_{\gamma}(A, \boldsymbol{b})$ and let $r=\left\|\boldsymbol{z}_{\vec{\gamma}}^{*}\right\|_{0}$. Then

$$
\begin{gather*}
\boldsymbol{x}^{*}=\boldsymbol{z}^{*} \text { if } r=0,  \tag{4.5}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}<(m+1)\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}-1\right) \text { if } r=1, \text { and }  \tag{4.6}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}<\frac{r(r+m)}{2^{r}}\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}\right)<\left(\frac{9}{8}+\frac{m}{2}\right)\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}\right) \text { if } r \geq 2 . \tag{4.7}
\end{gather*}
$$

Suppose next that the polyhedron $P(A, \boldsymbol{b})$ is integer feasible and consider its integer hull $P_{I}(A, \boldsymbol{b})=\operatorname{conv}\left(P(A, \boldsymbol{b}) \cap \mathbb{Z}^{n}\right)$. A natural direction for a further research would be to derive a distance-sparsity transference bound for the vertices of $P_{I}(A, \boldsymbol{b})$. Notice that the set $P(A, \boldsymbol{b}) \cap \mathbb{Z}^{n}$ is obtained from $\mathscr{C}_{\gamma}(A, \boldsymbol{b}) \cap \mathbb{Z}^{n}$ by enforcing back the nonnegativity constraints $\boldsymbol{x}_{\gamma} \geq 0$ and this may potentially result in cutting off all vertices of the corner polyhedron. In Subsection 4.1.1 we show that in the knapsack scenario at least one vertex of $\mathscr{C}_{\gamma}(A, \boldsymbol{b})$ avoids the cut and Theorem 4.1.1 implies an optimal distance-sparsity transference bound for lattice points in the knapsack polytope. We expect that a certain transference bound holds for vertices of $P_{I}(A, \boldsymbol{b})$ in the general setting, however, further research will have to be carried out in order for one to obtain such a transference result.

Although it remains an open problem to extend Theorem 4.1.1 to vertices of the integral hull $P_{I}(A, \boldsymbol{b})$ in the general setting, the next result of this chapter provides additional information in the case when the vertex $\boldsymbol{x}^{*}$ is degenerate; that is, $\tau=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$ has size strictly less than $m$, i.e. when $|\tau|<m$. In particular, the result applies to a tighter relaxation of the IP, where we enforce back the nonnegativity constraints $\boldsymbol{x}_{\gamma} \geq 0$ that are tight at the vertex $\boldsymbol{x}^{*}$ at the cost of a slightly weaker bound. Theorems 4.1.1 and 4.1.4 do however coincide when $\boldsymbol{x}^{*}$ is nondegenerate.

Recall that when the vertex $\boldsymbol{x}^{*}$ is degenerate, the choice of basis $\gamma$ in (4.1) is typically not unique. However, what we show is that there exists at least one basis $\gamma$ for which the conclusions of Theorem 4.1.1 remain valid for this polyhedron, up to a factor which depends on the number of zero coordinates of $\boldsymbol{x}_{\tau}^{*}$.

Theorem 4.1.4. Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ be a matrix of full rank $m$ and let $\boldsymbol{b} \in \mathbb{Z}^{m}$. Let $\boldsymbol{x}^{*}$ be a vertex of the polyhedron $P(A, \boldsymbol{b})$ with $\tau=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$. Let $\mathscr{C}_{\tau}(A, \boldsymbol{b}) \neq \emptyset$ and let $\boldsymbol{z}^{*}$ be an integral vertex of $\mathscr{C}_{\tau}(A, \boldsymbol{b})$. Then there exists a basis $\gamma$ of $A$ with $\tau \subset \gamma$ such that, letting $r=\left\|z_{\vec{\gamma}}^{*}\right\|_{0}$ and $d=m-|\tau|$, we have

$$
\begin{gather*}
x^{*}=z^{*} \text { if } r=0,  \tag{4.8}\\
\left\|x^{*}-\boldsymbol{z}^{*}\right\|_{\infty} \leq \frac{\Delta(A)}{\operatorname{gcd}(A)}-1 \text { if } r=1, \text { and }  \tag{4.9}\\
\left\|x^{*}-\boldsymbol{z}^{*}\right\|_{\infty} \frac{2^{r}}{r^{d+1}} \leq \frac{\Delta(A)}{\operatorname{gcd}(A)} \text { if } r \geq 2 . \tag{4.10}
\end{gather*}
$$

It is worth emphasising in contrast to Theorem 4.1.1, $\boldsymbol{z}^{*}$ is a vertex of the corner polyhedron $\mathscr{C}_{\tau}(A, \boldsymbol{b})$ and, hence, in general we can guarantee that $n-|\tau|$ entries of $z^{*}$ are nonnegative, where $0 \leq|\tau| \leq m$. However, for each additional nonnegativity constraint that is enforced back, the bound (4.10) slightly weakens.

Although the statement of Theorem 4.1.4 is rather similar to the statement of Theorem 4.1.1, the proofs of the two results are quite different. This is because Theorem 4.1.1 provides a transference bound for classical Gomory corner polyhedra, where the underlying cone is simplicial, allowing the result to be proven using standard integer optimisation tools. Theorem 4.1.4 in contrast applies to generalised corner polyhedra, introduced by Thomas [96], where the affine cone $A \boldsymbol{x}=\boldsymbol{b}, \boldsymbol{x}_{\bar{\tau}} \geq \mathbf{0}$ can have considerably more complicated geometry when $\tau$ has cardinality strictly smaller than $m$. In particular, the cone need not be a simplicial cone, whose orthogonal projection onto the $\bar{\gamma}$ coordinates of $\mathbb{R}^{n}$ is simply the nonnegative orthant. It is for this reason that the proof of Theorem 4.1.4 is carried out using more sophisticated convex geometric arguments in Section 4.5, in addition to the lattice-based arguments appearing in the proof of Theorem 4.1.1 in Section 4.3.

We can similarly state a corollary which provides a resembling proximity (distance) bound with respect to the $\ell_{1}$-norm.

Corollary 4.1.5. Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ be a matrix of full rank $m$ and $\boldsymbol{b} \in \mathbb{Z}^{m}$. Let $\boldsymbol{x}^{*}$ be a vertex of $P(A, \boldsymbol{b})$ with $\tau=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$. Let $\mathscr{C}_{\tau}(A, \boldsymbol{b}) \neq \emptyset$ and let $\boldsymbol{z}^{*}$ be an integral vertex of $\mathscr{C}_{\tau}(A, \boldsymbol{b})$. Then there exists a basis $\gamma$ of $A$ with $\tau \subset \gamma$ such that, letting $r=\left\|\boldsymbol{z}_{\dot{\gamma}}^{*}\right\|_{0}$ and $d=m-|\tau|$, we have

$$
\begin{gather*}
\boldsymbol{x}^{*}=\boldsymbol{z}^{*} \text { if } r=0,  \tag{4.11}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}<(|\tau|+1)\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}-1\right) \text { if } r=1 \text {, and }  \tag{4.12}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}<\frac{r^{d+1}(r+|\tau|)}{2^{r}}\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}\right) \text { if } r \geq 2 . \tag{4.13}
\end{gather*}
$$

### 4.1.1 Distance-sparsity transference for knapsacks

We now consider the case $A \in \mathbb{Z}_{>0}^{1 \times n}$, known as knapsack scenario. Following traditional vector notation, we replace the matrix $A$ and the right-hand side $\boldsymbol{b}$ with a positive integer vector $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right)^{T} \in \mathbb{Z}_{>0}^{n}$ and integer $b \in \mathbb{Z}$. In this setting, the polyhedron $P(A, \boldsymbol{b})$ is referred to as the knapsack polytope, which is precisely

$$
P(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}=b\right\} .
$$

Note that if $P(a, b) \neq \emptyset$, then clearly $b \geq 0$. Further, if $b>0$, then the knapsack polytope $P(\boldsymbol{a}, b)$ is an $(n-1)$-dimensional simplex in $\mathbb{R}^{n}$ with vertices

$$
\left(\frac{b}{a_{1}}, 0, \ldots, 0\right)^{T},\left(0, \frac{b}{a_{2}}, 0 \ldots, 0\right)^{T}, \ldots,\left(0, \ldots, 0, \frac{b}{a_{n}}\right)^{T}
$$

The vertices can be equivalently expressed as $\left(b / a_{1}\right) \boldsymbol{e}_{1}, \ldots,\left(b / a_{n}\right) \boldsymbol{e}_{n}$, where $\boldsymbol{e}_{i}$ denotes the $i$-th standard/elementary basis vector. Note that each vertex of the knapsack polytope $P(\boldsymbol{a}, b)$ has at most one nonzero entry.

Given a vertex $\boldsymbol{x}^{*}$ of $P(\boldsymbol{a}, b)$ with $\gamma=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$, the corner polyhedron associated with $x^{*}$ can be written as

$$
\mathscr{C}_{\gamma}(\boldsymbol{a}, b)=\operatorname{conv}\left(\left\{\boldsymbol{x} \in \mathbb{Z}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}=b, \boldsymbol{x}_{\bar{\gamma}} \geq 0\right\}\right) .
$$

In what follows, we will exclude the trivial case $n=1$ and assume that the dimension $n \geq 2$. Furthermore, we assume without loss of generality that $\boldsymbol{a}$ is a primitive integer vector with nonzero entries. In other words, we will assume the following conditions:

$$
\begin{align*}
& \text { (i) } \boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right)^{T} \in \mathbb{Z}_{>0}^{n}, n \geq 2 \text { and }  \tag{4.14}\\
& \text { (ii) } \operatorname{gcd}(\boldsymbol{a}):=\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1 \text {. }
\end{align*}
$$

In addition, we assume that $P(\boldsymbol{a}, b)$ contains integer points, i.e. that $P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n} \neq \emptyset$. This second assumption is equivalent to assumption that the integer belongs to the semigroup

$$
S g(\boldsymbol{a})=\left\{\boldsymbol{a}^{\top} \boldsymbol{z}: \boldsymbol{z} \in \mathbb{Z}_{\geq 0}^{n}\right\}
$$

generated by the entries of the vector $\boldsymbol{a}$. Notice that the semigroup $S g(\boldsymbol{a})$ contains all nonnegative integral combinations of $a_{1}, \ldots, a_{n}$. It should be emphasised that any element of the semigroup $S g(\boldsymbol{a})$ must be divisible by the $\operatorname{gcd}(\boldsymbol{a})$. In light of this, if $\operatorname{gcd}(\boldsymbol{a}) \neq 1$ and $P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n} \neq \emptyset$, then $b$ must also be divisible by $\operatorname{gcd}(\boldsymbol{a})$ and, in such case, we could simply replace $\boldsymbol{a}, b$ by $\boldsymbol{a} / \operatorname{gcd}(\boldsymbol{a}), b / \operatorname{gcd}(\boldsymbol{a})$. In particular, the second assumed condition from (4.14) follows directly.

Recall that Aliev et al. [8] proved that for any vertex $\boldsymbol{x}^{*}$ of the knapsack polytope $P(\boldsymbol{a}, b)$, there exists an integer point $\boldsymbol{z} \in P(\boldsymbol{a}, b)$ such that

$$
\begin{equation*}
\left\|x^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|a\|_{\infty}-1 \tag{4.15}
\end{equation*}
$$

and, further, that the bound (4.15) is sharp in the following sense. For any positive integer $k$ and any dimension $n$, there exists a positive integral vector $\boldsymbol{a}$ satisfying (4.14) with $\|\boldsymbol{a}\|_{\infty}=k$ and $b \in \mathbb{Z}$ such that the knapsack polytope $P(\boldsymbol{a}, b)$ contains exactly one integer point $z$, where the equality in (4.15) is attained, namely such that the equality $\left\|x^{*}-\boldsymbol{z}\right\|_{\infty}=\|\boldsymbol{a}\|_{\infty}-1$ holds.

Recall also that the best known sparsity-type estimate in the knapsack scenario, obtained by Aliev et al. [4], guarantees the existence of an integer point $\boldsymbol{z} \in P(\boldsymbol{a}, \boldsymbol{b})$ which satisfies the sparsity bound

$$
\begin{equation*}
\|\boldsymbol{z}\|_{0} \leq 1+\log \left(\min \left\{a_{1}, \ldots, a_{n}\right\}\right) \tag{4.16}
\end{equation*}
$$

where recall that $\log (\cdot)$ denotes the logarithm with base two. The next result will combine and refine the bounds (4.15) and (4.16) as follows.

Theorem 4.1.6. Let $\boldsymbol{a}$ satisfy (4.14), $b \in S g(a)$ and let $\boldsymbol{x}^{*}$ be a vertex of the knapsack polytope $P(\boldsymbol{a}, b)$ with basis $\gamma=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$. Then $P(\boldsymbol{a}, b)$ contains an integral vertex $\boldsymbol{z}^{*}$ of the corner polyhedron $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$ associated with $\boldsymbol{x}^{*}$ such that, letting $r=\left\|\boldsymbol{z}_{\bar{\gamma}}^{*}\right\|_{0}$,

$$
\begin{gather*}
\boldsymbol{x}^{*}=\boldsymbol{z}^{*} \text { if } r=0,  \tag{4.17}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1 \text { if } r=1, \text { and }  \tag{4.18}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{\infty} \frac{2^{r}}{r}<\|\boldsymbol{a}\|_{\infty} \text { if } r \geq 2 . \tag{4.19}
\end{gather*}
$$

It is worth emphasising in contrast to Theorems 4.1.1 and 4.1.4, Theorem 4.1.6 is rather special because it is the only case where we can guarantee that at least one integral vertex $\boldsymbol{z}^{*}$ of $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$ is feasible in the sense that it belongs to the knapsack polytope $P(\boldsymbol{a}, \boldsymbol{b})$. Further, we believe the result is of particular interest for researchers working on knapsack and subset sum problems (see e.g. [65, Chapter 4]). Theorem 4.1.6 can therefore be viewed as a transference result that allows strengthening the distance bound (4.15) if integer points in the knapsack polytope are not sparse and, vice versa, strengthening the sparsity bound (4.16) if feasible integer points are sufficiently far from a vertex of the knapsack polytope. Example 5.2.3 and Figure 5.2 in Chapter 5 demonstrate that feasibility cannot be ensured in the scenario when all entries of the vector $\boldsymbol{a}$ are not strictly positive. Furthermore, Figure 4.1 below demonstrates that integral vertices of corner polyhedra may be infeasible when the polyhedron $P(A, \boldsymbol{b})$ is defined by more than one linear constraint.

It follows from the proof of Theorem 1 (ii) in [8] that the bound (4.18) (and hence (4.3) for $m=1$ ) corresponding to the case $r=1$ is optimal. For completeness, we recall that Aliev et al. [8] show that it is sufficient to choose a positive integer $k$ and set

$$
\begin{equation*}
\boldsymbol{a}=(k, \ldots, k, 1)^{T}, b=k-1 \text { and } \boldsymbol{x}^{*}=\frac{k-1}{k} \boldsymbol{e}_{1} . \tag{4.20}
\end{equation*}
$$

In this scenario, the knapsack polytope $P(\boldsymbol{a}, \boldsymbol{b})$ contains precisely one integer point, namely the integer point $\boldsymbol{z}^{*}=(k-1) \boldsymbol{e}_{n}$ and consequently we notice that $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{\infty}=$ $k-1=\|\boldsymbol{a}\|_{\infty}-1$ as required.

In light of Theorem 4.1.6, we can state the following corollary which improves the best known proximity (distance) bounds [8, 41, 72] with respect to the $\ell_{1}$-norm for the knapsack scenario without further assumptions since at least one vertex $\boldsymbol{z}^{*}$ of the corner polyhedron $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$ is feasible in the sense that $\boldsymbol{z}^{*} \in P(\boldsymbol{a}, b)$.

Corollary 4.1.7. Let $\boldsymbol{a}$ satisfy (4.14), $b \in S g(\boldsymbol{a})$ and let $\boldsymbol{x}^{*}$ be a vertex of the knapsack polytope $P(\boldsymbol{a}, b)$ with basis $\gamma=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$. Then $P(\boldsymbol{a}, b)$ contains an integral vertex $\boldsymbol{z}^{*}$ of the corner polyhedron $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$ associated with $\boldsymbol{x}^{*}$ such that, letting $r=\left\|\boldsymbol{z}_{\bar{\gamma}}^{*}\right\|_{0}$,

$$
\begin{gather*}
\boldsymbol{x}^{*}=\boldsymbol{z}^{*} \text { if } r=0,  \tag{4.21}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}<2\left(\|\boldsymbol{a}\|_{\infty}-1\right) \text { if } r=1, \text { and }  \tag{4.22}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}<\frac{r(r+1)}{2^{r}}\|\boldsymbol{a}\|_{\infty} \leq \frac{3}{2}\|\boldsymbol{a}\|_{\infty} \text { if } r \geq 2 . \tag{4.23}
\end{gather*}
$$

Furthermore, we can state a corollary to Theorem 4.1.6 which provides an upper bound for the (additive) integrality gap, which is a quantity introduced below. Given a


Figure 4.1: This figure illustrates that unique integral vertex (red) of the corner polyhedron corresponds to an infeasible point since the point lies outside of the projected feasible region (grey). It should be emphasised that the polyhedron $P(A, \boldsymbol{b})$ is defined here with two distinct linear constraints.
cost vector $\boldsymbol{c} \in \mathbb{Z}^{n}$, we will now consider the integer knapsack problem

$$
\begin{equation*}
\min \left\{\boldsymbol{c}^{\top} \boldsymbol{x}: \boldsymbol{x} \in P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n}\right\} \tag{4.24}
\end{equation*}
$$

where (4.24) is feasible since $b \in S g(\boldsymbol{a})$ by assumption.
Let $I P(\boldsymbol{c}, \boldsymbol{a}, b)$ and $L P(\boldsymbol{c}, \boldsymbol{a}, b)$ denote the optimal values of (4.24) and its linear programming relaxation

$$
\begin{equation*}
\min \left\{\boldsymbol{c}^{\top} \boldsymbol{x}: \boldsymbol{x} \in P(\boldsymbol{a}, b)\right\} \tag{4.25}
\end{equation*}
$$

respectively. The (additive) integrality $\operatorname{gap} \operatorname{IG}(\boldsymbol{c}, \boldsymbol{a}, b)$ of the integer knapsack problem (4.24) is defined as

$$
I G(c, a, b)=I P(c, a, b)-L P(c, a, b)
$$

In the knapsack scenario, the integrality gap $\operatorname{IG}(\mathbf{c}, \boldsymbol{a}, b)$ can be bounded from above by

$$
I G(\boldsymbol{c}, \boldsymbol{a}, b) \leq d(\boldsymbol{a}, b)\|\boldsymbol{c}\|_{1}
$$

where $d(\boldsymbol{a}, b)$ denotes the (maximum) vertex distance, which is defined as

$$
d(\boldsymbol{a}, b)= \begin{cases}\max _{\boldsymbol{x}^{*}} \min _{\boldsymbol{z} \in P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n}}\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty}, & \text { if } P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n} \neq \emptyset \\ & -\infty, \text { otherwise }\end{cases}
$$

The following provides an upper bound for the integrality gap $\operatorname{IG}(\boldsymbol{c}, \boldsymbol{a}, b)$.
Corollary 4.1.8. Let $\boldsymbol{a}$ satisfy (4.14), $b \in S g(\boldsymbol{a})$ and $\boldsymbol{c} \in \mathbb{Z}^{n}$. Let $\boldsymbol{x}^{*}$ be an optimal vertex solution to (4.25) with basis $\gamma$. Let further $\boldsymbol{z}^{*}$ be any integal vertex of $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$ such that $\boldsymbol{z}^{*} \in P(\boldsymbol{a}, b)$. Then, letting $r=\left\|\boldsymbol{z}_{\vec{\gamma}}^{*}\right\|_{0}$, we have

$$
\begin{gather*}
I G(\boldsymbol{c}, \boldsymbol{a}, b)=0 \text { if } r=0,  \tag{4.26}\\
I G(\boldsymbol{c}, \boldsymbol{a}, b) \leq 2\left(\|\boldsymbol{a}\|_{\infty}-1\right)\|\boldsymbol{c}\|_{\infty} \text { if } r=1, \text { and }  \tag{4.27}\\
I G(\boldsymbol{c}, \boldsymbol{a}, b)<\frac{r(r+1)}{2^{r}}\|\boldsymbol{a}\|_{\infty}\|\boldsymbol{c}\|_{\infty} \text { if } r \geq 2 . \tag{4.28}
\end{gather*}
$$

The next result presented in this chapter shows that the bounds that appear in Theorems 4.1.1, 4.1 .4 and 4.1.6 are optimal in the knapsack scenario for $r \geq 2$.

Theorem 4.1.9. Fix an integer $n \geq 3$. For any $\epsilon>0$ there exists an integer vector $\boldsymbol{a} \in \mathbb{Z}^{n}$ satisfying (4.14) and $b \in S g(\boldsymbol{a})$ such that for a vertex $\boldsymbol{x}^{*}$ of the knapsack polytope $P(\boldsymbol{a}, b)$ with $\gamma=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$ and an integral vertex $\boldsymbol{z}^{*}$ of $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$ with $\left\|\boldsymbol{z}_{\hat{\gamma}}^{*}\right\|_{0}=n-1$

$$
\begin{equation*}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{\infty} \frac{2^{n-1}}{n-1}>(1-\epsilon)\|\boldsymbol{a}\|_{\infty} \tag{4.29}
\end{equation*}
$$

This result intuitively tells us that one can create examples where the left-hand side of the strict inequality (4.19) becomes arbitrarily close to the right-hand side, however, critically an equality is not attained in the knapsack scenario as is found in the more general setting of both Theorems 4.1.1 and 4.1.4.

### 4.1.2 A refined sparsity-type bound for solutions to integer programs

The next result presented in this chapter aims to refine the general sparsity-type bound obtained by Aliev et al. [7]. Let

$$
\rho(\boldsymbol{x})=\min \left\{\left|x_{i}\right|: i \in \operatorname{supp}(\boldsymbol{x})\right\}
$$

denote the minimum absolute nonzero entry of a given vector $\boldsymbol{x}$. Let $\boldsymbol{c} \in \mathbb{Z}^{n}$. We will consider the general integer linear programming problem that is given in standard form, namely the IP

$$
\begin{equation*}
\max \left\{\boldsymbol{c}^{T} \boldsymbol{x}: \boldsymbol{x} \in P(A, \boldsymbol{b}) \cap \mathbb{Z}^{n}\right\} \tag{4.30}
\end{equation*}
$$

We assume that $P(A, \boldsymbol{b})$ contains integer points, i.e. $P(A, \boldsymbol{b}) \cap \mathbb{Z}^{n} \neq \emptyset$, such that the general IP problem (4.30) is feasible.

It was shown in [7] that there exists an optimal integral solution $z^{*}$ to the IP for (4.30) which satisfies the sparsity bound

$$
\begin{equation*}
\left\|z^{*}\right\|_{0} \leq m+\log \left(\frac{\sqrt{\operatorname{det}\left(A A^{T}\right)}}{\operatorname{gcd}(A)}\right) \tag{4.31}
\end{equation*}
$$

Recall that any vertex solution to the linear programming relaxation of (4.30) has the size of support $\leq m$. Any non-vertex solution $\boldsymbol{z}^{*}$, in its turn, belongs to the interior of the face

$$
\mathscr{F}=P(A, \boldsymbol{b}) \cap\left\{\boldsymbol{x} \in \mathbb{R}^{n}: x_{i}=0 \text { for } i \notin \operatorname{supp}\left(\boldsymbol{z}^{*}\right)\right\}
$$

of the polyhedron $P(A, \boldsymbol{b})$. In light of this, the minimum absolute nonzero entry $\rho\left(\boldsymbol{z}^{*}\right)$ is precisely the $\ell_{\infty}$-distance from $\boldsymbol{z}^{*}$ to the boundary of $\mathscr{F}$. To obtain a refinement of the sparsity bound (4.31), we will link the minimum absolute nonzero entry and the size of support of solutions to the IP (4.30).

Theorem 4.1.10. Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ be a matrix of full rank $m, \boldsymbol{b} \in \mathbb{Z}^{m}, \boldsymbol{c} \in \mathbb{Z}^{n}$ and suppose that the IP (4.30) is feasible. Then there is an optimal integral solution $\boldsymbol{z}^{*}$ to the IP (4.30) such that, letting $s=\left\|z^{*}\right\|_{0}$,

$$
\begin{equation*}
\left(\rho\left(z^{*}\right)+1\right)^{s-m} \leq \frac{\sqrt{\operatorname{det}\left(A A^{T}\right)}}{\operatorname{gcd}(A)} \tag{4.32}
\end{equation*}
$$

### 4.2 Preliminary and Auxiliary Results Regarding Lattices and Corner Polyhedra

Recall from Chapter 2 that for linearly independent $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{l} \in \mathbb{R}^{d}$, the set

$$
\Lambda=\left\{\sum_{i=1}^{l} x_{i} \boldsymbol{b}_{i}: x_{i} \in \mathbb{Z}\right\}
$$

is an $l$-dimensional lattice with basis $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{l}$ and determinant

$$
\operatorname{det}(\Lambda)=\left(\operatorname{det}\left(\boldsymbol{b}_{i} \cdot \boldsymbol{b}_{j}\right)_{1 \leq i, j \leq l}\right)^{1 / 2}
$$

where $\boldsymbol{b}_{i} \cdot \boldsymbol{b}_{j}$ is the standard inner product of the basis vectors $\boldsymbol{b}_{i}$ and $\boldsymbol{b}_{j}$. The Minkowski sum $X+Y$ of the sets $X, Y \subset \mathbb{R}^{d}$ consists of all points $\boldsymbol{x}+\boldsymbol{y}$ with $\boldsymbol{x} \in X$ and $\boldsymbol{y} \in Y$. The difference set $X-X$ is the Minkowski sum of $X$ and $-X$. For a lattice $\Lambda \subset \mathbb{R}^{d}$ and $y \in \mathbb{R}^{d}$, the set $y+\Lambda$ is an affine lattice with determinant $\operatorname{det}(\Lambda)$.

Let $\Lambda \subset \mathbb{Z}^{d}$ be a $d$-dimensional integer lattice. The point $\boldsymbol{x} \in \mathbb{Z}_{\geq 0}^{d}$ is called irreducible (with respect to the lattice $\Lambda$ ) if for any two points $\boldsymbol{y}, \boldsymbol{y}^{\prime} \in \mathbb{Z}_{\geq 0}^{d}$ with $0 \leq y_{i} \leq x_{i}, 0 \leq y_{i}^{\prime} \leq$ $x_{i}$ where $i \in\{1, \ldots, d\}$, the inclusion $\boldsymbol{y}-\boldsymbol{y}^{\prime} \in \Lambda$ implies $\boldsymbol{y}=\boldsymbol{y}^{\prime}$.

Lemma 4.2.1 (Theorem 1 in [49]). If $x \in \mathbb{Z}_{\geq 0}^{d}$ is irreducible with respect to the lattice $\Lambda$ then

$$
\begin{equation*}
\prod_{i=1}^{d}\left(x_{i}+1\right) \leq \operatorname{det}(\Lambda) . \tag{4.33}
\end{equation*}
$$

Proof. The lattice $\Lambda$ can be viewed as a subgroup of the additive group $\mathbb{Z}^{d}$. The number of points $\boldsymbol{y} \in \mathbb{Z}_{\geq 0}^{d}$ with $0 \leq y_{i} \leq x_{i}, i \in\{1, \ldots, d\}$ is equal to $\prod_{i=1}^{d}\left(x_{i}+1\right)$. Since the point $\boldsymbol{x}$ is irreducible by assumption, each such $\boldsymbol{y}$ corresponds to a unique coset (affine lattice) $y+\Lambda$ of $\Lambda$. Finally, notice that there are only $\operatorname{det}(\Lambda)$ different cosets yields that (4.33) holds as required.

Recall that $\operatorname{conv}(S)$ denotes the convex hull of $S \subset \mathbb{R}^{d}$. Let $\boldsymbol{p} \in \mathbb{Z}^{d}$ and consider the affine lattice $\Gamma=p+\Lambda$. We will call the set $\mathscr{E}(\Gamma)=\operatorname{conv}\left(\Gamma \cap \mathbb{R}_{\geq 0}^{d}\right)$ the sail associated with $\Gamma$, as illustrated in Figure 4.2.


Figure 4.2: This figure illustrates, for an affine integer lattice $\Gamma$ (black dots), the sail $\mathscr{E}(\Gamma)=\operatorname{conv}\left(\Gamma \cap \mathbb{R}_{\geq 0}^{2}\right)$ associated with that affine lattice $\Gamma$ (shaded grey).

Lemma 4.2.2. Every vertex of the sail $\mathscr{E}(\Gamma)$ is irreducible.
Proof. Let $\boldsymbol{x}$ be a vertex of the sail $\mathscr{E}(\Gamma)$. Suppose, to derive a contradiction, that $\boldsymbol{x}$ is reducible. Then there are distinct points $\boldsymbol{y}, \boldsymbol{y}^{\prime} \in \mathbb{Z}_{\geq 0}^{d}$ with $0 \leq y_{i} \leq x_{i}, 0 \leq y_{i}^{\prime} \leq x_{i}$ where $i \in\{1, \ldots, d\}$ such that $y-y^{\prime} \in \Lambda$.

Since $\boldsymbol{x}-\boldsymbol{y} \in \mathbb{Z}_{\geq 0}^{d}$ and $\boldsymbol{x}-\boldsymbol{y}^{\prime} \in \mathbb{Z}_{\geq 0}^{d}$, the vectors $\boldsymbol{v}_{1}=\boldsymbol{x}-\boldsymbol{y}+\boldsymbol{y}^{\prime}$ and $\boldsymbol{v}_{2}=\boldsymbol{x}-\boldsymbol{y}^{\prime}+\boldsymbol{y}$ have nonnegative integer entries. Furthermore, $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \Gamma$ and $\boldsymbol{x}=\left(\boldsymbol{v}_{1}+\boldsymbol{v}_{2}\right) / 2$. Therefore, we conclude that $\boldsymbol{x}$ is not a vertex of the sail $\mathscr{E}(\Gamma)$, which yields the contradiction as required.

Lemma 4.2.3. For $r \geq 2$ and $x_{1}, \ldots, x_{r} \geq 1$ the inequality

$$
\begin{equation*}
x_{1}+\cdots+x_{r} \leq \frac{r\left(x_{1}+1\right) \cdots\left(x_{r}+1\right)}{2^{r}} \tag{4.34}
\end{equation*}
$$

holds.
Proof. Suppose that (4.34) is satisfied for $x_{1}=y_{1}, \ldots, x_{r}=y_{r}$. We will first show that for any $\epsilon>0$ and any $i \in\{1, \ldots, r\}$ the inequality (4.34) is satisfied for $x_{1}=$ $y_{1}, \ldots, x_{i-1}=y_{i-1}, x_{i}=y_{i}+\epsilon, x_{i+1}=y_{i+1}, \ldots, x_{r}=y_{r}$. After possible renumbering, it is sufficient to consider the case $i=1$. We have

$$
\begin{aligned}
\left(y_{1}+\epsilon\right)+y_{2}+\cdots+y_{r} & \leq \frac{r\left(y_{1}+1\right)\left(y_{2}+1\right) \cdots\left(y_{r}+1\right)}{2^{r}}+\epsilon \\
& \leq \frac{r\left(y_{1}+1\right)\left(y_{2}+1\right) \cdots\left(y_{r}+1\right)}{2^{r}}+\epsilon \frac{r\left(y_{2}+1\right) \cdots\left(y_{r}+1\right)}{2^{r}}
\end{aligned}
$$

which follows in light of the lower bound

$$
\frac{r\left(y_{2}+1\right) \cdots\left(y_{r}+1\right)}{2^{r}} \geq \frac{r \overbrace{(1+1) \cdots(1+1)}^{(r-1) \text {-terms }}}{2^{r}}=\frac{r \cdot 2^{r-1}}{2^{r}}=\frac{r}{2} \geq 1,
$$

where this holds by noting that $y_{2}, \ldots, y_{r} \geq 1$ and $r \geq 2$. Furthermore, we notice that

$$
\begin{array}{r}
\frac{r\left(y_{1}+1\right)\left(y_{2}+1\right) \cdots\left(y_{r}+1\right)}{2^{r}}+\epsilon \frac{r\left(y_{2}+1\right) \cdots\left(y_{r}+1\right)}{2^{r}} \\
=\frac{r\left(y_{1}+1+\epsilon\right)\left(y_{2}+1\right) \cdots\left(y_{r}+1\right)}{2^{r}}
\end{array}
$$

To complete the proof, it is sufficient to observe that the inequality (4.34) holds for the case $y_{1}=\cdots=y_{r}=1$.

Given $A \in \mathbb{Z}^{m \times n}$ and $\boldsymbol{b} \in \mathbb{Z}^{m}$, we will denote by $\Gamma(A, \boldsymbol{b})$ the set of integer points in the affine subspace

$$
H(A, \boldsymbol{b})=\left\{\boldsymbol{x} \in \mathbb{R}^{n}: A \boldsymbol{x}=\boldsymbol{b}\right\}
$$

that is

$$
\Gamma(A, \boldsymbol{b})=H(A, \boldsymbol{b}) \cap \mathbb{Z}^{n}
$$

The set $\Gamma(A, \boldsymbol{b})$ is either empty or an affine lattice of the form $\Gamma(A, \boldsymbol{b})=\boldsymbol{p}+\Gamma(A)$, where $\boldsymbol{p}$ is any integer vector such that $A \boldsymbol{p}=\boldsymbol{b}$ and $\Gamma(A)=\Gamma(A, 0)$ denotes the lattice formed by all integer points in the kernel of the matrix $A$.

Fix a basis $\gamma$ of $A$ and let $\pi_{\gamma}$ denote the projection map from $\mathbb{R}^{n}$ to $\mathbb{R}^{n-m}$ which forgets about the coordinates indexed by $\gamma$, that is $\pi_{\gamma}: \boldsymbol{u} \mapsto \boldsymbol{u}_{\bar{\gamma}}$. Recall that the submatrix $A_{\gamma}$ is nonsingular. In light of this, it follows that the restricted map $\left.\pi_{\gamma}\right|_{H(A, b)}: H(A, \boldsymbol{b}) \rightarrow \mathbb{R}^{n-m}$ is bijective. Specifically, any projected point $\boldsymbol{u}_{\bar{\gamma}} \in \mathbb{R}^{n-m}$ is uniquely mapped by $\left.\pi_{\gamma}^{-1}\right|_{H(A, b)}$ to a point $\boldsymbol{u} \in H(A, \boldsymbol{b})$ with

$$
\begin{equation*}
\boldsymbol{u}_{\gamma}=A_{\gamma}^{-1}\left(\boldsymbol{b}-A_{\bar{\gamma}} \boldsymbol{u}_{\bar{\gamma}}\right) \tag{4.35}
\end{equation*}
$$

For technical reasons, it is convenient for us to consider the projected affine lattice $\Lambda_{\gamma}(A, \boldsymbol{b})=\pi_{\gamma}(\Gamma(A, \boldsymbol{b}))$ and the projected lattice $\Lambda_{\gamma}(A)=\pi_{\gamma}(\Gamma(A))$.

Lemma 4.2.4. Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ be a matrix with a basis $\gamma$. Then

$$
\begin{equation*}
\operatorname{det}\left(\Lambda_{\gamma}(A)\right)=\frac{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}{\operatorname{gcd}(A)} \tag{4.36}
\end{equation*}
$$

Proof. Upon reordering the columns of $A$ if necessary, we may assume without loss of generality that $\gamma=\{1,2, \ldots, m\}$. Let $\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n-m}$ be a basis of $\Gamma(A)$. Since the map $\left.\pi_{\gamma}\right|_{H(A, 0)}$ is bijective, the vectors $\boldsymbol{b}_{1}=\pi_{\gamma}\left(\boldsymbol{g}_{1}\right), \ldots, \boldsymbol{b}_{n-m}=\pi_{\gamma}\left(\boldsymbol{g}_{n-m}\right)$ form a basis of the projected lattice $\Lambda_{\gamma}(A)$. Let $G \in \mathbb{Z}^{n \times(n-m)}$ be the matrix with columns $\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n-m}$. We will denote by $F$ the $(n-m) \times(n-m)$-submatrix of $G$ which consists of the last $n-m$ rows of $G$. Hence, the columns of $F$ are $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n-m}$. Then $\operatorname{det}\left(\Lambda_{\gamma}(A)\right)=|\operatorname{det}(F)|$. The rows of the matrix $A$ span the $m$-dimensional rational subspace of $\mathbb{R}^{n}$ orthogonal to the ( $n-m$ )dimensional rational subspace spanned by the columns of $G$. Therefore, by Lemma 5G and Corollary 5I in [88], we have $|\operatorname{det}(F)|=\left|\operatorname{det}\left(A_{\gamma}\right)\right| / \operatorname{gcd}(A)$ and, consequently, (4.36) holds as required, which concludes the proof of Lemma 4.2.4.

Theorem 4.2.5. Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ be a matrix with a basis $\gamma$ and $\boldsymbol{b} \in \mathbb{Z}^{m}$. For any vertex $\boldsymbol{z}^{*}$ of the corner polyhedron $\mathscr{C}_{\gamma}(A, \boldsymbol{b})$, the bound

$$
\prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right) \leq \frac{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}{\operatorname{gcd}(A)}
$$

holds.
Proof. Because the restricted map $\left.\pi_{\gamma}\right|_{H(A, b)}$ is bijective, the point $\boldsymbol{y}^{*}=\pi_{\gamma}\left(\boldsymbol{z}^{*}\right)$ is a vertex of the sail $\mathscr{E}\left(\Lambda_{\gamma}(A, \boldsymbol{b})\right)$. The result now follows directly in light of Lemma 4.2.2, Lemma 4.2.1 and the equality (4.36).

### 4.3 Proof of Theorem 4.1.1

Theorem 4.1.1 is an immediate consequence of Theorem 4.2.5 and the following lemma:

Lemma 4.3.1. Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ be a matrix of rank $m$ and $\boldsymbol{b} \in \mathbb{Z}^{m}$. Let $\boldsymbol{x}^{*}$ be $a$ vertex of $P(A, \boldsymbol{b})$, and let $\gamma$ be any basis of $A$ containing $\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$. Let $\boldsymbol{z}^{*}$ be an integral vector satisfying $A z^{*}=\boldsymbol{b}$ with $\boldsymbol{z}_{\vec{\gamma}}^{*} \geq \mathbf{0}$, and let $r=\left\|\boldsymbol{z}_{\vec{\gamma}}^{*}\right\|_{0}$. Then

$$
\begin{gather*}
\boldsymbol{x}^{*}=\boldsymbol{z}^{*} \text { if } r=0,  \tag{4.37}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{\infty} \leq \frac{\Delta(A)}{\left|\operatorname{det}\left(A_{\gamma}\right)\right|} \prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right)-1 \text { if } r=1, \text { and }  \tag{4.38}\\
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{\infty} \frac{2^{r}}{r} \leq \frac{\Delta(A)}{\left|\operatorname{det}\left(A_{\gamma}\right)\right|} \prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right) \text { if } r \geq 2 . \tag{4.39}
\end{gather*}
$$

Proof. If $r=\left\|\boldsymbol{z}_{\vec{\gamma}}^{*}\right\|_{0}=0$ the vector $\boldsymbol{z}_{\gamma}^{*}$ is the unique solution to the system $A_{\gamma} \boldsymbol{x}_{\gamma}=\boldsymbol{b}$ and, in consequence, the equality (4.37) holds.

In the rest of the proof we assume that $r \geq 1$. Reordering the columns of $A$ if necessary, without loss of generality we may additionally assume that $\gamma=\{1, \ldots, m\}$. We will set $\delta=\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{\infty}$ and consider two cases. Firstly, suppose that there exists an index $j \in \bar{\gamma}$ such that $\delta=\left|x_{j}^{*}-z_{j}^{*}\right|=z_{j}^{*}$. Observe that $r$ of the numbers $z_{m+1}^{*}, \ldots, z_{n}^{*}$ are nonzero. Hence, the product of the nonbasic entries of $\boldsymbol{z}^{*}$ can be bounded by

$$
\begin{equation*}
(\delta+1) 2^{r-1} \leq \prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right) \tag{4.40}
\end{equation*}
$$

and upon rearranging and multiplying through by $2 / r$, we can write (4.40) equivalently as

$$
\begin{equation*}
\delta \frac{2^{r}}{r} \leq \frac{2}{r} \prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right)-\frac{2^{r}}{r} \tag{4.41}
\end{equation*}
$$

Since $\Delta(A) \geq\left|\operatorname{det}\left(A_{\gamma}\right)\right|$, the inequality (4.41) justifies both (4.38) and (4.39).
Now suppose that $\delta=x_{j}^{*}-z_{j}^{*}$ for $j \in \gamma$. We can write

$$
A_{\gamma} z_{\gamma}^{*}+A_{\bar{\gamma}} z_{\bar{\gamma}}^{*}=\boldsymbol{b} \text { and } A_{\gamma} \boldsymbol{x}_{\gamma}^{*}=\boldsymbol{b}
$$

Therefore, combining the two equations and manipulating yields

$$
\begin{equation*}
A_{\gamma}\left(x_{\gamma}^{*}-z_{\gamma}^{*}\right)=A_{\bar{\gamma}} z_{\vec{\gamma}}^{*} . \tag{4.42}
\end{equation*}
$$

Given a vector $v \in \mathbb{R}^{m}$, we will denote by $A_{\gamma}^{j}(v)$ the matrix obtained from $A_{\gamma}$ by replacing its $j$-th column with $\boldsymbol{v}$. Let $A_{1}, \ldots, A_{n}$ be the columns of the matrix $A$. Solving (4.42) using Cramer's rule (Lemma 2.7.1) yields that

$$
\begin{align*}
\delta & =x_{j}^{*}-z_{j}^{*}=\frac{\operatorname{det}\left(A_{\gamma}^{j}\left(A_{\tilde{\gamma}} z_{\vec{\gamma}}^{*}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)}  \tag{4.43}\\
& =\frac{1}{\operatorname{det}\left(A_{\gamma}\right)}\left(z_{m+1}^{*} \operatorname{det}\left(A_{\gamma}^{j}\left(A_{m+1}\right)\right)+\cdots+z_{n}^{*} \operatorname{det}\left(A_{\gamma}^{j}\left(A_{n}\right)\right)\right) .
\end{align*}
$$

For the case $r=1$, we consider the following two cases. Firstly, suppose that $\left|\operatorname{det}\left(A_{\gamma}^{j}\left(A_{i}\right)\right)\right|<\left|\operatorname{det}\left(A_{\gamma}\right)\right| \leq \Delta(A)$, then equation (4.43) yields

$$
\begin{equation*}
\delta=\frac{z_{i}^{*} \operatorname{det}\left(A_{\gamma}^{j}\left(A_{i}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)}<z_{i}^{*}=\prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right)-1 \leq \frac{\Delta(A)}{\left|\operatorname{det}\left(A_{\gamma}\right)\right|} \prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right)-1 \tag{4.44}
\end{equation*}
$$

as required.
Now suppose that $\left|\operatorname{det}\left(A_{\gamma}\right)\right| \leq\left|\operatorname{det}\left(A_{\gamma}^{j}\left(A_{i}\right)\right)\right| \leq \Delta(A)$. Then, in a similar fashion, for some $i \in \bar{\gamma}$ we can write (4.43) as

$$
\begin{align*}
\delta=\frac{z_{i}^{*} \operatorname{det}\left(A_{\gamma}^{j}\left(A_{i}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)} & =\left(z_{i}^{*}+1\right) \frac{\operatorname{det}\left(A_{\gamma}^{j}\left(A_{i}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)}-\frac{\operatorname{det}\left(A_{\gamma}^{j}\left(A_{i}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)}  \tag{4.45}\\
& \leq \frac{\Delta(A)}{\left|\operatorname{det}\left(A_{\gamma}\right)\right|} \prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right)-1
\end{align*}
$$

where (4.44) and (4.45) imply that the inequality (4.38) holds as required.
To settle the case $r \geq 2$, observe that (4.43) implies

$$
\begin{equation*}
\delta \leq\left(z_{m+1}^{*}+\cdots+z_{n}^{*}\right) \frac{\Delta(A)}{\left|\operatorname{det}\left(A_{\gamma}\right)\right|} \tag{4.46}
\end{equation*}
$$

Without loss of generality, assume that $z_{i}^{*} \neq 0$ for $i \in\{m+1, \ldots, m+r\}$ and $z_{i}^{*}=0$ for $m+r<i \leq n$. Then, by (4.46) and Lemma 4.2.3, we have

$$
\delta \leq \frac{r\left(z_{m+1}^{*}+1\right) \cdots\left(z_{m+r}^{*}+1\right) \Delta(A)}{2^{r}\left|\operatorname{det}\left(A_{\gamma}\right)\right|}
$$

which establishes that the inequality (4.39) holds as required, which concludes the proof of Lemma 4.3.1.

### 4.4 Proof of Corollary 4.1.3

Recall that $\boldsymbol{z}^{*}$ is an integral vertex of $\mathscr{C}_{\gamma}(A, \boldsymbol{b})$ associated with the vertex $\boldsymbol{x}^{*}$ of the polyhedron $P(A, \boldsymbol{b})$. In light of Theorem 4.1.1, we can bound $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}$ as follows. If $r=0$, we have $\boldsymbol{x}^{*}=\boldsymbol{z}^{*}$, which justifies (4.5).

If $r=1$, then after reordering if necessary, we can assume without loss of generality that the vertex $\boldsymbol{x}^{*}$ and the vertex of the corner polyhedron $\boldsymbol{z}^{*}$ have the form $\boldsymbol{x}^{*}=\left(x_{1}^{*}, \ldots, x_{m}^{*}, 0, \ldots, 0\right)^{T}$ and $z^{*}=\left(z_{1}^{*}, \ldots, z_{m}^{*}, z_{m+1}^{*}, 0, \ldots, 0\right)^{T}$, respectively. In consequence, $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}$ can be bounded by

$$
\left\|x^{*}-z^{*}\right\|_{1}=\left|x_{1}^{*}-z_{1}^{*}\right|+\cdots+\left|x_{m}^{*}-z_{m}^{*}\right|+\left|z_{m+1}^{*}\right|<(m+1)\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}-1\right)
$$

where the final inequality follows directly from (4.3) and by noting that there must exist at least one $i \in\{1, \ldots, m\}$ such that $\left|x_{i}^{*}-z_{i}^{*}\right| \notin \mathbb{Z}$ holds. This yields the bound (4.6) as required.

If $r \geq 2$, then after reordering if necessary, we can assume without loss of generality that the form of vertex $x^{*}$ and the vertex of the corner polyhedron $z^{*}$ have the form $\boldsymbol{x}^{*}=\left(x_{1}^{*}, \ldots, x_{m}^{*}, 0, \ldots, 0\right)^{T}$ and $\boldsymbol{z}^{*}=\left(z_{1}^{*}, \ldots, z_{m}^{*}, z_{m+1}^{*}, \ldots, z_{m+r}^{*}, 0, \ldots, 0\right)^{T}$ respectively. In consequence, $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}$ can be bounded by

$$
\begin{aligned}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1} & =\left|x_{1}^{*}-z_{1}^{*}\right|+\cdots+\left|x_{m}^{*}-z_{m}^{*}\right|+\left|z_{m+1}^{*}\right|+\cdots+\left|z_{m+r}^{*}\right| \\
& <\underbrace{\frac{r}{2^{r}}\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}\right)+\cdots+\frac{r}{2^{r}}\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}\right)}_{(r+m) \text {-terms }}=\frac{r(r+m)}{2^{r}}\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}\right),
\end{aligned}
$$

where the strict inequality follows in light of (4.4) and by similarly noting that there must exist at least one $i \in\{1, \ldots, m\}$ such that $\left|x_{i}^{*}-z_{i}^{*}\right| \notin \mathbb{Z}$ holds when $r \geq 2$. Furthermore, in the case when $r \geq 2$, we notice that

$$
\begin{equation*}
\frac{r(r+m)}{2^{r}}=\frac{r^{2}}{2^{r}}+\frac{r m}{2^{r}} \leq \frac{9}{8}+\frac{m}{2} \tag{4.47}
\end{equation*}
$$

holds. Observe $\frac{r^{2}}{2^{r}}=\frac{9}{8}$ only if $r=3$ and $\frac{r m}{2^{r}}=\frac{m}{2}$ only if $r=2$. In particular, because the two equalities are attained for different values of $r$, we conclude that the final equality in (4.47) can be tightened to state that

$$
\frac{r(r+m)}{2^{r}}=\frac{r^{2}}{2^{r}}+\frac{r m}{2^{r}}<\frac{9}{8}+\frac{m}{2}
$$

holds. This strict upper bound further yields the bound (4.7) as required and concludes the proof of Corollary 4.1.3.

### 4.5 Proof of Theorem 4.1.4

As in the proof of Theorem 4.1.1, we have that Theorem 4.1.4 is an immediate consequence of Lemma 4.3.1 and the generalization of Theorem 4.2.5 given below. Recall that $\tau$ denotes the support of $\boldsymbol{x}^{*}$, and that $\mathscr{C}_{\tau}(A, \boldsymbol{b})$ denotes the polyhedron defined as

$$
\mathscr{C}_{\tau}(A, \boldsymbol{b})=\operatorname{conv}\left(\left\{\boldsymbol{x} \in \mathbb{Z}^{n}: A \boldsymbol{x}=\boldsymbol{b}, \boldsymbol{x}_{\bar{\tau}} \geq \mathbf{0}\right\}\right)
$$

Theorem 4.5.1. Let $\boldsymbol{z}^{*}$ be a vertex of $\mathscr{C}_{\tau}(A, \boldsymbol{b})$. Then there exists a basis $\gamma$ of $A$ containing $\tau$ such that

$$
\prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right) \leq r^{d} \frac{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}{\operatorname{gcd}(A)}
$$

where $r=\left\|z_{\vec{\gamma}}^{*}\right\|_{0}$ and $d=m-|\tau|$.

Theorem 4.5.1 is proved over the remainder of this section, by constructing a convex set $P$ such that

$$
\begin{equation*}
\prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right) \leq \operatorname{vol}_{n-m}(P) \leq r^{d} \frac{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}{\operatorname{gcd}(A)} \tag{4.48}
\end{equation*}
$$

The notation $\operatorname{vol}_{k}(S)$ denotes the $k$-dimensional volume, or Lebesgue measure [14, Chapter 13], of $S \subset \mathbb{R}^{d}$. It is worth noting that if $S$ is a $k$-dimensional convex body, then the two straightforward measurable properties of $S$ are the $k$-dimensional volume/content and the $(k-1)$-dimensional boundary content.

The next subsection (entitled convex geometry lemmas) collects some facts from convex geometry that are used in this proof. The subsequent subsection (entitled a special case of Theorem 4.5.1) establishes that the inequalities (4.48) hold, and hence Theorem 4.5.1 holds, in the special case when $\tau=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$ and $\operatorname{supp}\left(\boldsymbol{z}^{*}\right)$ together cover $\{1, \ldots, n\}$, namely that $\tau \cup \operatorname{supp}\left(z^{*}\right)=\{1, \ldots, n\}$. Finally, the concluding subsection (entitled proof of Theorem 4.5.1) utilises this special case in order to establish the general case of Theorem 4.5.1.

### 4.5.1 Convex geometry lemmas

Lemma 4.5.2 (Blichfeldt's lemma [24, Chapter 3, Theorem I]). Let $K \subset \mathbb{R}^{d}$ be a bounded, nonempty and Lebesgue measurable set and let $\Lambda$ be a full-dimensional lattice in $\mathbb{R}^{d}$. Suppose that the difference set $K-K$ contains no nonzero lattice points from $\Lambda$. Then $\operatorname{vol}_{d}(K) \leq \operatorname{det}(\Lambda)$.

Theorem 4.5.3 (Brunn's concavity principle [9, Theorem 1.2.1]). Let $K$ be a convex body, and let $F$ be a $k$-dimensional subspace of $\mathbb{R}^{d}$. Then the function $g: F^{\perp} \rightarrow \mathbb{R}$ defined by

$$
g(x)=\operatorname{vol}_{k}(K \cap(F+x))^{1 / k}
$$

is concave on its support.
By a slab in $\mathbb{R}^{d}$ we mean the closed region bounded by two distinct parallel hyperplanes. Let $\boldsymbol{q} \in \mathbb{R}^{d}$ be nonzero. The width of a set $K \subset \mathbb{R}^{d}$ along $\boldsymbol{q}$ is defined to be

$$
w_{\boldsymbol{q}}(K):=\left(\sup _{\boldsymbol{x} \in K} \boldsymbol{q}^{T} \boldsymbol{x}\right)-\left(\inf _{\boldsymbol{x} \in K} \boldsymbol{q}^{T} \boldsymbol{x}\right) .
$$

Proposition 4.5.4. Let $K \subset \mathbb{R}^{d}$ be a centrally symmetric convex body with centre $\boldsymbol{c} \in \mathbb{R}^{d}$. Let $S$ be a slab containing $\mathbf{c}$, such that $\mathbf{c}$ is equidistant from the two facets defining $S$ with respect to the Euclidean norm. Let $\boldsymbol{q} \in \mathbb{R}^{d}$ be a normal vector to either of the hyperplanes
bounding $S$. If $S$ does not contain $K$, then

$$
\operatorname{vol}_{d}(K \cap S) \geq \frac{w_{\boldsymbol{q}}(S)}{w_{\boldsymbol{q}}(K)} \cdot \operatorname{vol}_{d}(K)
$$

Proof. Note that distance is invariant under translation and, in consequence, without loss of generality, we may assume $\boldsymbol{c}$ is the origin. For $\lambda \in[-1,1]$, define the affine hyperplane

$$
L_{\lambda}:=\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \boldsymbol{q}^{\top} \boldsymbol{x}=\lambda \cdot w_{\boldsymbol{q}}(K) / 2\right\}
$$

Let $K_{\lambda}:=K \cap L_{\lambda}$, and define the cross-sectional volume

$$
f(\lambda):=\operatorname{vol}_{d-1}\left(K_{\lambda}\right)
$$

It should be emphasised that the function $f(\lambda)$ is defined with respect to the dimension of the affine hyperplane $L_{\lambda}$, namely $d-1$, rather than the dimension $d$ since any linear subspace (or affine subspace) of $\mathbb{R}^{d}$ with dimension strictly less than $d$ has zero $d$ dimensional standard Lebesgue measure [14, Chapter 11].

Recall that $K$ is a centrally symmetric convex body and therefore

$$
\begin{equation*}
f(\lambda)=\operatorname{vol}_{d-1}\left(K_{\lambda}\right)=\operatorname{vol}_{d-1}\left(-K_{-\lambda}\right)=\operatorname{vol}_{d-1}\left(K_{-\lambda}\right)=f(-\lambda) \tag{4.49}
\end{equation*}
$$

holds, where the penultimate equality holds because multiplication by -1 is volume preserving. In light of (4.49), we that note $f(\lambda)$ is an even function on $[-1,1]$. Further to this, $g(\lambda):=(f(\lambda))^{1 /(d-1)}$ is consequently an even function since

$$
g(\lambda)=(f(\lambda))^{1 /(d-1)}=(f(-\lambda))^{1 /(d-1)}=g(-\lambda)
$$

holds. Because $g(\lambda)$ is a concave function on $[-1,1]$ in light of Brunn's concavity principle (Theorem 4.5.3), we have that $g(\lambda)$, and therefore $f(\lambda)$, are monotonically decreasing (non-increasing) functions on [ 0,1 ].

For convenience, let $\delta:=w_{q}(S) / w_{q}(K)$. Then by Fubini's theorem (see e.g. [98, Chapter 4]), symmetry and monotonicity on [0, 1], we conclude that

$$
\operatorname{vol}_{d}(K \cap S)=\int_{-\delta}^{\delta} f(\lambda) d \lambda=2 \int_{0}^{\delta} f(\lambda) d \lambda \geq 2 \delta \int_{0}^{1} f(\lambda) d \lambda=\frac{w_{q}(S)}{w_{q}(K)} \cdot \operatorname{vol}_{d}(K)
$$

holds as required, which concludes the proof of Proposition 4.5.4.
The notion of irreducibility from Lemma 4.2.1 can be mildly generalized by making use of pointed cones. Recall (from Chapter 2) that a convex cone $C \subset \mathbb{R}^{d}$ is pointed if and only if $C \cap(-C)=\{0\}$ holds, where $-C$ denotes the negative cone of $C$.

Let $C$ be a pointed cone and $\Lambda \subset \mathbb{Z}^{d}$ be a $d$-dimensional integer lattice. The integral point $\boldsymbol{x} \in C \cap \mathbb{Z}^{d}$ is called irreducible (with respect to $\Lambda$ and $C$ ) if

$$
(-\boldsymbol{x}+C) \cap(\boldsymbol{x}-C) \cap \Lambda=\{\mathbf{0}\}
$$

holds. It should be emphasised that the previous notion of irreducibly (from Lemma 4.2.1) is obtained from this notion of irreducibly by letting $C=\mathbb{R}_{\geq 0}^{d}$, where the $d$ dimensional positive orthant $\mathbb{R}_{\geq 0}^{d}$ is simply an example of a pointed cone since $\mathbb{R}_{\geq 0}^{d}$ contains no subspace of $\mathbb{R}^{d}$ other than the origin $\{\mathbf{0}\}$.

Let $\boldsymbol{p} \in \mathbb{Z}^{d}$ and consider the affine lattice $\Gamma=\boldsymbol{p}+\Lambda$. We will call the set $\mathscr{E}(\Gamma, C)=$ $\operatorname{conv}(\Gamma \cap C)$ the sail associated with the affine lattice $\Gamma$ and the pointed cone $C$. Figure 4.3 provides an exemplification of the sail associated with an affine lattice $\Gamma$ and a pointed cone $C$.


Figure 4.3: This figure illustrates, for an affine integer lattice $\Gamma$ (black dots) and a pointed cone $C$ (grey), the sail $\mathscr{E}(\Gamma, C)=\operatorname{conv}(\Gamma \cap C)$ (dark grey) associated with the affine lattice $\Gamma$ and pointed cone $C$, where the three vertices of the sail $\mathscr{E}(\Gamma, C)$ are those points shown using black crosses.

Lemma 4.5.5. Every vertex of the sail $\mathscr{E}(\Gamma, C)$ is irreducible (with respect to $\Lambda$ and $C$ ).
Proof. Let $\boldsymbol{x}$ be a vertex of the sail $\mathscr{E}(\Gamma, C)$ associated with the affine lattice $\Gamma$ and the pointed cone $C$. Suppose, to derive a contradiction, that the vertex $\boldsymbol{x}$ is reducible. Then in light of the notion of irreducibility given above, there exists a nonzero $\lambda \in \Lambda \backslash\{0\}$ and
vectors $y, y^{\prime} \in C$ such that $\lambda=-x+y=x-y^{\prime}$. Notice that $x$ is a vertex of $\mathscr{E}(\Gamma, C)$ implies that $x \in \Gamma$ and, in consequence, both $y=\lambda+x$ and $y^{\prime}=-\lambda+x$ are integral points contained in $\Gamma \cap C$, and further in $\mathscr{E}(\Gamma, C)$. It should be noted that the conclusion that $\boldsymbol{y}, \boldsymbol{y}^{\prime} \in \Gamma \cap C$ follows because $\boldsymbol{x} \in \Gamma, \boldsymbol{\lambda} \in \Lambda \backslash\{0\}$ and $\boldsymbol{y}, \boldsymbol{y}^{\prime} \in C$. Since $\boldsymbol{\lambda} \in \Lambda \backslash\{0\}$ is nonzero, we conclude that the vertex $\boldsymbol{x}$ can be written as $\boldsymbol{x}=\left(\boldsymbol{y}+\boldsymbol{y}^{\prime}\right) / 2$ and is therefore not a vertex of $\mathscr{E}(\Gamma, C)$. This contradiction completes the proof of Lemma 4.5.5.

### 4.5.2 A special case of Theorem 4.5.1

We next choose the basis $\gamma$ of Theorem 4.5.1, define the convex set $P$ in terms of this $\gamma$, and establish the lower and upper bounds of (4.48) in the special case when $\tau$ and $\operatorname{supp}\left(z^{*}\right)$ together cover $\{1, \ldots, n\}$, namely that $\tau \cup \operatorname{supp}\left(z^{*}\right)=\{1, \ldots, n\}$. In other words, throughout this subsection we assume that the condition $\bar{\tau} \subset \operatorname{supp}\left(z^{*}\right)$ holds.

Proposition 4.5.6. If $\bar{\tau} \subset \operatorname{supp}\left(z^{*}\right)$, then there exists a basis $\gamma$ of $A$ containing $\tau$ which satisfies

$$
\begin{equation*}
z_{i}^{*}+1 \geq \frac{1}{r} \sum_{j \in \bar{\gamma}}\left|\left(A_{\gamma}^{-1} A_{\bar{\gamma}}\right)_{i, j}\left(z_{j}^{*}+1\right)\right| \tag{4.50}
\end{equation*}
$$

for each $i \in \gamma \backslash \tau$, where $r=\left\|z_{\hat{\gamma}}^{*}\right\|_{0}$.
Proof. Among all bases of $A$ containing $\tau=\operatorname{supp}\left(x^{*}\right)$, we choose a basis $\gamma$ such that the quantity $\left|\operatorname{det}\left(A_{\gamma}\right)\right| \cdot \prod_{i \in \gamma}\left(z_{i}^{*}+1\right)$ is as large as possible. It should be noted that this choice of $\gamma$ implies that for any basis $\gamma^{\prime}$ of $A$ containing $\tau$, then the inequality

$$
\left|\operatorname{det}\left(A_{\gamma}\right)\right| \prod_{i \in \gamma}\left(z_{i}^{*}+1\right) \geq\left|\operatorname{det}\left(A_{\gamma^{\prime}}\right)\right| \prod_{i^{\prime} \in \gamma^{\prime}}\left(z_{i^{\prime}}^{*}+1\right)
$$

holds. In light of $\gamma=\tau \cup(\gamma \backslash \tau)$ and $\gamma^{\prime}=\tau \cup\left(\gamma^{\prime} \backslash \tau\right)$, we can express this inequality equivalently as

$$
\left|\operatorname{det}\left(A_{\gamma}\right)\right| \prod_{i_{1} \in \tau}\left(z_{i_{1}}^{*}+1\right) \prod_{i_{2} \in \gamma \backslash \tau}\left(z_{i_{2}}^{*}+1\right) \geq\left|\operatorname{det}\left(A_{\gamma^{\prime}}\right)\right| \prod_{i_{1} \in \tau}\left(z_{i_{1}^{\prime}}^{*}+1\right) \prod_{i_{2}^{\prime} \in \gamma^{\prime} \backslash \tau}\left(z_{i_{2}^{\prime}}^{*}+1\right),
$$

where noting that $\prod_{i_{1} \in \tau}\left(z_{i_{1}}^{*}+1\right)=\prod_{i_{1} \in \tau}\left(z_{i_{1}^{\prime}}^{*}+1\right) \neq 0$ further yields that

$$
\prod_{i_{2} \in \gamma \backslash \tau}\left(z_{i_{2}}^{*}+1\right) \geq \frac{\left|\operatorname{det}\left(A_{\gamma^{\prime}}\right)\right|}{\left|\operatorname{det}\left(A_{\gamma}\right)\right|} \prod_{i_{2}^{\prime} \in \gamma^{\prime} \backslash \tau}\left(z_{i_{2}}^{*}+1\right) .
$$

The sets $\gamma \backslash \tau$ and $\gamma^{\prime} \backslash \tau$ are not in general disjoint and, in consequence, one could similarly divide through by those brackets corresponding to those elements from $(\gamma \backslash \tau) \cap$ ( $\gamma^{\prime} \backslash \tau$ ). This simplification is the intuitive idea which we make use of below to conclude the proof of this proposition.

If $i \in \gamma$ and $j \in \bar{\gamma}$, then making use of Cramer's rule (Lemma 2.7.1), we find that

$$
\begin{equation*}
\left(A_{\gamma}^{-1} A_{\bar{\gamma}}\right)_{i, j}=\frac{\operatorname{det}\left(A_{\gamma}^{i}\left(A_{j}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)} \tag{4.51}
\end{equation*}
$$

where $A_{\gamma}^{i}\left(A_{j}\right)$ denotes the matrix obtained by replacing the $i$-th column of $A_{\gamma}$ with the $j$ th column of $A$. It is worth noting for completeness that one could have equivalently obtained the equality (4.51) from a close inspection of $A_{\gamma}^{-1} A_{\bar{\gamma}}=1 / \operatorname{det}\left(A_{\gamma}\right) \operatorname{adj}\left(A_{\gamma}\right) A_{\bar{\gamma}}$, where $\operatorname{adj}\left(A_{\gamma}\right)$ denotes the classical adjugate of the matrix $A_{\gamma}$ (see e.g. [52, Chapter 4]).

The choice of basis $\gamma$ implies that if $i \in \gamma \backslash \tau$ and $j \in \bar{\gamma}$, then

$$
z_{i}^{*}+1 \geq\left|\frac{\operatorname{det}\left(A_{\gamma}^{i}\left(A_{j}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)}\left(z_{j}^{*}+1\right)\right|=\left|\left(A_{\gamma}^{-1} A_{\bar{\gamma}}\right)_{i, j}\left(z_{j}^{*}+1\right)\right|
$$

The assumed condition $\bar{\tau} \subset \operatorname{supp}\left(z^{*}\right)$ implies that $r=|\bar{\gamma}|$ and, in consequence, for all $i \in \gamma \backslash \tau$, we have that

$$
z_{i}^{*}+1 \geq \frac{1}{r} \sum_{j \in \bar{\gamma}}\left|\left(A_{\gamma}^{-1} A_{\bar{\gamma}}\right)_{i, j}\left(z_{j}^{*}+1\right)\right|
$$

holds as required, which concludes the proof of Proposition 4.5.6.
We now fix a basis $\gamma$ of $A$ containing $\tau$ satisfying the hypotheses of Proposition 4.5.6 so that in particular $\bar{\tau} \subset \operatorname{supp}\left(z^{*}\right)$ holds and let $r=\left\|z_{\bar{\gamma}}^{*}\right\|_{0}$. Reordering the columns of $A$ if necessary, we may assume without loss of generality that $\gamma=\{1,2, \ldots, m\}$ and further assume $\gamma \backslash \tau=\{1,2, \ldots, d\}$. We denote the rows of the matrix $-A_{\gamma}^{-1} A_{\bar{\gamma}}$ by $\boldsymbol{q}_{1}^{T}, \boldsymbol{q}_{2}^{T}, \ldots, \boldsymbol{q}_{m}^{T}$. Observe that the equalities $A \boldsymbol{z}^{*}=\boldsymbol{b}$ and $A_{\gamma}^{-1} \boldsymbol{b}=\boldsymbol{x}^{*}$ imply in light of (4.35) that $\boldsymbol{q}_{i}^{T} \boldsymbol{z}_{\bar{\gamma}}^{*}=$ $z_{i}^{*}-x_{i}^{*}$ for all $i \in \gamma$.

For convenience, observe that making use of the notation $\boldsymbol{q}_{1}^{T}, \boldsymbol{q}_{2}^{T}, \ldots, \boldsymbol{q}_{m}^{T}$ allows us to rewrite the inequality (4.50) from Proposition 4.5.6 as

$$
\begin{equation*}
r\left(z_{i}^{*}+1\right) \geq \sum_{j \in \bar{\gamma}}\left|\left(A_{\gamma}^{-1} A_{\bar{\gamma}}\right)_{i, j}\left(z_{j}^{*}+1\right)\right|=\sum_{j \in \bar{\gamma}}\left|q_{i, j}\left(z_{j}^{*}+1\right)\right| \tag{4.52}
\end{equation*}
$$

where $q_{i, j}$ denotes the $j$-th entry of the row vector $\boldsymbol{q}_{i}^{T}$.
Let $\mathbf{1}_{n-m} \in \mathbb{R}^{n-m}$ be the $(n-m)$-dimensional vector where each entry is equal to one, and define, for each $i \in \gamma \backslash \tau$,

$$
S_{i}:=\left\{\boldsymbol{x} \in \mathbb{R}^{n-m}:-\frac{1}{2}<\boldsymbol{q}_{i}^{T} \boldsymbol{x}<\boldsymbol{q}_{i}^{T} \boldsymbol{z}_{\bar{\gamma}}^{*}+\frac{1}{2}\right\} .
$$

Further to this, define

$$
B:=\left\{x \in \mathbb{R}^{n-m}:-\frac{1}{2} \mathbf{1}_{n-m}<x<\boldsymbol{z}_{\bar{\gamma}}^{*}+\frac{1}{2} \mathbf{1}_{n-m}\right\}
$$

and for each $i \in \gamma \backslash \tau$, let $P_{i}:=P_{i-1} \cap S_{i}$ with $P_{0}=B$. Recall that $\gamma \backslash \tau=\{1,2, \ldots, d\}$ by assumption and hence, for convenience, we let $P:=P_{d}$. It is worth emphasising that $P$ is by construction a centrally symmetric convex set and that $P \subset P_{i} \subset B$ for each $i \in \gamma \backslash \tau$.

Lemma 4.5.7. If $\bar{\tau} \subset \operatorname{supp}\left(z^{*}\right)$, then

$$
\operatorname{vol}_{n-m}(P) \geq \frac{1}{r^{d}} \prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right) .
$$

Proof. Suppose that $i \in \gamma \backslash \tau$. If $S_{i}$ contains $P_{i-1}$, then by the construction of $P_{i}$, we notice that $P_{i-1}=P_{i}$ and therefore

$$
\operatorname{vol}_{n-m}\left(P_{i}\right)=\operatorname{vol}_{n-m}\left(P_{i-1}\right)
$$

Otherwise, we define

$$
\lambda_{i}:=\frac{w_{q_{i}}\left(S_{i}\right)}{w_{q_{i}}\left(P_{i-1}\right)} .
$$

Recall that by assumption $\bar{\tau} \subset \operatorname{supp}\left(z^{*}\right)$ and, in consequence, we notice that $z_{i}^{*} \geq 1$ for all $i \in \gamma \backslash \tau$. Using the definitions of $S_{i}$ and $B$ allows us to bound $\lambda_{i}$ from below by

$$
\lambda_{i}=\frac{w_{\boldsymbol{q}_{i}}\left(S_{i}\right)}{w_{\boldsymbol{q}_{i}}\left(P_{i-1}\right)} \geq \frac{w_{\boldsymbol{q}_{i}}\left(S_{i}\right)}{w_{\boldsymbol{q}_{i}}(B)}=\frac{\boldsymbol{q}_{i}^{T} \boldsymbol{z}_{\vec{\gamma}}^{*}+1 / 2-(-1 / 2)}{\sum_{j \in \bar{\gamma}}\left|q_{i, j}\left(z_{j}^{*}+1\right)\right|}=\frac{\boldsymbol{q}_{i}^{T} \boldsymbol{z}_{\bar{\gamma}}^{*}+1}{\sum_{j \in \bar{\gamma}}\left|q_{i, j}\left(z_{j}^{*}+1\right)\right|}
$$

Further, upon noting that $\boldsymbol{q}_{i}^{T} z_{\bar{\gamma}}^{*}+1=z_{i}^{*}+1$ holds for $i \in \gamma \backslash \tau$ and that Proposition 4.5.6 applies, we can bound $\lambda_{i}$ from below by

$$
\begin{equation*}
\lambda_{i} \geq \frac{\boldsymbol{q}_{i}^{T} \boldsymbol{z}_{\bar{\gamma}}^{*}+1}{\sum_{j \in \bar{\gamma}}\left|q_{i, j}\left(z_{j}^{*}+1\right)\right|}=\frac{z_{i}^{*}+1}{\sum_{j \in \bar{\gamma}}\left|q_{i, j}\left(z_{j}^{*}+1\right)\right|} \geq \frac{z_{i}^{*}+1}{r\left(z_{i}^{*}+1\right)}=\frac{1}{r}, \tag{4.53}
\end{equation*}
$$

where the final inequality follows from (4.52). When $S_{i}$ does not contain $P_{i-1}$ by assumption, we can apply Proposition 4.5 . 4 in addition to (4.53) to find

$$
\begin{equation*}
\operatorname{vol}_{n-m}\left(P_{i}\right) \geq \frac{w_{\boldsymbol{q}_{i}}\left(S_{i}\right)}{w_{\boldsymbol{q}_{i}}\left(P_{i-1}\right)} \operatorname{vol}_{n-m}\left(P_{i-1}\right)=\lambda_{i} \operatorname{vol}_{n-m}\left(P_{i-1}\right) \geq \frac{1}{r} \operatorname{vol}_{n-m}\left(P_{i-1}\right) . \tag{4.54}
\end{equation*}
$$

Observe that (4.54) additionally holds when $S_{i}$ contains $P_{i}$. We can in consequence apply induction to the sequence of polytopes $P=P_{d}, \ldots, P_{1}, P_{0}=B$, which upon making use of (4.54) yields that

$$
\begin{aligned}
\operatorname{vol}_{n-m}(P)=\operatorname{vol}_{n-m}\left(P_{d}\right) & \geq \frac{1}{r} \operatorname{vol}_{n-m}\left(P_{d-1}\right) \geq \frac{1}{r^{2}} \operatorname{vol}_{n-m}\left(P_{d-2}\right) \geq \cdots \\
& \geq \frac{1}{r^{d}} \operatorname{vol}_{n-m}\left(P_{0}\right)=\frac{1}{r^{d}} \operatorname{vol}_{n-m}(B)=\frac{1}{r^{d}} \prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right)
\end{aligned}
$$

holds as required, which concludes the proof of Lemma 4.5.7.

Lemma 4.5.8. If $\bar{\tau} \subset \operatorname{supp}\left(z^{*}\right)$, then

$$
\begin{equation*}
\operatorname{vol}_{n-m}(P) \leq \frac{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}{\operatorname{gcd}(A)} \tag{4.55}
\end{equation*}
$$

Proof. Recall that we defined the lattice $\Lambda_{\gamma}(A)=\pi_{\gamma}\left(\operatorname{ker}(A) \cap \mathbb{Z}^{n}\right)$, whose determinant is given by $\left|\operatorname{det}\left(A_{\gamma}\right)\right| / \operatorname{gcd}(A)$ in light of (4.36). We show that $(P-P) \cap \Lambda_{\gamma}(A)=\{0\}$, where $P-P$ denotes the difference body associated to $P$. The conclusion then follows immediately by Blichfeldt's lemma (Lemma 4.5.2).

Suppose that $\boldsymbol{u}, \boldsymbol{v} \in P$ and $\boldsymbol{u}-\boldsymbol{v} \in \Lambda_{\gamma}(A)$. Since $P$ is by construction centrally symmetric, then the difference body $P-P$ is in consequence precisely the origin-symmetric translate of $2 P$. In light of this, making use of the definitions of $P, S_{i}$ and $B$ yields

$$
\begin{gather*}
-\boldsymbol{z}_{\bar{\gamma}}^{*}-\mathbf{1}_{n-m}<\boldsymbol{u}-\boldsymbol{v}<\boldsymbol{z}_{\bar{\gamma}}^{*}+\mathbf{1}_{n-m}  \tag{4.56}\\
-\boldsymbol{q}_{i}^{T} \boldsymbol{z}_{\bar{\gamma}}^{*}-1<\boldsymbol{q}_{i}^{T}(\boldsymbol{u}-\boldsymbol{v})<\boldsymbol{q}_{i}^{T} \boldsymbol{z}_{\bar{\gamma}}^{*}+1 \text { for all } i \in \gamma \backslash \tau
\end{gather*}
$$

Observe that the lattice $\Lambda_{\gamma}(A)$ can be equivalently characterized as the set of points $\boldsymbol{x} \in \mathbb{Z}^{n-m}$ such that $\boldsymbol{q}_{i}^{T} \boldsymbol{x} \in \mathbb{Z}$ for each $i \in \gamma$. Hence, the integrality of $\boldsymbol{u}-\boldsymbol{v}$ and the inequalities from (4.56) imply

$$
\begin{gathered}
-\boldsymbol{z}_{\bar{\gamma}}^{*} \leq \boldsymbol{u}-\boldsymbol{v} \leq \boldsymbol{z}_{\bar{\gamma}}^{*} \\
-\boldsymbol{q}_{i}^{T} \boldsymbol{z}_{\bar{\gamma}}^{*} \leq \boldsymbol{q}_{i}^{T}(\boldsymbol{u}-\boldsymbol{v}) \leq \boldsymbol{q}_{i}^{T} \boldsymbol{z}_{\bar{\gamma}}^{*} \text { for all } i \in \gamma \backslash \tau
\end{gathered}
$$

In particular, $\boldsymbol{u}-\boldsymbol{v}$ lies in the polyhedron $\left(-\boldsymbol{z}_{\bar{\gamma}}^{*}+C\right) \cap\left(\boldsymbol{z}_{\bar{\gamma}}^{*}-C\right)$, where

$$
C:=\left\{\boldsymbol{x} \in \mathbb{R}^{n-m}: \boldsymbol{x} \geq \mathbf{0}, \boldsymbol{q}_{i}^{T} \boldsymbol{x} \geq 0 \text { for all } i \in \gamma \backslash \tau\right\}
$$

Observe that $C$ is a pointed cone. Recall that $\boldsymbol{z}_{\bar{\gamma}}^{*}$ is by assumption a vertex of the sail $\mathscr{E}\left(\Lambda_{\gamma}(A, \boldsymbol{b}), C\right)$. In consequence, $\boldsymbol{z}_{\bar{\gamma}}^{*}$ is irreducible (with respect to the lattice $\Lambda_{\gamma}(A)$ and the pointed cone $C$ ) by Lemma 4.5.5 and therefore $\boldsymbol{u}=\boldsymbol{v}$. In other words, we notice that $(P-P) \cap \Lambda_{\gamma}(A)=\{0\}$ holds and, in consequence to Lemma 4.5.2 (Blichfeldt's lemma), we obtain that the inequality (4.55) holds as required, which concludes the proof of Lemma 4.5.8.

In order to summarize this subsection, notice that we have proven the following special case of Theorem 4.5.1.

Corollary 4.5.9. Suppose that $\tau$ and $\operatorname{supp}\left(z^{*}\right)$ together cover $\{1, \ldots, n\}$. Then there exists a basis $\gamma$ of $A$ containing $\tau$ such that

$$
\prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right) \leq r^{d} \frac{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}{\operatorname{gcd}(A)}
$$

### 4.5.3 Proof of Theorem 4.5.1

Recall that $\tau=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$. In order to complete the proof of Theorem 4.5.1, it remains to deal with the case when $\bar{\tau}$ is not necessarily contained in $\operatorname{supp}\left(\boldsymbol{z}^{*}\right)$. Fix a vertex $\boldsymbol{z}^{*}$ of $\mathscr{C}_{\tau}(A, \boldsymbol{b})$ and let $\mu=\tau \cup \operatorname{supp}\left(\boldsymbol{z}^{*}\right)$. Upon reordering if necessary, we may assume without loss of generality that $\mu=\{1,2, \ldots,|\mu|\}$, i.e. that the matrix $A$ is written as $A=\left(A_{\mu}, A_{\bar{\mu}}\right)$, and let $\bar{A}_{\mu}$ be any integer matrix with full row rank which has the same row space as $A_{\mu}$. Notice that $\boldsymbol{x}_{\mu}^{*}$ is a basic feasible solution of the system

$$
\begin{equation*}
\bar{A}_{\mu} \boldsymbol{x}_{\mu}=\overline{\boldsymbol{b}}, \boldsymbol{x}_{\mu} \geq \mathbf{0} \tag{4.57}
\end{equation*}
$$

where $\overline{\boldsymbol{b}}:=\bar{A}_{\mu} \boldsymbol{x}_{\mu}^{*}$. Moreover, let

$$
\mathscr{C}_{\tau}\left(\bar{A}_{\mu}, \overline{\boldsymbol{b}}\right):=\operatorname{conv}\left(\left\{\boldsymbol{x}_{\mu} \in \mathbb{Z}^{|\mu|}: \bar{A}_{\mu} \boldsymbol{x}_{\mu}=\overline{\boldsymbol{b}}, \boldsymbol{x}_{\mu \backslash \tau} \geq \mathbf{0}\right\}\right)
$$

We have that $\mathscr{C}_{\tau}\left(\bar{A}_{\mu}, \overline{\boldsymbol{b}}\right) \times\{\mathbf{0}\}^{|\overline{\boldsymbol{u}}|}$ is the face of the polyhedron $\mathscr{C}_{\tau}(A, \boldsymbol{b})$ for which the constraints $\boldsymbol{x}_{\bar{\mu}} \geq \mathbf{0}$ are tight and, moreover, this face contains $\boldsymbol{z}^{*}=\left(\boldsymbol{z}_{\mu}^{*}, \mathbf{0}\right)$. For completeness, this conclusion follows since $\mathscr{C}_{\tau}\left(\bar{A}_{\mu}, \overline{\boldsymbol{b}}\right) \times\{\boldsymbol{0}\}^{|\bar{\mu}|} \subset \mathscr{C}_{\tau}(A, \boldsymbol{b})$. Hence, $\boldsymbol{z}_{\mu}^{*}$ is a vertex of $\mathscr{C}_{\tau}\left(\bar{A}_{\mu}, \bar{b}\right)$ such that $\mu \backslash \tau \subset \operatorname{supp}\left(\boldsymbol{z}_{\mu}^{*}\right)$ holds. In light of this, we can therefore apply Corollary 4.5.9 to both $\boldsymbol{x}_{\mu}^{*}$ and $\boldsymbol{z}_{\mu}^{*}$ in addition to the linear system (4.57) in order to obtain a basis $\sigma \subset \mu$ of $\bar{A}_{\mu}$ containing $\tau$ which satisfies

$$
\begin{equation*}
\prod_{j \in \mu \backslash \sigma}\left(z_{j}^{*}+1\right) \leq r^{|\sigma|-|\tau|} \frac{\left|\operatorname{det}\left(\bar{A}_{\sigma}\right)\right|}{\operatorname{gcd}\left(\bar{A}_{\mu}\right)} . \tag{4.58}
\end{equation*}
$$

Now let $\gamma$ be a basis of $A$ containing $\sigma$. Upon noting that

$$
\mu \cup \gamma=\underbrace{\sigma \cup(\mu \backslash \sigma)}_{\mu} \cup \underbrace{\sigma \cup(\gamma \backslash \sigma)}_{\gamma}=\sigma \cup(\mu \backslash \sigma) \cup(\gamma \backslash \sigma)=\mu \cup(\gamma \backslash \sigma)
$$

holds, we notice that $\mu$ and $\gamma \backslash \sigma$ partition $\mu \cup \gamma$. In consequence, up to invertible row operations, we can write

$$
A_{\mu \cup \gamma}=\left(\begin{array}{cc}
\bar{A}_{\mu} & \bar{A}_{\curlyvee \backslash \sigma}  \tag{4.59}\\
\mathbf{0} & \bar{A}_{\gamma \backslash \sigma}
\end{array}\right)=\left(\begin{array}{ccc}
\bar{A}_{\mu \backslash \sigma} & \bar{A}_{\sigma} & \bar{A}_{\curlyvee \backslash \sigma} \\
\mathbf{0} & \mathbf{0} & \bar{A}_{\gamma \backslash \sigma}
\end{array}\right),
$$

where both $\bar{A}_{\sigma}$ and $\overline{\bar{A}}_{\gamma \backslash \sigma}$ are both invertible. This follows upon recalling that $\gamma$ is a basis of $A$ and $\sigma$ is a basis of $\bar{A}_{\mu}$, which implies that $\operatorname{det}\left(A_{\gamma}\right)=\operatorname{det}\left(A_{\sigma}, A_{\curlyvee \backslash \sigma}\right) \neq 0, \operatorname{det}\left(\bar{A}_{\sigma}\right) \neq 0$ and, in consequence, that $\operatorname{det}\left(\overline{\bar{A}}_{\gamma \backslash \sigma}\right) \neq 0$. Now, every nonzero maximal subdeterminant of $A_{\mu \cup \gamma}$ is the product of $\operatorname{det}\left(\overline{\bar{A}}_{\gamma \backslash \sigma}\right)$ with a maximal subdeterminant of $\bar{A}_{\mu}$. It follows in consequence that

$$
\operatorname{gcd}\left(A_{\mu \cup \gamma}\right)=\left|\operatorname{det}\left(\overline{\bar{A}}_{\curlyvee \backslash \sigma}\right)\right| \cdot \operatorname{gcd}\left(\bar{A}_{\mu}\right)
$$

holds. It should be noted that this could have been equivalently deduced in light of (4.59) and results on the Smith normal form [92].

In consequence, we obtain

$$
\begin{equation*}
\frac{\left|\operatorname{det}\left(\bar{A}_{\sigma}\right)\right|}{\operatorname{gcd}\left(\bar{A}_{\mu}\right)}=\frac{\left|\operatorname{det}\left(\bar{A}_{\sigma}\right)\right| \cdot\left|\operatorname{det}\left(\overline{\bar{A}}_{\curlyvee \backslash \sigma}\right)\right|}{\operatorname{gcd}\left(A_{\mu \cup \gamma}\right)}=\frac{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}{\operatorname{gcd}\left(A_{\mu \cup \gamma}\right)}, \tag{4.60}
\end{equation*}
$$

where the final equality follows because $\gamma$ is a basis of the matrix $A$ containing $\sigma$. Upon noting that $|\bar{\gamma}| \leq|\bar{\sigma}|, \operatorname{gcd}(A) \leq \operatorname{gcd}\left(A_{\mu \cup \gamma}\right)$ and $|\sigma|-|\tau| \leq m-|\tau|=d$, then in consequence to (4.58) and (4.60), we conclude that

$$
\prod_{j \in \bar{\gamma}}\left(z_{j}^{*}+1\right) \leq \prod_{j \in \mu \backslash \sigma}\left(z_{j}^{*}+1\right) \leq r^{|\sigma|-|\tau|} \frac{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}{\operatorname{gcd}\left(A_{\mu \cup \gamma}\right)} \leq r^{d} \frac{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}{\operatorname{gcd}(A)}
$$

holds as required, which concludes the proof of Theorem 4.5.1.

### 4.6 Proof of Corollary 4.1.5

Recall that $\boldsymbol{z}^{*}$ is an integral vertex of $\mathscr{C}_{\tau}(A, \boldsymbol{b})$ associated with the vertex $\boldsymbol{x}^{*}$ of the polyhedron $P(A, \boldsymbol{b})$, where $\tau=\operatorname{supp}\left(\boldsymbol{x}^{*}\right)$. In light of Theorem 4.1.4, we can bound the $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}$ as follows. If $r=0$, we have $\boldsymbol{x}^{*}=\boldsymbol{z}^{*}$ by (4.8) which justifies (4.11).

If $r=1$, then after reordering if necessary, we can assume without loss of generality that the vertex $\boldsymbol{x}^{*}$ and the vertex of the corner polyhedron $\boldsymbol{z}^{*}$ have the form $\boldsymbol{x}^{*}=\left(x_{1}^{*}, \ldots, x_{|\tau|}^{*}, 0, \ldots, 0\right)^{T}$ and $\boldsymbol{z}^{*}=\left(z_{1}^{*}, \ldots, z_{|\tau|}^{*}, z_{|\tau|+1}^{*}, 0, \ldots, 0\right)^{T}$, respectively. In consequence, $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}$ can be bounded by

$$
\left\|x^{*}-z^{*}\right\|_{1}=\left|x_{1}^{*}-z_{1}^{*}\right|+\cdots+\left|x_{|\tau|}^{*}-z_{|\tau|}^{*}\right|+\left|z_{|\tau|+1}^{*}\right|<(|\tau|+1)\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}-1\right),
$$

where the final inequality follows directly from (4.9) and by noting that there must exist at least one $i \in\{1, \ldots,|\tau|\}$ such that $\left|x_{i}^{*}-z_{i}^{*}\right| \notin \mathbb{Z}$ holds. This yields the bound (4.12) as required.

If $r \geq 2$, then after reordering if necessary, we can assume without loss of generality that the form of vertex $\boldsymbol{x}^{*}$ and the vertex of the corner polyhedron $\boldsymbol{z}^{*}$ have the form $\boldsymbol{x}^{*}=$ $\left(x_{1}^{*}, \ldots, x_{|\tau|}^{*}, 0, \ldots, 0\right)^{T}$ and $z^{*}=\left(z_{1}^{*}, \ldots, z_{|\tau|}^{*}, z_{|\tau|+1}^{*}, \ldots, z_{|\tau|+r}^{*}, 0, \ldots, 0\right)^{T}$, respectively. In consequence, $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}$ can be bounded with $d=m-|\tau|$ by

$$
\begin{aligned}
\left\|x^{*}-z^{*}\right\|_{1} & =\left|x_{1}^{*}-z_{1}^{*}\right|+\cdots+\left|x_{|\tau|}^{*}-z_{|\tau|}^{*}\right|+\left|z_{|\tau|+1}^{*}\right|+\cdots+\left|z_{|\tau|+r}^{*}\right| \\
& <\underbrace{\frac{r^{d+1}}{2^{r}}\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}\right)+\cdots+\frac{r^{d+1}}{2^{r}}\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}\right)}_{(r+|\tau|)-\text { terms }}=\frac{r^{d+1}(r+|\tau|)}{2^{r}}\left(\frac{\Delta(A)}{\operatorname{gcd}(A)}\right),
\end{aligned}
$$

where the strict inequality follows in light of (4.10) and by similarly noting that there must exist at least one $i \in\{1, \ldots,|\tau|\}$ such that $\left|x_{i}^{*}-z_{i}^{*}\right| \notin \mathbb{Z}$ holds when $r \geq 2$. This strict upper bound further yields the bound (4.13) as required and concludes the proof of Corollary 4.1.5.

### 4.7 Proof of Theorem 4.1.6

Without loss of generality, we assume in this proof that $\gamma=\{1\}$. Hence, we assume that the vertex $x^{*}$ has the form

$$
\boldsymbol{x}^{*}=\frac{b}{a_{1}} \boldsymbol{e}_{1}
$$

The corner polyhedron associated with the vertex $\boldsymbol{x}^{*}$ can consequently be written as

$$
\mathscr{C}_{\gamma}(\boldsymbol{a}, b)=\operatorname{conv}\left(\left\{\boldsymbol{x} \in \mathbb{Z}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}=b, x_{2} \geq 0, \ldots, x_{n} \geq 0\right\}\right)
$$

First we will show that the knapsack polytope $P(\boldsymbol{a}, \boldsymbol{b})$ contains a vertex of the corner polyhedron $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$. Let $\boldsymbol{z}^{*}$ be a vertex of $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$ that gives an optimal solution to the linear program

$$
\max \left\{x_{1}: \boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)^{T} \in \mathscr{C}_{r}(\boldsymbol{a}, b)\right\} .
$$

By the definition of $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$, the vertex $\boldsymbol{z}^{*}$ is in $P(\boldsymbol{a}, b)$ if and only if $z_{1}^{*} \geq 0$. Since $P_{I}(\boldsymbol{a}, b) \subset \mathscr{C}_{\gamma}(\boldsymbol{a}, \boldsymbol{b})$, where $P_{I}(\boldsymbol{a}, \boldsymbol{b})$ denotes the integral hull of $P(\boldsymbol{a}, \boldsymbol{b})$, it is sufficient to choose any integer point $\boldsymbol{z}=\left(z_{1}, \ldots, z_{n}\right)^{T} \in P(\boldsymbol{a}, b)$ and observe that $z_{1}^{*} \geq z_{1} \geq 0$.

Applying Theorem 4.1.1 with the vertex $\boldsymbol{z}^{*} \in P(a, b)$ we immediately obtain (4.17) and (4.18). Further, the bound (4.4) implies for $r \geq 2$ the non-strict inequality

$$
\begin{equation*}
\left\|x^{*}-\boldsymbol{z}^{*}\right\|_{\infty} \frac{2^{r}}{r} \leq\|a\|_{\infty} \tag{4.61}
\end{equation*}
$$

In order to show that (4.61) is strict (and hence that (4.19) holds), it is sufficient to prove that the bound (4.46) in the proof of Theorem 4.1.1 is strict in the knapsack scenario. Specifically, we need to prove that for the vertex $\boldsymbol{z}^{*}$

$$
\delta=\left|x_{1}^{*}-z_{1}^{*}\right|<\frac{\left(z_{2}^{*}+\cdots+z_{n}^{*}\right)\|\boldsymbol{a}\|_{\infty}}{a_{1}}
$$

Set $A=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{Z}^{1 \times n}$ and consider the affine lattice $\Lambda(\boldsymbol{a}, b):=\Lambda_{\gamma}(A, b)$. We can write the affine lattice as

$$
\begin{equation*}
\Lambda(\boldsymbol{a}, b)=\left\{\left(\lambda_{2}, \ldots, \lambda_{n}\right)^{T} \in \mathbb{Z}^{n-1}: \lambda_{2} a_{2}+\cdots+\lambda_{n} a_{n} \equiv b\left(\bmod a_{1}\right)\right\} . \tag{4.62}
\end{equation*}
$$

Following (4.35), the map $\left.\pi_{\gamma}\right|_{H(A, b)}$ is a bijection. It follows that the point $\boldsymbol{y}^{*}=\pi_{\gamma}\left(z^{*}\right)$ is a vertex of the sail $\mathscr{E}(\Lambda(\boldsymbol{a}, b))$.

Suppose, to derive a contradiction, that the equality

$$
\begin{equation*}
\delta=\frac{\left(z_{2}^{*}+\cdots+z_{n}^{*}\right)\|\boldsymbol{a}\|_{\infty}}{a_{1}} \tag{4.63}
\end{equation*}
$$

holds. By (4.43) we have

$$
\delta=\frac{z_{2}^{*} a_{2}+\cdots+z_{n}^{*} a_{n}}{a_{1}}
$$

and, consequently, (4.63) implies $a_{2}=\cdots=a_{n}=\|\boldsymbol{a}\|_{\infty}$. Therefore, using (4.62), the affine lattice $\Lambda(\boldsymbol{a}, b)$ contains the points

$$
\begin{equation*}
\left(z_{2}^{*}+\cdots+z_{n}^{*}\right) \boldsymbol{e}_{j}, j \in\{2, \ldots, n\} \tag{4.64}
\end{equation*}
$$

The point $y^{*}=\left(z_{2}^{*}, \ldots, z_{n}^{*}\right)^{T}$, in its turn, belongs to the simplex with vertices (4.64) and has $\|\boldsymbol{y}\|_{0}=r \geq 2$. Therefore $\boldsymbol{y}^{*}$ cannot be a vertex of the sail $\mathscr{E}(\Lambda(\boldsymbol{a}, b))$. The derived contradiction completes the proof of Theorem 4.1.6.

### 4.8 Proof of Corollary 4.1.7

By Theorem 4.1.6 we know that the knapsack polytope $P(a, b)$ contains an integral vertex $\boldsymbol{z}^{*}$ of the corner polyhedron $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$. In consequence, we can bound $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}$ as follows. If $r=0$, we clearly have $\boldsymbol{x}^{*}=\boldsymbol{z}^{*}$, which justifies (4.21).

If $r=1$, then after reordering if necessary, we can assume without loss of generality that the vertex of the corner polyhedron $z^{*}$ has the form $z^{*}=\left(z_{1}^{*}, z_{2}^{*}, 0, \ldots, 0\right)^{T}$ and, in consequence, the vertex distance $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}$ can be bounded by

$$
\left\|x^{*}-z^{*}\right\|_{1}=\left|x_{1}^{*}-z_{1}^{*}\right|+\left|z_{2}^{*}\right|<2\left(\|\boldsymbol{a}\|_{\infty}-1\right)
$$

where the final inequality follows directly from (4.18) and by noting that $\left|x_{1}^{*}-z_{1}^{*}\right| \notin \mathbb{Z}$. This yields (4.22) as required.

If $r \geq 2$, then after reordering if necessary, we can assume without loss of generality that the vertex of the corner polyhedron $\boldsymbol{z}^{*}$ has the form $\boldsymbol{z}^{*}=\left(z_{1}^{*}, z_{2}^{*}, \ldots, z_{r+1}^{*}, 0, \ldots, 0\right)^{T}$ and, in consequence, $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1}$ can be bounded by

$$
\begin{aligned}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}^{*}\right\|_{1} & =\left|x_{1}^{*}-z_{1}^{*}\right|+\left|z_{2}^{*}\right|+\cdots+\left|z_{r+1}^{*}\right| \\
& <\underbrace{\frac{r}{2^{r}}\|\boldsymbol{a}\|_{\infty}+\cdots+\frac{r}{2^{r}}\|\boldsymbol{a}\|_{\infty}}_{(r+1) \text {-terms }}=\frac{r(r+1)}{2^{r}}\|\boldsymbol{a}\|_{\infty}
\end{aligned}
$$

where the strict inequality follows in light of (4.19) and through the observation that $\left|x_{1}^{*}-z_{1}^{*}\right| \notin \mathbb{Z}$ when $r \geq 2$. Furthermore, in the case when $r \geq 2$, we notice that

$$
\frac{r(r+1)}{2^{r}} \leq \frac{3}{2}
$$

holds with equality only if $r \in\{2,3\}$. This upper bound further yields the bound (4.23) as required and concludes the proof of Corollary 4.1.7.

### 4.9 Proof of Corollary 4.1.8

By Theorem 4.1.6 we know that the knapsack polytope $P(\boldsymbol{a}, \boldsymbol{b})$ contains an integral vertex $\boldsymbol{z}^{*}$ of the corner polyhedron $\mathscr{C}_{\gamma}(\boldsymbol{a}, b)$. Therefore, the integrality gap $\operatorname{IG}(\boldsymbol{c}, \boldsymbol{a}, b)$ can be bounded by

$$
\begin{equation*}
I G(c, a, b) \leq\left\|x^{*}-z^{*}\right\|_{\infty} \sum_{i \in \operatorname{supp}\left(x^{*}-z^{*}\right)}\left|c_{i}\right| . \tag{4.65}
\end{equation*}
$$

If $r=0$, we clearly have $\boldsymbol{x}^{*}=\boldsymbol{z}^{*}$, that justifies (4.26). Furthermore, noting that $\boldsymbol{x}^{*}$ has at most nonzero entry, the inequality (4.65) implies that

$$
I G(c, a, b) \leq(r+1)\left\|x^{*}-z^{*}\right\|_{\infty}\|c\|_{\infty}
$$

where performing a simple rearrangement immediately yields the bounds (4.27) and (4.28) as required which concludes the proof of Corollary 4.1.8.

### 4.10 Proof of Theorem 4.1.9

For $n \geq 2$, we set

$$
\boldsymbol{a}^{(n)}=\left(2^{n-1}, 2^{n-2}, \ldots, 1\right)^{T} \text { and } b^{(n)}=\mathbf{1}_{n}^{T} \boldsymbol{a}^{(n)}=2^{n}-1,
$$

where $\mathbf{1}_{n}=(1, \ldots, 1)^{T} \in \mathbb{Z}^{n}$ denotes the $n$-dimensional integral vector where each entry is equal to one. Let $P_{I}\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)=\operatorname{conv}\left(P\left(\boldsymbol{a}^{(n)}, b^{(n)}\right) \cap \mathbb{Z}^{n}\right)$ be the integer hull of the knapsack polytope $P\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)$.

We will make use of the following two observations.
Lemma 4.10.1. The point $\mathbf{1}_{n}$ is a vertex of the polytope $P_{I}\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)$.
Proof. We will use induction on $n$. The basis step $n=2$ holds as there are only two integer points $\mathbf{1}_{2}$ and $(0,3)^{T}$ in the polytope $P\left(\boldsymbol{a}^{(2)}, b^{(2)}\right)$. In order to verify the inductive step, suppose that the result does not hold for some $n \geq 3$. Observe that any integer point $\boldsymbol{z}=\left(z_{1}, \ldots, z_{n}\right)^{T} \in P\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)$ has $z_{1} \leq 1$. Consequently, the point $\mathbf{1}_{n}$ belongs to the face $P_{I}\left(\boldsymbol{a}^{(n)}, b^{(n)}\right) \cap\left\{\boldsymbol{x} \in \mathbb{R}^{n}: x_{1}=1\right\}$ of the polyhedron $P_{I}\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)$. Hence, the point $\mathbf{1}_{n}$ is a convex combination of some integer points in $P\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)$ that have the first entry 1 . Therefore, removing the first entry we obtain a convex combination of integer points from $P\left(a^{(n-1)}, b^{(n-1)}\right)$ equal to $\mathbf{1}_{n-1}$. The obtained contradiction completes the proof of Lemma 4.10.1.

In light of the assumption regarding the size of the dimension $n$ in the statement of Theorem 4.1.9, we assume during the rest of the proof of this result that $n \geq 3$.

Lemma 4.10.2. The point $\mathbf{1}_{n-1}$ is a vertex of the sail $\mathscr{E}\left(\Lambda\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)\right)$.
Proof. Using (4.62), the affine lattice $\Lambda\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)$ can be written as

$$
\Lambda\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)=\left\{x \in \mathbb{Z}^{n-1}: 2^{n-2} x_{2}+\cdots+x_{n} \equiv-1\left(\bmod 2^{n-1}\right)\right\},
$$

which follows since $2^{n}-1=2^{n-1} \cdot 2-1 \equiv-1\left(\bmod 2^{n-1}\right)$. Therefore,

$$
\mathscr{H}=\left\{\boldsymbol{x} \in \mathbb{R}^{n-1}: 2^{n-2} x_{2}+\cdots+x_{n}=2^{n-1}-1\right\}
$$

is a supporting hyperplane of $\mathscr{E}\left(\Lambda\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)\right)$. Consequently,

$$
P_{I}\left(\boldsymbol{a}^{(n-1)}, b^{(n-1)}\right)=\mathscr{H} \cap \mathscr{E}\left(\Lambda\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)\right)
$$

is a face of $\mathscr{E}\left(\Lambda\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)\right)$. The result now follows in light of Lemma 4.10.1.
For a positive integer $t$, set

$$
\boldsymbol{a}^{(n)}(t)=\left(a_{1}^{(n)}(t), \ldots, a_{n}^{(n)}(t)\right)^{T}=\left(2^{n-1}, 2^{n-2}+t 2^{n-1}, \ldots, 1+t 2^{n-1}\right)^{T}
$$

and $b^{(n)}(t)=\mathbf{1}_{n}^{T} \boldsymbol{a}^{(n)}(t)=2^{n}+(n-1) t 2^{n-1}-1$. Consider the vertex

$$
\boldsymbol{v}^{(n)}(t)=\left(\frac{b^{(n)}(t)}{a_{1}^{(n)}(t)}\right) \boldsymbol{e}_{1}
$$

of the knapsack polytope $P\left(\boldsymbol{a}^{(n)}(t), b^{(n)}(t)\right)$.
In view of (4.62), we have $\Lambda\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)=\Lambda\left(\boldsymbol{a}^{(n)}(t), b^{(n)}(t)\right)$. Therefore, by Lemma 4.10.2, the point $\mathbf{1}_{n-1}$ is a vertex of the sail $\mathscr{E}\left(\Lambda\left(\boldsymbol{a}^{(n)}(t), b^{(n)}(t)\right)\right)$. Observe that the sail $\mathscr{E}\left(\Lambda\left(\boldsymbol{a}^{(n)}(t), b^{(n)}(t)\right)\right)$ is the image of the corner polyhedron $\mathscr{C}_{\{1\}}\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)$ under the bijective linear map $\left.\pi_{\{1\}}\right|_{H\left(a^{(n)}(t), b^{(n)}(t)\right)}(\cdot)$. Using (4.35), the $n$-dimensional point

$$
\mathbf{1}_{n}=\left.\pi_{\{1\}}^{-1}\right|_{H\left(a^{(n)}(t), b^{(n)}(t)\right)}\left(\mathbf{1}_{n-1}\right)
$$

is a feasible vertex of $\mathscr{C}_{\{1\}}\left(\boldsymbol{a}^{(n)}, b^{(n)}\right)$. Note also that $\mathbf{1}_{n} \in P\left(\boldsymbol{a}^{(n)}(t), b^{(n)}(t)\right)$.
It is now sufficient to show that for any $\epsilon>0$,

$$
\begin{equation*}
\left\|\boldsymbol{v}^{(n)}(t)-\mathbf{1}_{n}\right\|_{\infty} \frac{2^{n-1}}{n-1}>(1-\epsilon)\left\|\boldsymbol{a}^{(n)}(t)\right\|_{\infty} \tag{4.66}
\end{equation*}
$$

holds for sufficiently large $t$. Upon recalling the form of $v^{(n)}(t)$, we have

$$
\begin{aligned}
\left\|\boldsymbol{v}^{(n)}(t)-1_{n}\right\|_{\infty} & =\frac{b^{(n)}(t)}{a_{1}^{(n)}(t)}-1=\frac{2^{n}+(n-1) t 2^{n-1}-1}{2^{n-1}}-1 \\
& =\frac{2^{n-1} \cdot 2+(n-1) t 2^{n-1}-1}{2^{n-1}}-1=(n-1) t+1-\frac{1}{2^{n-1}}
\end{aligned}
$$

Finally, observe that

$$
\frac{\left\|\boldsymbol{v}^{(n)}(t)-\mathbf{1}_{n}\right\|_{\infty}}{\left\|\boldsymbol{a}^{(n)}(t)\right\|_{\infty}}=\frac{(n-1) t+1-2^{-(n-1)}}{2^{n-2}+t 2^{n-1}} \longrightarrow \frac{n-1}{2^{n-1}}
$$

as $t \rightarrow \infty$, which implies that (4.66) and (4.29) hold as required, concluding the proof of Theorem 4.1.9.

### 4.11 Proof of Theorem 4.1.10

We will apply the following result by Bombieri and Vaaler [21] and, in consequence, the proof of Theorem 4.1.10 follows in a rather straightforward manner. Recall that for a given matrix $A \in \mathbb{Z}^{m \times n}$, we denote by $\Gamma(A)=\Gamma(A, 0)$ the lattice formed by all integer points in the kernel of the matrix $A$, i.e. $\Gamma(A)=\left\{x \in \mathbb{R}^{n}: A \boldsymbol{x}=0\right\} \cap \mathbb{Z}^{n}$.

Theorem 4.11.1 ([21, Theorem 2]). Let $A \in \mathbb{Z}^{m \times n}$ with $m<n$ be a matrix of full rank $m$. There exist $n-m$ linearly independent integral vectors $y_{1}, \ldots, y_{n-m} \in \Gamma(A)$ satisfying

$$
\prod_{i=1}^{n-m}\left\|\boldsymbol{y}_{i}\right\|_{\infty} \leq \frac{\sqrt{\operatorname{det}\left(A A^{T}\right)}}{\operatorname{gcd}(A)}
$$

This result intuitively tells us that that if the coefficients in the system $A y=0$ are small integers, then there will exist $n-m$ nontrivial linearly independent integral solutions to the homogeneous linear system $A y=\mathbf{0}$ which each involve only small integers.

Let $\boldsymbol{z}^{*}$ be an integral vertex of the integer hull $P_{I}(A, \boldsymbol{b})$ that gives an optimal solution to the IP (4.30). We will show that $\boldsymbol{z}^{*}$ satisfies (4.32) and firstly we argue that it suffices to consider the case $\left\|\boldsymbol{z}^{*}\right\|_{0}=n$. Suppose that $\left\|z^{*}\right\|_{0}<n$. For $\tau=\operatorname{supp}\left(\boldsymbol{z}^{*}\right)$, we set $\bar{A}=A_{\tau}, \overline{\boldsymbol{b}}=\boldsymbol{b}, \overline{\boldsymbol{c}}=\boldsymbol{c}_{\tau}$, and $\overline{\boldsymbol{z}}^{*}=\boldsymbol{z}_{\tau}^{*}$. By removing linearly dependent rows if necessary, we may assume that $\bar{A}$ has full row rank. Let $\bar{m}=\operatorname{rank}(\bar{A}) \leq m$. Observe that $\overline{\boldsymbol{z}}^{*}$ is an optimal solution for the corresponding problem (4.30) with minimal support. Furthermore, $\overline{\boldsymbol{z}}^{*}$ has full support. Now, if (4.32) holds true for $\overline{\boldsymbol{z}}^{*}$, then

$$
\begin{equation*}
\left(\rho\left(z^{*}\right)+1\right)^{s-m} \leq\left(\rho\left(\bar{z}^{*}\right)+1\right)^{s-\bar{m}} \leq \frac{\sqrt{\operatorname{det}\left(\bar{A} \bar{A}^{T}\right)}}{\operatorname{gcd}(\bar{A})} \tag{4.67}
\end{equation*}
$$

Further, using [6, Lemma 2.3], we have

$$
\begin{equation*}
\frac{\sqrt{\operatorname{det}\left(\bar{A} \bar{A}^{T}\right)}}{\operatorname{gcd}(\bar{A})} \leq \frac{\sqrt{\operatorname{det}\left(A A^{T}\right)}}{\operatorname{gcd}(A)} \tag{4.68}
\end{equation*}
$$

where combining (4.67) and (4.68) yields (4.32) as required, which completes the proof for the scenario when $\left\|z^{*}\right\|_{0}<n$.

From now on, we assume that $\left\|z^{*}\right\|_{0}=n$. Suppose, to derive a contradiction, that (4.32) does not hold, that is

$$
\left(\rho\left(z^{*}\right)+1\right)^{n-m}>\frac{\sqrt{\operatorname{det}\left(A A^{T}\right)}}{\operatorname{gcd}(A)}
$$

By Theorem 4.11.1, there exists a vector $\boldsymbol{y} \in \mathbb{Z}^{n} \backslash\{\mathbf{0}\}$ such that

$$
A \boldsymbol{y}=\mathbf{0} \text { and }\|\boldsymbol{y}\|_{\infty} \leq\left(\frac{\sqrt{\operatorname{det}\left(A A^{T}\right)}}{\operatorname{gcd}(A)}\right)^{\frac{1}{n-m}}<\rho\left(\boldsymbol{z}^{*}\right)+1
$$

It follows that both $\boldsymbol{z}^{*}+\boldsymbol{y}$ and $\boldsymbol{z}^{*}-\boldsymbol{y}$ are integral points in the polyhedron $P(A, \boldsymbol{b})$ and, in consequence, $\boldsymbol{z}^{*}$ is not a vertex of the integral hull $P_{I}(A, \boldsymbol{b})$. The obtained contradiction completes the proof of Theorem 4.1.10.

## Chapter 5

## Refinements for Special Cases

In this chapter we collect several results that in special cases provide refinements of the known distance and sparsity bounds under additional assumptions which motivate future research.

### 5.1 An Optimal Bound for the $A \in \mathbb{Z}^{m \times(m+1)}$ Scenario

### 5.1.1 Introduction

We assume that a matrix $A \in \mathbb{Z}^{m \times n}$ has full rank $m$ and let $\boldsymbol{b} \in \mathbb{Z}^{m}$ be an $m$-dimensional integer vector. Consider the polyhedron

$$
P=P(A, \boldsymbol{b})=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: A \boldsymbol{x}=\boldsymbol{b}\right\}
$$

and, assuming $P$ is nonempty, take any vertex $\boldsymbol{x}^{*}$ of the polyhedron $P$. Because the matrix $A$ has full rank $m$ by assumption, it again follows that there exists a basis $\gamma$ of $A$ such that

$$
\begin{equation*}
\boldsymbol{x}_{\gamma}^{*}=A_{\gamma}^{-1} \boldsymbol{b} \text { and } \boldsymbol{x}_{\bar{\gamma}}^{*}=0 . \tag{5.1}
\end{equation*}
$$

Recall that $\Lambda=\Lambda(A, b)$ denotes the affine lattice in $\mathbb{R}^{n}$ formed by taking integer points in the (affine) flat that is described by the linear system $A \boldsymbol{x}=\boldsymbol{b}$, namely

$$
\Lambda=\Lambda(A, \boldsymbol{b})=\left\{\boldsymbol{x} \in \mathbb{Z}^{n}: A \boldsymbol{x}=\boldsymbol{b}\right\} .
$$

In order to simplify notation slightly, throughout this section we let $\pi(\cdot): \mathbb{R}^{m+1} \rightarrow \mathbb{R}$ denote the projection onto the final coordinate, i.e. the projection that forgets about the first $m$ coordinates. Furthermore, recall that $\Delta(A)$ and $\operatorname{gcd}(A)$ denote the greatest absolute valued $m$-dimensional subdeterminant and the greatest common divisor of all $m$-dimensional subdeterminants of $A$, respectively.

The first result of this chapter provides an optimal upper bound in a special case for the $\ell_{\infty}$-distance from any vertex $\boldsymbol{x}^{*}$ of the polyhedron $P$ which is given by a basis $\gamma$ as in (5.1) to the set of its lattice points $\boldsymbol{z} \in P \cap \mathbb{Z}^{n}$. It should be emphasised that
by optimal we mean that one can find an example, namely Example 5.1.2, where the equality appearing in (5.4) is attained. Further, it is worth noting that $\boldsymbol{z}$ is used in order to denote that the lattice point $\boldsymbol{z}$ need not be an optimal integral solution to a given IP nor a vertex of a corner polyhedron.

For this purpose, we recall that the (maximum) vertex distance $d(A, \boldsymbol{b})$ is

$$
d(A, \boldsymbol{b})= \begin{cases}\max _{x^{*}} \min _{z \in P \cap \mathbb{Z}^{n}}\left\|x^{*}-z\right\|_{\infty}, & \text { if } P \cap \mathbb{Z}^{n} \neq \emptyset \\ & -\infty, \text { otherwise },\end{cases}
$$

where the maximum is taken over all vertices $\boldsymbol{x}^{*}$ of the polyhedron $P$. The (maximum) vertex distance is the largest $\ell_{\infty}$-distance from any vertex $\boldsymbol{x}^{*}$ of $P$ to a nearby feasible integer point $\boldsymbol{z} \in P \cap \mathbb{Z}^{n}$.

Recall (from Chapter 3) that provided $P \cap \Lambda \neq \emptyset$, then the results of Eisenbrand and Weismantel [41] show that from any vertex $\boldsymbol{x}^{*}$ of $P$ there exists a lattice point $\boldsymbol{z} \in P \cap \Lambda$ satisfying

$$
\begin{equation*}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1} \leq m\left(2 m\|A\|_{\infty}+1\right)^{m} . \tag{5.2}
\end{equation*}
$$

This upper bound has recently been strengthened by Lee et al. [72, 73]. Further, recall (from Chapter 3) that in the knapsack scenario, i.e. when $m=1$, Aliev et al. [8] show that the (maximum) vertex distance $d(\boldsymbol{a}, \boldsymbol{b})$ is optimally bounded by

$$
\begin{equation*}
d(\boldsymbol{a}, b) \leq\|\boldsymbol{a}\|_{\infty}-1 \tag{5.3}
\end{equation*}
$$

where we follow traditional vector notation, where we replacing $A$ and $\boldsymbol{b}$ by $\boldsymbol{a} \in \mathbb{Z}^{n}$ and $b \in \mathbb{Z}$, respectively.

In particular, the following theorem provides an optimal upper bound for the (maximum) vertex distance for the $m \times(m+1)$ dimensional scenario. It is worth noting that the upper bound depends only on subdeterminants of the matrix $A$. Furthermore, we provide an example for the case $m=2$ that demonstrates the optimality of this upper bound. It is worth emphasising that optimal here means that we can construct an example where the equality appearing in (5.4) is attained.

Theorem 5.1.1. Let $A \in \mathbb{Z}^{m \times(m+1)}$ with full rank $m$ and $\boldsymbol{b} \in \mathbb{Z}^{m}$. If $P \cap \mathbb{Z}^{m+1} \neq \emptyset$, then

$$
\begin{equation*}
d(A, \boldsymbol{b}) \leq \frac{\Delta(A)}{\operatorname{gcd}(A)}-1 \tag{5.4}
\end{equation*}
$$

The following example demonstrates the optimality of Theorem 5.1.1 in the case when $m=2$ and, additionally, one can visualise this example using Figure 5.1.

Example 5.1.2. Consider

$$
A=\left(\begin{array}{ccc}
3 & 11 & 7 \\
-5 & 7 & 3
\end{array}\right) \text { and } \boldsymbol{b}=\binom{154}{58}
$$

In this case, the 2-dimensional subdeterminants of $A$ are

$$
\operatorname{det}\left(\begin{array}{cc}
3 & 11 \\
-5 & 7
\end{array}\right)=76, \operatorname{det}\left(\begin{array}{cc}
3 & 7 \\
-5 & 3
\end{array}\right)=44 \text { and } \operatorname{det}\left(\begin{array}{cc}
11 & 7 \\
7 & 3
\end{array}\right)=-16
$$

respectively. In particular, note that $\Delta(A)=76$ and $\operatorname{gcd}(A)=4$. In this case the polyhedron $P$ is precisely a line segment (Figure 5.1) connecting $\boldsymbol{x}_{1}^{*}=(110 / 19,236 / 19,0)^{T}$ and $\boldsymbol{x}_{2}^{*}=$ $(14 / 11,0,236 / 11)^{T}$ and, in addition, the only feasible integer point is $\boldsymbol{z}=(2,2,18)^{T}$. We consider the maximum vertex distance $d(A, \boldsymbol{b})$ from the two vertices to the feasible integral point $\boldsymbol{z}$. The corresponding $\ell_{\infty}$-norm distances from the vertices $\boldsymbol{x}_{1}^{*}$ and $\boldsymbol{x}_{2}^{*}$ to $\boldsymbol{z}$ are

$$
\left\|x_{1}^{*}-z\right\|_{\infty}=\max \left(\left|\frac{110}{19}-2\right|,\left|\frac{236}{19}-2\right|, 18\right)=18
$$

and

$$
\left\|x_{2}^{*}-z\right\|_{\infty}=\max \left(\left|\frac{14}{11}-2\right|, 2,\left|\frac{236}{11}-18\right|\right)=\frac{38}{11}
$$

respectively. The maximum vertex distance is consequently $d(A, \boldsymbol{b})=18$ and noting that

$$
\frac{\Delta(A)}{\operatorname{gcd}(A)}-1=\frac{76}{4}-1=19-1=18
$$

holds demonstrates that the inequality (5.4) from Theorem 5.1.1 is sharp.
In light of the optimal upper bound (5.3) of Aliev et al. [8] and since Theorem 5.1.1 provides an optimal worst-case upper bound on the distance from any vertex $\boldsymbol{x}^{*}$ of the polyhedron $P$ to a nearby feasible integer point $z$ with respect to the $\ell_{\infty}$-norm that is independent of both $n$ and $m$ in the $m \times(m+1)$-dimensional scenario, we propose for the general setting the following.

Conjecture 1. Let $A \in \mathbb{Z}^{m \times n}$ be a matrix of full rank $m$ and $\boldsymbol{b} \in \mathbb{Z}^{m}$. If $P \cap \mathbb{Z}^{n} \neq \emptyset$, then

$$
d(A, \boldsymbol{b}) \leq \frac{\Delta(A)}{\operatorname{gcd}(A)}-1
$$

### 5.1.2 Proof of Theorem 5.1.1

Reordering the columns of the matrix $A$ if necessary, we may assume without loss of generality that $\gamma=\{1,2, \ldots, m\}$, i.e. that $A$ is written in the form $A=\left(A_{\gamma}, A_{\bar{\gamma}}\right)$, where


Figure 5.1: This figure provides a visualisation of Example 5.1.2. The blue and orange planes are $3 x_{1}+11 x_{2}+7 x_{3}=154$ and $-5 x_{1}+7 x_{2}+3 x_{3}=58$, respectively. The polyhedron is precisely the intersection of the two hyperplanes restricted to the positive orthant. It is precisely the black line segment connecting the two red vertices $\boldsymbol{x}_{1}^{*}$ and $\boldsymbol{x}_{2}^{*}$, which additionally contains the green unique feasible integer point $\boldsymbol{z}$.
$\operatorname{det}\left(A_{\gamma}\right) \neq 0$. In this case $A_{\bar{\gamma}}$ is an $m$-dimensional column vector. The polyhedron $P$ can be consequently written as

$$
P=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{m+1}: A_{\gamma} \boldsymbol{x}_{\gamma}+A_{\bar{\gamma}} x_{\bar{\gamma}}=\boldsymbol{b}\right\}
$$

where $\boldsymbol{x}=\left(\boldsymbol{x}_{\gamma}, x_{\bar{\gamma}}\right)^{T}$, i.e. $\boldsymbol{x}_{\gamma} \in \mathbb{R}^{m}$ and $x_{\bar{\gamma}} \in \mathbb{R}$ contain the entries of the vector $\boldsymbol{x}$ corresponding to $A_{\gamma}$ and $A_{\bar{\gamma}}$, respectively. In particular, it is worth emphasising that since $A=\left(A_{\gamma}, A_{\bar{\gamma}}\right)$, then $x_{\bar{\gamma}}=x_{m+1}$. The condition (5.1) on $x^{*}$ can be equivalently expressed as

$$
\boldsymbol{x}_{\gamma}^{*}=A_{\gamma}^{-1} \boldsymbol{b} \text { and } x_{\bar{\gamma}}^{*}=x_{m+1}^{*}=0 .
$$

Furthermore, using Cramer's Rule (Lemma 2.7.1), the vertex $\boldsymbol{x}^{*}$ has the form

$$
\begin{equation*}
\boldsymbol{x}^{*}=\left(\frac{\operatorname{det}\left(A_{\gamma}^{1}(\boldsymbol{b})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, \frac{\operatorname{det}\left(A_{\gamma}^{2}(\boldsymbol{b})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, \ldots, \frac{\operatorname{det}\left(A_{\gamma}^{m}(\boldsymbol{b})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, 0\right)^{T} \tag{5.5}
\end{equation*}
$$

where $A_{\gamma}^{i}(\boldsymbol{b})$ denotes the submatrix $A_{\gamma}$ whose $i$-th column has been replaced by the integral column vector $\boldsymbol{b}$. Observe that when the polyhedron $P$ is bounded, then $P$ is a line segment in $\mathbb{R}^{m+1}$ connecting its two vertices. If instead the polyhedron $P$ is unbounded, then $P$ is a ray in $\mathbb{R}^{m+1}$ where $\boldsymbol{x}^{*}$ is the only vertex of $P$.

Recall that we are upper bounding the distance with respect to the $\ell_{\infty}$-norm from the vertex $\boldsymbol{x}^{*}$ to some nearby feasible integral point. We denote such an integral point by $\boldsymbol{z}=\left(z_{1}, \ldots, z_{m+1}\right)^{T} \in P \cap \mathbb{Z}^{m+1}$. We assume that $\boldsymbol{z}$ is the feasible integral point with minimal final coordinate. It is worth emphasising that this assumption means that $\boldsymbol{z}$ is the closest integral point from $x^{*}$ in the $x_{m+1}$-th coordinate direction with respect to the $\ell_{\infty}$-norm.

Note that the form of $x^{*}(5.5)$ implies that its projection is $\pi\left(x^{*}\right)=0$. In particular, we now consider $\left\|\pi\left(x^{*}\right)-\pi(z)\right\|_{\infty}=z_{m+1}$. Recall that $\Lambda$ denotes the affine lattice in $\mathbb{R}^{m+1}$ containing all integer points in the (affine) flat described by the linear system $A \boldsymbol{x}=\boldsymbol{b}$. In particular, its projection $\pi(\Lambda)$ is a one-dimensional affine lattice which, in light of Lemma 4.2.4 (from Chapter 4), has determinant $\operatorname{det}(\Lambda)=\left|\operatorname{det}\left(A_{\gamma}\right)\right| / \operatorname{gcd}(A)$. It follows that all projected affine lattice points from $\pi(\Lambda)$ belong to the same congruence class. Further, upon noting that the least residue in this congruence class is one of the integers $\{0,1, \ldots, \operatorname{det}(\Lambda)-1\}$, it follows since $\boldsymbol{z}$ is the closest integral point from $\boldsymbol{x}^{*}$ in the $x_{m+1}$-th coordinate direction with respect to the $\ell_{\infty}$-norm by assumption, that $\pi(\boldsymbol{z})$ satisfies

$$
\pi(\boldsymbol{z})=z_{m+1} \leq \operatorname{det}(\Lambda)-1=\left|\operatorname{det}\left(A_{\gamma}\right)\right| / \operatorname{gcd}(A)-1 .
$$

Observe that if one fixes the value of $z_{m+1}$ then the corresponding $m$-dimensional integer solution $\boldsymbol{z}_{\gamma}$ is uniquely determined by $\boldsymbol{z}_{\gamma}=A_{\gamma}^{-1}\left(\boldsymbol{b}-A_{\tilde{\gamma}^{\prime}} \boldsymbol{z}_{m+1}\right)$ because the matrix $A_{\gamma}$ is nonsingular by assumption. In order to simplify the subsequent notation, we let $\tilde{\boldsymbol{b}}=\boldsymbol{b}-A_{\tilde{\gamma}} z_{m+1}$. In particular, using Cramer's rule (Lemma 2.7.1), the $m$-dimensional integer solution $z_{B}$ is given by

$$
\begin{equation*}
\boldsymbol{z}_{B}=\left(z_{1}, z_{2}, \ldots, z_{m}\right)^{T}=\left(\frac{\operatorname{det}\left(A_{\gamma}^{1}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, \frac{\operatorname{det}\left(A_{\gamma}^{2}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, \ldots, \frac{\operatorname{det}\left(A_{\gamma}^{m}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}\right)^{T} . \tag{5.6}
\end{equation*}
$$

Further, the $m$-dimensional solution (5.6) to the linear system $B \boldsymbol{x}_{B}=\tilde{\boldsymbol{b}}$ can be "lifted" to yield a solution in the $(m+1)$-dimensional space by simply appending the fixed $z_{m+1}$ to the ( $m+1$ )-th entry of the solution. In other words, we can write

$$
\boldsymbol{z}=\left(z_{1}, z_{2}, \ldots, z_{m}, z_{m+1}\right)^{T}=\left(\frac{\operatorname{det}\left(A_{\gamma}^{1}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, \frac{\operatorname{det}\left(A_{\gamma}^{2}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, \ldots, \frac{\operatorname{det}\left(A_{\gamma}^{m}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, z_{m+1}\right)^{T}
$$

Recalling the assumed form (5.5) of the vertex $\boldsymbol{x}^{*}$, the vertex distance $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty}$ is precisely given by

$$
\begin{aligned}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty}= & \|\left(\frac{\operatorname{det}\left(A_{\gamma}^{1}(\boldsymbol{b})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, \frac{\operatorname{det}\left(A_{\gamma}^{2}(\boldsymbol{b})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, \ldots, \frac{\operatorname{det}\left(A_{\gamma}^{m}(\boldsymbol{b})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, 0\right)^{T} \\
& -\left(\frac{\operatorname{det}\left(A_{\gamma}^{1}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, \frac{\operatorname{det}\left(A_{\gamma}^{2}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, \ldots, \frac{\operatorname{det}\left(A_{\gamma}^{m}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}, z_{m+1}\right)^{T} \|_{\infty} .
\end{aligned}
$$

This can be expressed equivalently using the definition of the $\ell_{\infty}$-norm as

$$
\begin{gather*}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty}=\max \left(\left|\frac{\operatorname{det}\left(A_{\gamma}^{1}(\boldsymbol{b})\right)-\operatorname{det}\left(A_{\gamma}^{1}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}\right|,\left|\frac{\operatorname{det}\left(A_{\gamma}^{2}(\boldsymbol{b})\right)-\operatorname{det}\left(A_{\gamma}^{2}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}\right|,\right.  \tag{5.7}\\
\left.\ldots,\left|\frac{\operatorname{det}\left(A_{\gamma}^{m}(\boldsymbol{b})\right)-\operatorname{det}\left(A_{\gamma}^{m}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}\right|, z_{m+1}\right) .
\end{gather*}
$$

Recall we have shown that $z_{m+1} \leq\left|\operatorname{det}\left(A_{\gamma}\right)\right| / \operatorname{gcd}(A)-1$ holds and, furthermore, notice that $z_{m+1} \leq \Delta(A) / \operatorname{gcd}(A)-1$ holds. In particular, this observation implies that (5.4) holds for the final difference appearing in (5.7), namely $\left|x_{m+1}^{*}-z_{m+1}\right|=z_{m+1} \leq$ $\Delta(A) / \operatorname{gcd}(A)-1$.

It remains sufficient to consider the first $m$ differences appearing in (5.7). Take the $j$-th difference for $j \in\{1, \ldots, m\}$ which appears in (5.7), namely

$$
\begin{equation*}
\left|\frac{\operatorname{det}\left(A_{\gamma}^{j}(\boldsymbol{b})\right)-\operatorname{det}\left(A_{\gamma}^{j}(\tilde{\boldsymbol{b}})\right)}{\operatorname{det}\left(A_{\gamma}\right)}\right| . \tag{5.8}
\end{equation*}
$$

In order to enable us to work with the determinants appearing in the numerator in (5.8), we make use of Laplace's expansion formula (Theorem 2.6.1). For this purpose, denote by $M_{i, j}$ and $\tilde{M}_{i, j}$ the $(m-1)$-dimensional square submatrices formed by deleting the $i$-th row and $j$-th column of matrices $A_{\gamma}^{j}(\boldsymbol{b})$ and $A_{\gamma}^{j}(\tilde{\boldsymbol{b}})$, respectively. Upon expanding both determinants from the numerator of (5.8) along the $j$-th column, we may equivalently express (5.8) as

$$
\begin{gather*}
\left|\frac{\sum_{i=1}^{m}\left((-1)^{i+j} \cdot b_{i} \cdot \operatorname{det}\left(M_{i, j}\right)\right)-\sum_{i=1}^{m}\left((-1)^{i+j} \cdot \tilde{b}_{i} \cdot \operatorname{det}\left(\tilde{M}_{i, j}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)}\right|  \tag{5.9}\\
=\left|\frac{\sum_{i=1}^{m}\left((-1)^{i+j} \cdot\left(b_{i}-\tilde{b}_{i}\right) \cdot \operatorname{det}\left(M_{i, j}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)}\right|,
\end{gather*}
$$

where the equality follows since $M_{i, j}=\tilde{M}_{i, j}$ holds because $A_{\gamma}^{j}(\boldsymbol{b})$ and $A_{\gamma}^{j}(\tilde{\boldsymbol{b}})$ vary only in their $j$-th column, which is the column that has been forgotten about by the expansion leading to the submatrices $M_{i, j}$ and $\tilde{M}_{i, j}$.

Recall that $\tilde{\boldsymbol{b}}=\boldsymbol{b}-A_{\bar{\gamma}} z_{m+1}$ for fixed $z_{m+1}$ and hence (5.9) can be equivalently expressed after simple algebraic manipulation as

$$
\begin{align*}
& \left|\frac{\sum_{i=1}^{m}\left((-1)^{i+j} \cdot\left(b_{i}-\left(b_{i}-a_{i(m+1)} \cdot z_{m+1}\right)\right) \cdot \operatorname{det}\left(M_{i, j}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)}\right|  \tag{5.10}\\
& =\left|\frac{z_{m+1} \cdot \sum_{i=1}^{m}\left((-1)^{i+j} \cdot a_{i(m+1)} \cdot \operatorname{det}\left(M_{i, j}\right)\right)}{\operatorname{det}\left(A_{\gamma}\right)}\right|=\left|\frac{z_{m+1} \cdot\left|\operatorname{det}\left(A_{\gamma}^{j}\left(A_{\bar{\gamma}}\right)\right)\right|}{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}\right|
\end{align*}
$$

where the final equality follows by making use of Laplace's expansion formula (Theorem 2.6.1) in order to write the summations equivalently as the determinant of a square $m$ dimensional matrix. We could alternatively deduce the final expression appearing in (5.10) directly from (5.8) using several fundamental properties of determinants.

Recall that $z_{m+1} \leq\left|\operatorname{det}\left(A_{\gamma}\right)\right| / \operatorname{gcd}(A)-1$ holds and hence (5.10) is further bounded from above by

Notice that the matrix $A_{\gamma}^{j}\left(A_{\bar{\gamma}}\right)$ contains only columns from $A$ and, in consequence, $\left|\operatorname{det}\left(A_{\gamma}^{j}\left(A_{\bar{\gamma}}\right)\right)\right| \leq \Delta(A)$ holds. Finally, since $\operatorname{gcd}(A) \leq\left|\operatorname{det}\left(A_{\gamma}\right)\right| \leq \Delta(A)$ holds it follows that (5.11) is bounded by

$$
\left|\left|\operatorname{det}\left(A_{\gamma}^{j}\left(A_{\bar{\gamma}}\right)\right)\right| \cdot\left(\frac{1}{\operatorname{gcd}(A)}-\frac{1}{\left|\operatorname{det}\left(A_{\gamma}\right)\right|}\right)\right| \leq\left|\Delta(A) \cdot\left(\frac{1}{\operatorname{gcd}(A)}-\frac{1}{\Delta(A)}\right)\right|=\frac{\Delta(A)}{\operatorname{gcd}(A)}-1
$$

which implies that (5.4) holds as required and concludes the proof of Theorem 5.1.1.

### 5.2 A Refined $\ell_{1}$ Proximity Bound for Knapsacks

In this section, provided that a knapsack polyhedron is integer feasible, we provide a refined upper bound for the distance from any vertex of a knapsack polyhedron to its nearest feasible lattice point with respect to the $\ell_{1}$-norm. Furthermore, we provide several extremal examples which demonstrate the tightness of this bound. Further, this upper bound provides insight into the sharpness of the seminal proximity bound (5.2) provided by Eisenbrand and Weismantel [41].

### 5.2.1 Introduction

Given $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right)^{T} \in \mathbb{Z}^{n}$ and $b \in \mathbb{Z}$, then $P(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}=b\right\}$ is a knapsack polyhedron. In the scenario when $P(a, b)$ is bounded, we will once more refer to $P(\boldsymbol{a}, b)$ as a knapsack polytope.

In what follows, we exclude the trivial case $n=1$, where the $\ell_{1}$-norm only takes value 0 or is undefined. Furthermore, we assume without loss of generality that $\boldsymbol{a}$ satisfies the following conditions introduced in Chapter 4:

$$
\begin{align*}
& \text { (i) } \boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right)^{T} \in \mathbb{Z}^{n}, n \geq 2, a_{i} \neq 0, i=1, \ldots, n \text { and }  \tag{5.12}\\
& \text { (ii) } \operatorname{gcd}(\boldsymbol{a}):=\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1
\end{align*}
$$

In addition, we assume that the integer $b$ belongs to the semigroup

$$
S g(\boldsymbol{a})=\left\{\boldsymbol{a}^{\top} \boldsymbol{z}: \mathbf{z} \in \mathbb{Z}_{\geq 0}^{n}\right\}
$$

that is generated by the entries of the vector $\boldsymbol{a}$, which ensures $P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n} \neq \emptyset$.
The following result provides the aforementioned refined upper bound for the distance from a vertex of a knapsack polyhedron to the nearest feasible lattice point with respect to the $\ell_{1}$-norm, which depends only on the greatest absolute valued entry of the vector $\boldsymbol{a}$ and is independent of both the dimension $n$ and the integer $b$. In the following $\|\cdot\|_{1}$ and $\|\cdot\|_{\infty}$ will be used to denote the $\ell_{1}$-norm and $\ell_{\infty}$-norms, respectively.

Theorem 5.2.1. Let $\boldsymbol{a} \in \mathbb{Z}^{n}$ satisfy (5.12) and $b \in \operatorname{Sg}(\boldsymbol{a})$. Suppose that at least one of the conditions $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ is unbounded, $\operatorname{gcd}\left(a_{1}, \ldots, a_{n-1}\right)=1, \pi_{n}\left(\boldsymbol{x}^{*}\right)=\mathbf{0}$ and (5.20) does not hold. Then from any suitable vertex $\boldsymbol{x}^{*}$ of the knapsack polyhedron $P(\boldsymbol{a}, b)$ there exists an integer point $\boldsymbol{z} \in P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n}$ satisfying

$$
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<2\|\boldsymbol{a}\|_{\infty}-2 \text { if }\|\boldsymbol{a}\|_{\infty} \neq 1
$$

while, $\boldsymbol{x}^{*}=\boldsymbol{z}$ holds, otherwise.

It remains an open problem to prove (or disprove) that the inequality appearing in Theorem 5.2.1 holds in the scenario that the aforementioned conditions all hold. In the knapsack scenario the seminal proximity bound (5.2) of Eisenbrand and Weismantel [41] yields

$$
\begin{equation*}
\left\|x^{*}-z\right\|_{1} \leq 2\|\boldsymbol{a}\|_{\infty}+1 \tag{5.13}
\end{equation*}
$$

In order to refine the upper bound (5.13), we combine the recent result (5.3) of Aliev et al. [8] that bounds the maximum vertex distance with properties of a geometric object called the sail associated with an underlying lattice, that was previously defined in Chapter 4. Let $\boldsymbol{p} \in \mathbb{Z}^{d}$ and consider the affine lattice $\Gamma=\boldsymbol{p}+\Lambda$ associated with the lattice $\Lambda \subset \mathbb{Z}^{d}$. Recall the set $\mathscr{E}(\Gamma)=\operatorname{conv}\left(\Gamma \cap \mathbb{R}_{\geq 0}^{d}\right)$ the sail associated with $\Gamma$, as illustrated in Figure 4.2 (in Chapter 4).

### 5.2.2 Proof of Theorem 5.2.1

Let $\pi_{n}(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1}$ denote the projection map which forgets about the $n$-th coordinate. For technical reasons, it is convenient as in the paper of Aliev et al. [8] to consider firstly two special cases, namely Lemma 5.2.2 and Lemma 5.2.4, which prove Theorem 5.2.1 for positive $\boldsymbol{a}$, corresponding to the case where $P(\boldsymbol{a}, b)$ is bounded, and for tuples $(\boldsymbol{a}, b)$ that correspond to bounded or empty polyhedra $P\left(\pi_{n}(\boldsymbol{a}), b\right)$, respectively. It will then remain to consider the scenario where the polyhedra $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ is unbounded, namely Lemma 5.2.5.

During the proof of Theorem 5.2.1 we one more will make use of the following notation. Let $\Lambda(a, b)$ denote the affine lattice formed by integer points in the affine hyperplane $\boldsymbol{a}^{T} \boldsymbol{x}=b$, that is

$$
\Lambda(a, b)=\left\{\boldsymbol{x} \in \mathbb{Z}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}=b\right\}
$$

For convenience, we set $Q(\boldsymbol{a}, \boldsymbol{b})=\pi_{n}(P(\boldsymbol{a}, b))$ and $L(\boldsymbol{a}, b)=\pi_{n}(\Lambda(\boldsymbol{a}, b))$. Observe that the projected affine lattice $L(a, b)$ is an affine $(n-1)$-dimensional lattice which can be written in the form

$$
\begin{equation*}
L(\boldsymbol{a}, \boldsymbol{b})=\left\{\boldsymbol{x} \in \mathbb{Z}^{n-1}: a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n-1} x_{n-1} \equiv b \bmod \left|a_{n}\right|\right\} \tag{5.14}
\end{equation*}
$$

Further, note that $L(\boldsymbol{a}, 0)$ is a lattice of determinant $\operatorname{det}(L(\boldsymbol{a}, 0))=\left|a_{n}\right|$ and $L(\boldsymbol{a}, \boldsymbol{b})=$ $L(\boldsymbol{a}, 0)+\boldsymbol{y}$ is an affine $(n-1)$-dimensional integral lattice for some $\boldsymbol{y} \in \mathbb{Z}^{n-1}$.

As discussed above, we start with two special cases. Firstly, suppose that all entries of $\boldsymbol{a}$ are positive, i.e. that $\boldsymbol{a} \in \mathbb{Z}_{>0}$. In such case, the knapsack polyhedron $P(\boldsymbol{a}, b)$ is bounded and is called the knapsack polytope (as in Chapter 4).

Lemma 5.2.2. Let $\boldsymbol{a} \in \mathbb{Z}_{>0}^{n}$ satisfy (5.12) and $b \in S g(\boldsymbol{a})$. Then from any vertex $\boldsymbol{x}^{*}$ of the knapsack polytope $P(\boldsymbol{a}, b)$ there exists an integer point $\boldsymbol{z} \in P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n}$ satisfying

$$
\begin{equation*}
\left\|x^{*}-\boldsymbol{z}\right\|_{1}<2\|a\|_{\infty}-2 \text { if }\|a\|_{\infty} \neq 1 \tag{5.15}
\end{equation*}
$$

while, $\boldsymbol{x}^{*}=\boldsymbol{z}$ holds, otherwise.

Proof. Because $b \in S g(a)$ by assumption then $b \geq 0$. Further, if $b=0$, then $P(a, b)=$ $\{\mathbf{0}\}$, where $\mathbf{0}$ denotes the zero vector. It is sufficient to assume that $b$ is a positive integer and then the polytope $P(\boldsymbol{a}, \boldsymbol{b})$ is a simplex with vertices

$$
\left(\frac{b}{a_{1}}, 0, \ldots, 0\right)^{T},\left(0, \frac{b}{a_{2}}, 0 \ldots, 0\right)^{T}, \ldots,\left(0, \ldots, 0, \frac{b}{a_{n}}\right)^{T}
$$

Let $x^{*}$ be any vertex of the knapsack polytope $P(a, b)$. Upon reordering the entries of the vector $\boldsymbol{a}$ if necessary, we may assume without loss of generality that $\boldsymbol{x}^{*}$ has the form $\boldsymbol{x}^{*}=\left(0, \ldots, 0, b / a_{n}\right)^{T}$.

It should be observed that if $\|\boldsymbol{a}\|_{\infty}=1$, then the conditions (5.12) and the positivity of $\boldsymbol{a}$ implies that $\boldsymbol{a}=(1,1, \ldots, 1)^{T}$. This is precisely the totally unimodular case, where each vertex of $P(\boldsymbol{a}, \boldsymbol{b})$ is integral since $b \in \mathbb{Z}_{>0}$. In this case, the distance with respect to the $\ell_{1}$-norm from any vertex to a nearby integral point is zero as required. In light of this it is sufficient throughout the rest of the proof to assume that the integral vector $\boldsymbol{a}$ is not unimodular, i.e. that $\|a\|_{\infty} \neq 1$.

It was shown by Aliev et al. [8] through making use of covering arguments and the projected affine lattice $L(\boldsymbol{a}, b)(5.14)$ that a feasible lattice point $\boldsymbol{z} \in P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n}$ exists which satisfies $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$. In particular, for technical reasons we assume that $\boldsymbol{z}$ is an integral vertex of the corner polyhedron $\mathscr{C}_{n}(a, b)$ associated with $\boldsymbol{x}^{*}=\left(b / a_{n}\right) \boldsymbol{e}_{n}$ whose existence is guaranteed in light of Theorem 4.1.6 (in Chapter 4) and is an integral point satisfying $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$. Recall from Chapter 4 that $\mathscr{C}_{n}(\boldsymbol{a}, b)$ is defined as

$$
\mathscr{C}_{n}(\boldsymbol{a}, b)=\operatorname{conv}\left(\left\{x \in \mathbb{Z}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}=b, x_{1} \geq 0, \ldots, x_{n-1} \geq 0\right\}\right)
$$

Note that the definition of the projected affine lattice $L(\boldsymbol{a}, \boldsymbol{b})$ (5.14) implies that the lattice point $\boldsymbol{z}$ has the form

$$
z=\left(z_{1}, z_{2}, \ldots, z_{n}\right)^{T}=\left(z_{1}, z_{2}, \ldots, z_{n-1}, \frac{b}{a_{n}}-\frac{a_{1} z_{1}+a_{2} z_{2}+\ldots+a_{n-1} z_{n-1}}{a_{n}}\right)^{T}
$$

Recalling that the vertex $\boldsymbol{x}^{*}$ has by assumption the form $\boldsymbol{x}^{*}=\left(0, \ldots, 0, b / a_{n}\right)^{T}$, we notice that the distance between $\boldsymbol{x}^{*}$ and $\boldsymbol{z}$ with respect to the $\ell_{\infty}$-norm is

$$
\begin{aligned}
\left\|x^{*}-z\right\|_{\infty}= & \|\left(0, \ldots, 0, \frac{b}{a_{n}}\right)^{T} \\
& -\left(z_{1}, z_{2}, \ldots, z_{n-1}, \frac{b}{a_{n}}-\frac{a_{1} z_{1}+a_{2} z_{2}+\ldots+a_{n-1} z_{n-1}}{a_{n}}\right)^{T} \|_{\infty} .
\end{aligned}
$$

This can be expressed equivalently using the definition of the $\ell_{\infty}$-norm as

$$
\begin{equation*}
\left\|x^{*}-z\right\|_{\infty}=\max \left(z_{1}, z_{2}, \ldots, z_{n-1}, \frac{a_{1} z_{1}+a_{2} z_{2}+\ldots+a_{n-1} z_{n-1}}{a_{n}}\right) \tag{5.16}
\end{equation*}
$$

Recall that $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$ holds. In particular, notice that the $n$-th entry appearing in (5.16) satisfies $\left|x_{n}^{*}-z_{n}\right|=\|\boldsymbol{a}\|_{\infty}-1$ only if $x_{n}^{*} \in \mathbb{Z}$. Furthermore, this equality holds only if

$$
0=\left|x_{n}^{*}-z_{n}\right|=\|\boldsymbol{a}\|_{\infty}-1=0
$$

which implies that equality holds only if $\boldsymbol{a}$ is unimodular, i.e. if $\|\boldsymbol{a}\|_{\infty}=1$. Recall that we have assumed that $\|\boldsymbol{a}\|_{\infty} \neq 1$ and, in consequence, the upper bound for $\left|x_{n}^{*}-z_{n}\right|$ can be strengthened to the strict inequality $\left|x_{n}^{*}-z_{n}\right|<\|\boldsymbol{a}\|_{\infty}-1$. This strict upper bound will now be utilised in our consideration of $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}$.

In light of the assumptions on the lattice point $\boldsymbol{z}$, the form of the vertex $\boldsymbol{x}^{*}$ and by the definition of the $\ell_{1}$-norm, we obtain

$$
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}=z_{1}+z_{2}+\ldots+z_{n-1}+\left|\frac{b}{a_{n}}-z_{n}\right|<z_{1}+z_{2}+\ldots+z_{n-1}+\|\boldsymbol{a}\|_{\infty}-1 .
$$

Let $\boldsymbol{w}=\pi_{n}(\boldsymbol{z})=\left(z_{1}, z_{2}, \ldots, z_{n-1}\right)^{T}$. This notation allows us to equivalently express the inequality above as

$$
\begin{equation*}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<z_{1}+z_{2}+\ldots+z_{n-1}+\|\boldsymbol{a}\|_{\infty}-1=\|\boldsymbol{w}\|_{1}+\|\boldsymbol{a}\|_{\infty}-1 \tag{5.17}
\end{equation*}
$$

In light of this, it is sufficient to upper bound the $\ell_{1}$-norm of $w$ in order to upper bound the distance from $\boldsymbol{x}^{*}$ to $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm as required.

We may assume without loss of generality that precisely $k$ of the components from $w$ are nonzero, where $0 \leq k \leq n-1$. Further, upon rearranging and relabelling the $n-1$ entries of $w$ if necessary, we can assume that only the first $k$ entries of $w$ are nonzero. In order to complete the proof we now consider three cases, namely when $k=0, k=1$ and $k \geq 2$, respectively.

If $k=0$, then $\boldsymbol{w}$ has no nonzero components and hence $\|\boldsymbol{w}\|_{1}=0<\|\boldsymbol{a}\|_{\infty}-1$ holds because $\|\boldsymbol{a}\|_{\infty} \neq 1$ by assumption. In particular, simply inspecting (5.17) implies that (5.15) holds as required.

If $k=1$, then (5.17) becomes $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<z_{1}+\|\boldsymbol{a}\|_{\infty}-1$. Since the integral point $\boldsymbol{z}$ was chosen such that $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$ holds, it follows that (5.15) similarly holds as required.

Suppose now that $k \geq 2$. In this case, $w$ has at least two nonzero components and upon making use of Lemma 4.2.3 (from Chapter 4) we obtain

$$
\begin{equation*}
\|w\|_{1}=z_{1}+z_{2}+\cdots+z_{k} \leq \frac{k\left(z_{1}+1\right)\left(z_{2}+1\right) \cdots\left(z_{k}+1\right)}{2^{k}} \tag{5.18}
\end{equation*}
$$

Recall that $\boldsymbol{z}$ is a feasible integral vertex of the corner polyhedron $\mathscr{C}_{n}(\boldsymbol{a}, b)$ associated with $\boldsymbol{x}^{*}=\left(b / a_{n}\right) \boldsymbol{e}_{n}$ which satisfies $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$. In light of this and since the projection $\pi_{n}(\cdot)$ is bijective, we deduce that the projected integral point $\boldsymbol{w}$ is a vertex of the sail $\mathscr{E}(L(\boldsymbol{a}, b))$ associated the projected affine lattice $L(\boldsymbol{a}, b)$ and, in consequence, $\boldsymbol{w}$ is therefore irreducible with respect to the projected lattice $L(\boldsymbol{a}, 0)$ by Lemma 4.2.2 (from Chapter 4). Recall that the sail $\mathscr{E}(L(\boldsymbol{a}, b)$ ) of the projected affine lattice $L(\boldsymbol{a}, b)$ is $\mathscr{E}(L(\boldsymbol{a}, b))=\operatorname{conv}\left(L(\boldsymbol{a}, b) \cap \mathbb{R}_{\geq 0}^{n-1}\right)$.

Because the projected lattice point $\boldsymbol{w}$ is irreducible with respect to $L(\boldsymbol{a}, 0)$, we can apply Lemma 4.2.1 (from Chapter 4), which implies

$$
\begin{equation*}
\prod_{i=1}^{n-1}\left(1+w_{i}\right)=\prod_{i=1}^{k}\left(1+w_{i}\right) \leq \operatorname{det}(L(\boldsymbol{a}, 0))=a_{n} \tag{5.19}
\end{equation*}
$$

In particular, (5.19) implies that $\left(z_{1}+1\right) \cdots\left(z_{k}+1\right) \leq a_{n}$ holds and, in consequence, (5.18) becomes

$$
\|w\|_{1} \leq \frac{k \cdot a_{n}}{2^{k}}<a_{n}
$$

where the final inequality follows since $k<2^{k}$ holds with $k \geq 2$. Finally, the integrality here implies that $\|\boldsymbol{w}\|_{1} \leq\|\boldsymbol{a}\|_{\infty}-1$ holds, which upon similarly inspecting (5.17) yields that (5.15) holds as required, which concludes the proof of Lemma 5.2.2.

The sail based argument used above for the case where the polyhedron $P(a, b)$ is bounded does not immediately apply in the general case. In particular, the following example demonstrates that under projection all vertices of the sail associated with the projected affine lattice $L(a, b)$ need not be feasible in the sense that they do not lie within $Q(a, b)$, which tells us that the vertices of the sail may not correspond to feasible integer points from the knapsack polyhedron $P(a, b)$ as required. Figure 5.2 illustrates this example.

Example 5.2.3. Consider

$$
\boldsymbol{a}=(-5,49,10)^{T} \in \mathbb{Z}^{3} \text { and } b=13
$$

In this case, the knapsack polyhedron $P(\boldsymbol{a}, b)$ is unbounded because $\boldsymbol{a}$ contains both positive and negative entries and, further, the knapsack polyhedron $P(a, b)$ features two vertices, namely the points $\boldsymbol{x}_{1}^{*}=(0,13 / 49,0)^{T}$ and $\boldsymbol{x}_{2}^{*}=(0,0,13 / 10)^{T}$. Under projection we yield the projected affine lattice $L(\boldsymbol{a}, b)$ and projected knapsack polyhedron

$$
Q(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{2}:-5 x_{1}+49 x_{2} \leq 13\right\} .
$$

In such case, all vertices of the sail $\mathscr{E}(L(\boldsymbol{a}, b))=\operatorname{conv}\left(L(\boldsymbol{a}, b) \cap \mathbb{R}_{\geq 0}^{2}\right)$ associated with the projected affine lattice $L(\boldsymbol{a}, b)$ are infeasible, implying that the argument used in the proof of Lemma 5.2.2, does not immediately apply in general. Figure 5.2 illustrates this example.


Figure 5.2: This figure provides a visualisation of Example 5.2.3. In this case, the grey area is the projected polyhedron $Q(\boldsymbol{a}, b)=\left\{x \in \mathbb{R}_{\geq 0}^{2}:-5 x_{1}+49 x_{2} \leq 13\right\}$ and the dots are nonnegative points from the projected affine lattice $L(\boldsymbol{a}, \boldsymbol{b})$. In particular, the two red dots are the only vertices of the sail $\mathscr{E}(L(\boldsymbol{a}, b))$ associated with the affine lattice $L(\boldsymbol{a}, b)$, however, these vertices lie outside of the projected feasible region $Q(\boldsymbol{a}, \boldsymbol{b})$ and consequently they do not correspond to integer points from $P(a, b)$.

Despite this, in the case when the knapsack polyhedron $P(a, b)$ is unbounded but the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), \boldsymbol{b}\right)$ is either bounded or empty, it turns out that one can perform a suitable translation in order to make use of the auxiliary results Lemmas 4.2.2 and 4.2.1 (from Chapter 4) in order to once more bound the distance from any vertex $\boldsymbol{x}^{*}$ of the knapsack polyhedron $P(\boldsymbol{a}, b)$ to a nearby feasible integer point with respect to the $\ell_{1}$-norm. In light of this, we now consider the case when at least one of the entries of $\boldsymbol{a}$
is negative, the entries of $\boldsymbol{a}$ satisfy the condition

$$
\begin{equation*}
a_{n}=\min _{i}\left|a_{i}\right|<\|\boldsymbol{a}\|_{\infty} \tag{5.20}
\end{equation*}
$$

and the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), b\right)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n-1}: \pi_{n}(\boldsymbol{a})^{T} \boldsymbol{x}=b\right\}$ is bounded or empty. It is worth emphasising that $P\left(\pi_{n}(\boldsymbol{a}), b\right) \neq Q(\boldsymbol{a}, \boldsymbol{b})$ and, in particular, $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ is a face of the projected polyhedron $Q(a, b)$.

It should be observed that provided we consider the case $\min _{i}\left|a_{i}\right|=\|\boldsymbol{a}\|_{\infty}$ separately and since we can rearrange the entries of $\boldsymbol{a}$ and replace $\boldsymbol{a}, b$ by $-\boldsymbol{a},-b$ if necessary, we may assume that the condition (5.20) holds without loss of generality. In particular, notice that if the conditions (5.12) and $\min _{i}\left|a_{i}\right|=\|\boldsymbol{a}\|_{\infty}$ hold, then the vector $\boldsymbol{a}$ has the form $\boldsymbol{a}=( \pm 1, \ldots, \pm 1,1)^{T}$ and, in consequence, the knapsack polyhedron $P(\boldsymbol{a}, \boldsymbol{b})$ is an integral polyhedron, i.e. each vertex $\boldsymbol{x}^{*}$ of $P(\boldsymbol{a}, \boldsymbol{b})$ is integral which implies that the equality $x^{*}=\boldsymbol{z}$ from Theorem 5.2.1 holds.

Lemma 5.2.4. Let $\boldsymbol{a} \in \mathbb{Z}^{n}$ satisfy (5.12) and $b \in \operatorname{Sg}(\boldsymbol{a})$. If $\boldsymbol{a}$ has at least one negative entry, (5.20) holds and the polyhedron $P\left(\tau_{n}(\boldsymbol{a}), b\right)$ is bounded or empty, then from any vertex $\boldsymbol{x}^{*}$ of the knapsack polyhedron $P(\boldsymbol{a}, b)$ there exists an integer point $\boldsymbol{z} \in P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n}$ satisfying

$$
\begin{equation*}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<2\|\boldsymbol{a}\|_{\infty}-2 . \tag{5.21}
\end{equation*}
$$

Proof. Because (5.20) holds and $\boldsymbol{a}$ has at least one negative entry by assumption it follows that the knapsack polyhedron $P(a, b)$ is unbounded. Further, it follows that the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), \boldsymbol{b}\right)$ is bounded or empty only when all the entries of $\pi_{n}(\boldsymbol{a})=$ $\left(a_{1}, \ldots, a_{n-1}\right)^{T}$ are negative. Throughout the proof we will consider two cases, namely when $b>0$ and $b \leq 0$, which are the cases corresponding to when the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ is empty and bounded, respectively.

Suppose firstly that $b>0$. In this case, the knapsack polyhedron $P(a, b)$ has the single vertex $\boldsymbol{x}^{*}=\left(0, \ldots, 0, b / a_{n}\right)^{T}$. Furthermore, the positivity of $b$ implies that the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ is empty and the projection of $P(\boldsymbol{a}, b)$ is $Q(\boldsymbol{a}, b)=\mathbb{R}_{\geq 0}^{n-1}$. Recall that it was shown by Aliev et al. [8] that a feasible lattice point exists $\boldsymbol{z} \in P(\boldsymbol{a}, \boldsymbol{b}) \cap \mathbb{Z}^{n}$ which satisfies $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$. For technical reasons we assume that $\boldsymbol{z}$ is an integral vertex of the corner polyhedron $\mathscr{C}_{n}(\boldsymbol{a}, b)$ associated with $\boldsymbol{x}^{*}=\left(b / a_{n}\right) \boldsymbol{e}_{n}$ which is a point satisfying $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$, whose existence is guaranteed by noting that enforcing back the nonnegativity constraint $x_{n} \geq 0$ will not cut off any vertices of $\mathscr{C}_{n}(\boldsymbol{a}, b)$ because $Q(\boldsymbol{a}, b)=\mathbb{R}_{\geq 0}^{n-1}$.

The definition of the projected affine lattice $L(\boldsymbol{a}, b)$ (5.14) implies that the lattice point $\boldsymbol{z}$ has the form

$$
\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{n-1}, \frac{b}{a_{n}}-\frac{a_{1} z_{1}+a_{2} z_{2}+\ldots+a_{n-1} z_{n-1}}{a_{n}}\right)^{T}
$$

and, in consequence, the distance between $\boldsymbol{x}^{*}$ and $\boldsymbol{z}$ with respect to the $\ell_{\infty}$-norm is

$$
\begin{equation*}
\left\|x^{*}-z\right\|_{\infty}=\max \left(z_{1}, z_{2}, \ldots, z_{n-1}, \frac{a_{1} z_{1}+a_{2} z_{2}+\ldots+a_{n-1} z_{n-1}}{a_{n}}\right) \tag{5.22}
\end{equation*}
$$

Since $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$ holds, similarly to as in the proof Lemma 5.2.2 it follows that the $n$-th entry appearing in (5.22) satisfies $\left|x_{n}^{*}-z_{n}\right|<\|\boldsymbol{a}\|_{\infty}-1$ since $\|\boldsymbol{a}\|_{\infty} \neq 1$ in light of the assumptions (5.12) and (5.20). It is this strict upper bound which will be used in our consideration of $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}$. It follows by the definition of the $\ell_{1}$-norm that

$$
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}=z_{1}+z_{2}+\cdots+z_{n-1}+\left|\frac{b}{a_{n}}-z_{n}\right|<z_{1}+z_{2}+\cdots+z_{n-1}+\|\boldsymbol{a}\|_{\infty}-1
$$

Let $\boldsymbol{w}=\pi_{n}(\boldsymbol{z})=\left(z_{1}, z_{2}, \ldots, z_{n-1}\right)^{T}$. This notation allows us to express this inequality as

$$
\begin{equation*}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<z_{1}+z_{2}+\cdots+z_{n-1}+\|\boldsymbol{a}\|_{\infty}-1=\|\boldsymbol{w}\|_{1}+\|\boldsymbol{a}\|_{\infty}-1 \tag{5.23}
\end{equation*}
$$

In light of this, it is sufficient for the case $b>0$ to upper bound the $\ell_{1}$-norm of $w$ in order to upper bound the distance from $\boldsymbol{x}^{*}$ to $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm as required.

We may assume without loss of generality that precisely $k$ of the components from $\boldsymbol{w}$ are nonzero, where $0 \leq k \leq n-1$. Further, upon rearranging and relabelling the $n-1$ entries of $\boldsymbol{w}$ if necessary, we can assume that only the first $k$ entries of $\boldsymbol{w}$ are nonzero. In order to complete the proof we now consider three cases, namely when $k=0, k=1$ and $k \geq 2$, respectively.

If $k=0$, then $w$ has no nonzero components and hence $\|\boldsymbol{w}\|_{1}=0<\|\boldsymbol{a}\|_{\infty}-1$ holds in light of (5.12) and (5.20). In particular, simply inspecting (5.23) implies that (5.21) holds as required.

If $k=1$, then (5.23) becomes $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<z_{1}+\|\boldsymbol{a}\|_{\infty}-1$. Because the integral point $\boldsymbol{z}$ was chosen such that $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$ holds, it follows that (5.21) similarly holds as required.

Suppose now that $k \geq 2$. In this case, $w$ has at least two nonzero components and making use of Lemma 4.2.3 (from Chapter 4) implies that (5.18) holds. Recall that $\boldsymbol{z}$ is a feasible integral vertex of $\mathscr{C}_{n}(\boldsymbol{a}, b)$ associated with $\boldsymbol{x}^{*}$ by assumption which satisfies $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$. In light of this and since the projection map $\pi_{n}(\cdot)$ is bijective it once more follows that $\boldsymbol{w}$ is a vertex of the sail $\mathscr{E}(L(\boldsymbol{a}, b))$ associated the projected affine lattice $L(\boldsymbol{a}, \boldsymbol{b})$ and, in consequence, $\boldsymbol{w}$ is irreducible with respect to the projected
lattice $L(\boldsymbol{a}, 0)$ by Lemma 4.2.2 (from Chapter 4). Because $\boldsymbol{w}$ is irreducible with respect to the projected lattice $L(\boldsymbol{a}, 0)$, we can once more apply Lemma 4.2.1 (from Chapter 4) in order to deduce that the inequality (5.19) holds. Further, since $k \geq 2$, combining (5.19) and (5.18) implies that $\|\boldsymbol{w}\|_{1}<a_{n} \leq\|\boldsymbol{a}\|_{\infty}-1$ holds, where the final inequality follows by (5.20) and integrality of $\boldsymbol{a}$. Finally, upon simply inspecting (5.23) it follows that (5.21) holds as required, which concludes the case $b>0$.

Suppose now that $b \leq 0$ and let $\boldsymbol{x}^{*}$ denote any vertex of the knapsack polyhedron $P(\boldsymbol{a}, \boldsymbol{b})$. In this case, it follows that the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), \boldsymbol{b}\right)$ is bounded and the condition (5.20) implies that any vertex of $P(a, b)$ has the form form

$$
\boldsymbol{x}^{*}=\left(0, \ldots, 0, \frac{b}{a_{j}}, 0, \ldots, 0\right)^{T}
$$

for some $1 \leq j<n$. It should be emphasised that in contrast to when $b>0$, the projected vertex $\pi_{n}\left(x^{*}\right)$ is not in general the zero vector, which means that the argument utilised in both the proof of Lemma 5.2.2 and for the case $b>0$ will not work immediately here. Despite this, it will become apparent that after performing a suitable translation that a very similar argument will indeed apply.

Let $\boldsymbol{z}$ be some feasible lattice point satisfying $z_{j} \geq b / a_{j}$ and $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$, whose existence is guaranteed due to the results of Aliev et al. [8] and since $P(\boldsymbol{a}, b)$ is unbounded. Note that later in the proof we will make a further assumption about $\boldsymbol{z}$ after performing a suitable projection and translation and, for this reason, one should not think of $\boldsymbol{z}$ as being fixed at this point in the proof.

It follows upon recalling the form of the vertex $\boldsymbol{x}^{*}=\left(b / a_{j}\right) \boldsymbol{e}_{j}$ for $1 \leq j<n$ that the distance from $\boldsymbol{x}^{*}$ to $\boldsymbol{z}$ with respect to the $\ell_{\infty}$-norm is

$$
\begin{equation*}
\left\|x^{*}-z\right\|_{\infty}=\max \left(z_{1}, z_{2}, \ldots, z_{j-1},\left|\frac{b}{a_{j}}-z_{j}\right|, z_{j+1}, \ldots, z_{n}\right) . \tag{5.24}
\end{equation*}
$$

Observe that because $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$ holds, the $n$-th entry from (5.24) clearly satisfies $z_{n} \leq\|\boldsymbol{a}\|_{\infty}-1$, however, in this case one cannot strengthen this upper bound in contrast to previously considered cases since $z_{n} \in \mathbb{Z}$. It follows by the definition of the $\ell_{1}$-norm that

$$
\begin{aligned}
\left\|x^{*}-z\right\|_{1} & =z_{1}+z_{2}+\cdots+z_{j-1}+\left|\frac{b}{a_{j}}-z_{j}\right|+z_{j+1}+\cdots+z_{n} \\
& \leq z_{1}+z_{2}+\cdots+z_{j-1}+\left|\frac{b}{a_{j}}-z_{j}\right|+z_{j+1}+\cdots+z_{n-1}+\|\boldsymbol{a}\|_{\infty}-1 .
\end{aligned}
$$

Notice that this can be also upper bounded by

$$
\begin{align*}
\left\|\boldsymbol{x}^{*}-z\right\|_{1} \leq z_{1} & +z_{2}+\cdots+z_{j-1}+\left|\left\lceil b / a_{j}\right\rceil-z_{j}\right|  \tag{5.25}\\
& +\left|\left\lceil b / a_{j}\right\rceil-b / a_{j}\right|+z_{j+1}+\cdots+z_{n-1}+\|\boldsymbol{a}\|_{\infty}-1,
\end{align*}
$$

where $\lceil\cdot\rceil$ denotes the ceiling function.
Recall that $\boldsymbol{w}=\pi_{n}(\boldsymbol{z})$. In order to upper bound (5.25), it is sufficient for us to consider $\left\|\tau_{n}\left(x^{*}\right)-w\right\|_{1}$, which satisfies

$$
\begin{equation*}
\left\|\pi_{n}\left(x^{*}\right)-w\right\|_{1} \leq\left\|\left\lceil\pi_{n}\left(x^{*}\right)\right\rceil-w\right\|_{1}+\left\|\left\lceil\pi_{n}\left(x^{*}\right)\right\rceil-\pi_{n}\left(x^{*}\right)\right\|_{\infty} \tag{5.26}
\end{equation*}
$$

Because $\pi_{n}\left(\boldsymbol{x}^{*}\right)$ is a vertex of the bounded polyhedron $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ and $P(\boldsymbol{a}, \boldsymbol{b})$ is unbounded it follows that $\left\lceil\pi_{n}\left(\boldsymbol{x}^{*}\right)\right\rceil \in Q(\boldsymbol{a}, \boldsymbol{b})$.

For convenience, within the projected space we perform a translation along the $j$-th coordinate axis, which has the effect of translating $\left\lceil\pi_{n}\left(x^{*}\right)\right\rceil$ to the origin. Being a little more precise, we perform a translation which maps every point $y \in \mathbb{R}^{n-1}$ to $y^{\prime} \in \mathbb{R}^{n-1}$ such that

$$
\mathbf{y}=\left(y_{1}, \ldots, y_{n-1}\right)^{T} \mapsto \boldsymbol{y}^{\prime}=\left(y_{1}, \ldots, y_{j-1}, y_{j}-\left\lceil b / a_{j}\right\rceil, y_{j+1}, \ldots, y_{n-1}\right)^{T}
$$

In particular, the translations of the projected lattice point $w$, the projected affine lattice $L(\boldsymbol{a}, b)$ and $Q(\boldsymbol{a}, \boldsymbol{b})$ will be denoted by $\boldsymbol{w}^{\prime}, L^{\prime}(\boldsymbol{a}, \boldsymbol{b})$ and $Q^{\prime}(\boldsymbol{a}, \boldsymbol{b})$, respectively. Since $\left\lceil b / a_{j}\right\rceil \in \mathbb{Z}$ it follows that $L^{\prime}(\boldsymbol{a}, b) \subset \mathbb{Z}^{n-1}$. Further, because distance is invariant under translation we note that $\left.\| \Gamma \pi_{n}\left(x^{*}\right)\right\rceil-w\left\|_{1}=\right\| w^{\prime} \|_{1}$. In order to upper bound (5.26) we now focus on upper bounding the $\ell_{1}$-norm of $w^{\prime}$.

Let $Q_{+}^{\prime}(\boldsymbol{a}, b)=Q^{\prime}(\boldsymbol{a}, b) \cap \mathbb{R}_{\geq 0}^{n-1}$ and observe $Q_{+}^{\prime}(\boldsymbol{a}, b)=\mathbb{R}_{\geq 0}^{n-1}$. In particular, because the integral point $\boldsymbol{z}$ satisfies $z_{j} \geq b / a_{j}$ it follows that $\boldsymbol{w}^{\prime} \in Q_{+}^{\prime}(\boldsymbol{a}, b)$. Since $\boldsymbol{z}$ satisfies $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{\infty} \leq\|\boldsymbol{a}\|_{\infty}-1$ it is reasonable in consequence to assume that $\boldsymbol{w}^{\prime}$ is an integral vertex of the sail $\mathscr{E}\left(L^{\prime}(\boldsymbol{a}, b)\right)$ associated with the affine lattice $L^{\prime}(\boldsymbol{a}, b)$. In other words, since the composite mapping is bijective we assume that $\boldsymbol{z}$ is the preimage of some integral vertex $\boldsymbol{w}^{\prime}$ of the sail $\mathscr{E}\left(L^{\prime}(\boldsymbol{a}, b)\right)$. Since $\boldsymbol{w}^{\prime}$ is a vertex of the sail $\mathscr{E}\left(L^{\prime}(\boldsymbol{a}, b)\right)$ it follows that $\boldsymbol{w}^{\prime}$ is irreducible with respect to $L^{\prime}(\boldsymbol{a}, 0)$ by Lemma 4.2.2 (from Chapter 4).

Without loss of generality, we similarly assume that precisely $k$ of the components from $w^{\prime}$ are nonzero, where $0 \leq k \leq n-1$. Further, upon rearranging and relabelling the $n-1$ entries of $\boldsymbol{w}^{\prime}$ if necessary, we assume that only the first $k$ entries of $\boldsymbol{w}^{\prime}$ are nonzero. In particular, it is once more useful for us to now consider three cases, namely when $k=0, k=1$ and $k \geq 2$, respectively.

If $k=0$, then $\boldsymbol{w}^{\prime}$ has no nonzero components and hence $\left\|\boldsymbol{w}^{\prime}\right\|_{1}=0 \leq a_{n}-1$ holds in light of (5.12) and (5.20). If $k=1$, then since $\boldsymbol{w}^{\prime}$ is irreducible with respect to $L^{\prime}(\boldsymbol{a}, 0)$ it follows using 4.2.1 (from Chapter 4) that

$$
\prod_{i=1}^{n-1}\left(1+w_{i}^{\prime}\right)=1+w_{1}^{\prime} \leq \operatorname{det}\left(L^{\prime}(\boldsymbol{a}, 0)\right)=\operatorname{det}(L(\boldsymbol{a}, 0))=a_{n},
$$

which follows since the determinant of a lattice is invariant under translation. In particular, we deduce that $\left\|\boldsymbol{w}^{\prime}\right\|_{1}=w_{1}^{\prime} \leq a_{n}-1$ holds. Suppose now that $k \geq 2$. Following (5.18) and (5.19) from the proof of Lemma 5.2.2 we can again make use of Lemmas 4.2.3 and 4.2.1 (from Chapter 4) in order to deduce that $\left\|\boldsymbol{w}^{\prime}\right\|_{1}<a_{n}$ holds. The integrality further implies that $\left\|\boldsymbol{w}^{\prime}\right\|_{1} \leq a_{n}-1$ holds.

Recall that $\left\|\boldsymbol{w}^{\prime}\right\|_{1}=\left\|\left\lceil\pi_{n}\left(\boldsymbol{x}^{*}\right)\right\rceil-\boldsymbol{w}\right\|_{1}$ and, in consequence, we deduce that

$$
\left\|\left\lceil\pi_{n}\left(x^{*}\right)\right\rceil-w\right\|_{1} \leq a_{n}-1
$$

holds. Using (5.26) yields

$$
\left\|\pi_{n}\left(\boldsymbol{x}^{*}\right)-\boldsymbol{w}\right\|_{1} \leq a_{n}-1+\left\|\left\lceil\pi_{n}\left(\boldsymbol{x}^{*}\right)\right\rceil-\pi_{n}\left(\boldsymbol{x}^{*}\right)\right\|_{\infty}<a_{n}-1+1=a_{n} \leq\|\boldsymbol{a}\|_{\infty}-1,
$$

which follows by (5.20) and since $\left\|\left\lceil\pi_{n}\left(x^{*}\right)\right\rceil-\pi_{n}\left(x^{*}\right)\right\|_{\infty}<1$.
Finally, recall that $z_{n} \leq\|\boldsymbol{a}\|_{\infty}-1$ holds which implies that the $\ell_{1}$-distance from $\boldsymbol{x}^{*}$ to $\boldsymbol{z}$ is bounded

$$
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}=\left\|\pi_{n}\left(\boldsymbol{x}^{*}\right)-\boldsymbol{w}\right\|_{1}+z_{n}<\|\boldsymbol{a}\|_{\infty}-1+\|\boldsymbol{a}\|_{\infty}-1=2\|\boldsymbol{a}\|_{\infty}-2,
$$

which implies that the inequality (5.21) holds when $b \leq 0$ as required, which concludes the proof of Lemma 5.2.4.

In order to complete the proof of Theorem 5.2.1 it remains to consider the case when the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ is unbounded, namely the following.

Lemma 5.2.5. Let $\boldsymbol{a} \in \mathbb{Z}^{n}$ satisfy (5.12) and $b \in \operatorname{Sg}(\boldsymbol{a})$. Suppose $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ is unbounded and (5.20) holds. Unless $\pi_{n}\left(\boldsymbol{x}^{*}\right)=0$ when $\operatorname{gcd}\left(a_{1}, \ldots, a_{n-1}\right)=1$, then from any suitable vertex $\boldsymbol{x}^{*}$ of the knapsack polyhedron $P(\boldsymbol{a}, \boldsymbol{b})$ there exists an integer point $z \in P(\boldsymbol{a}, \boldsymbol{b}) \cap \mathbb{Z}^{n}$ satisfying

$$
\begin{equation*}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<2\|\boldsymbol{a}\|_{\infty}-2 . \tag{5.27}
\end{equation*}
$$

Proof. In order to prove Theorem 5.2.1 in the general case, we mirror the proof presented by Aliev et al. [8] and make use of an induction argument on $n$, where the base case corresponds to when the dimension is $n=2$.

Notice that the base step where $n=2$ is immediately settled in light of Lemma 5.2.2 and Lemma 5.2.4. In particular, we have that the distance from each vertex $x^{*}$ to a nearby integer point $\boldsymbol{z}$ provided $\|\boldsymbol{a}\|_{\infty} \neq 1$ is bounded by $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<2\|\boldsymbol{a}\|_{\infty}-2$. In consequence to this observation, we suppose now that $n \geq 3$, that the distance from any vertex $\boldsymbol{x}^{*}$ to $\boldsymbol{z}$ is bounded by $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<2\|\boldsymbol{a}\|_{\infty}-2$ and that this upper bound holds in all dimensions $2 \leq k<n$. In light of Lemma 5.2.2 and Lemma 5.2.4, we may
assume that at least one of the entries of $\boldsymbol{a}$ is negative where, since the condition (5.20) is assumed to hold, the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ is unbounded. For completeness, recall that we can assume (5.20) holds without loss of generality since we can rearrange the entries of $\boldsymbol{a}$ and replace $\boldsymbol{a}, b$ by $-\boldsymbol{a},-b$ if necessary and since the case $\min _{i}\left|a_{i}\right|=\|\boldsymbol{a}\|_{\infty}$ was considered separately.

Let $\boldsymbol{x}^{*}$ be any vertex of the knapsack polyhedron $P(\boldsymbol{a}, b)$. Recall that $\pi_{n}(\cdot): \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n-1}$ denotes a projection which forgets about the $n$-th coordinate. Observe that the vertex $\boldsymbol{x}^{*}$ has at most one nonzero entry $x_{j}^{*}=b / a_{j}$ for some $1 \leq j \leq n$ and, further, that $\pi_{n}\left(x^{*}\right)$ is a vertex of the projected polyhedron $Q(a, b)$. In light of this, we consider two cases, namely the cases when $\pi_{n}\left(x^{*}\right) \neq 0$ and $\pi_{n}\left(x^{*}\right)=0$, respectively.

Firstly, suppose that $\pi_{n}\left(\boldsymbol{x}^{*}\right) \neq \mathbf{0}$. Upon rearranging the first $n-1$ entries if necessary, we may assume without loss of generality that the projected vertex $\pi_{n}\left(\boldsymbol{x}^{*}\right)$ has the form $\pi_{n}\left(x^{*}\right)=\left(0, \ldots, 0, b / a_{n-1}\right)^{T}$. In this case, observe that $\pi_{n}\left(x^{*}\right)$ is a vertex of the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), b\right)$. It should be emphasised that $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ is an unbounded facet of the projected polyhedron $Q(\boldsymbol{a}, b)$ and that either $P\left(\pi_{n}(\boldsymbol{a}), b\right) \cap L(\boldsymbol{a}, b) \neq \emptyset$ or $P\left(\pi_{n}(\boldsymbol{a}), b\right) \cap L(\boldsymbol{a}, \boldsymbol{b})=\emptyset$. In light of this, we consider these two distinct cases in turn.

Firstly, suppose that $P\left(\pi_{n}(\boldsymbol{a}), b\right) \cap L(\boldsymbol{a}, b) \neq \emptyset$. Denote the greatest common divisor of the first $n-1$ entries of $\boldsymbol{a}$ by $g$, namely let $g=\operatorname{gcd}\left(\pi_{n}(\boldsymbol{a})\right)$. By the inductive hypothesis, applied with $\pi_{n}(\boldsymbol{a}) / g$ and $b / g$, there exists an $(n-1)$-dimensional integer point $\boldsymbol{y}=\left(y_{1}, y_{2}, \ldots, y_{n-1}\right)^{T} \in P\left(\pi_{n}(\boldsymbol{a}), b\right)$ satisfying

$$
\left\|\pi_{n}\left(x^{*}\right)-y\right\|_{1}<\frac{2\left\|\pi_{n}(\boldsymbol{a})\right\|_{\infty}}{g}-2
$$

where the strict inequality follows since $\pi_{n}\left(\boldsymbol{x}^{*}\right) \neq 0$. Simply observing that the $n$ dimensional integer point $\boldsymbol{z}=\left(y_{1}, y_{2}, \ldots, y_{n-1}, 0\right)^{T} \in P(\boldsymbol{a}, b)$ is feasible implies that the distance from the vertex $\boldsymbol{x}^{*}$ to $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm is strictly bounded by $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<2\|\boldsymbol{a}\|_{\infty}-2$, which implies that the strict inequality (5.27) holds as required.

Suppose alternatively that $P\left(\pi_{n}(\boldsymbol{a}), b\right) \cap L(\boldsymbol{a}, b)=\emptyset$. Upon recalling the form of the affine projected lattice $L(\boldsymbol{a}, b)$ (5.14), we have

$$
\begin{equation*}
P\left(\pi_{n}(\boldsymbol{a}), t\right) \cap L(\boldsymbol{a}, t)=P\left(\pi_{n}(\boldsymbol{a}), t\right) \cap \mathbb{Z}^{n-1} \quad \text { for any } t \in \mathbb{Z} \tag{5.28}
\end{equation*}
$$

Since $P\left(\pi_{n}(\boldsymbol{a}), b\right) \cap L(\boldsymbol{a}, b)=\emptyset$ and the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ is unbounded by assumption, we deduce that $g \geq 2$. It is worth emphasising that when $g=1$, then since $\pi_{n}(\boldsymbol{a})$ contains both positive and negative entries in light of $P\left(\pi_{n}(\boldsymbol{a}), b\right)$ being unbounded, there necessarily exists a nonnegative integer linear combination of the entries of $\pi_{n}(\boldsymbol{a})$ corresponding to an integral point, meaning that $P\left(\pi_{n}(\boldsymbol{a}), b\right) \cap L(\boldsymbol{a}, b) \neq$ $\emptyset$ holds, which is in contradiction to the current assumption. In light of the conditions
(5.12), notice that $\operatorname{gcd}\left(g, a_{n}\right)=1$ and because the projection of the knapsack polyhedron $Q(\boldsymbol{a}, b)$ has the form $Q(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n-1}: \pi_{n}(\boldsymbol{a})^{T} \boldsymbol{x} \leq b\right\}$, there exists an integer $t$ such that
(a) $t$ is in the interval $\left[b-g \cdot a_{n}+1, b\right)$,
(b) $P\left(\pi_{n}(\boldsymbol{a}), t\right) \cap L(\boldsymbol{a}, b) \neq \emptyset$, i.e. that $t \equiv 0(\bmod g)$ and $t \equiv b\left(\bmod a_{n}\right)$, and
(c) $P\left(\pi_{n}(\boldsymbol{a}), t\right) \subset Q(\boldsymbol{a}, b)$.

It is worth noting that (a) implies (c).
Let us choose a vertex $\boldsymbol{p}$ of the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), t\right)$ in the following way. If the $(n-1)$-dimensional point $\boldsymbol{p}^{\prime}=\left(0,0, \ldots, 0, t / a_{n-1}\right)^{T}$ is a vertex of $P\left(\pi_{n}(\boldsymbol{a}), t\right)$, then set $\boldsymbol{p}=\boldsymbol{p}^{\prime}$. If not, we select $\boldsymbol{p}$ as an arbitrary vertex of $P\left(\pi_{n}(\boldsymbol{a}), t\right)$. By the inductive hypothesis, applied with $\pi_{n}(\boldsymbol{a}) / g$ and $t / g$, there exists an $(n-1)$-dimensional integer point $\boldsymbol{y}=\left(y_{1}, y_{2}, \ldots, y_{n-1}\right)^{T} \in P\left(\pi_{n}(\boldsymbol{a}), t\right)$ such that

$$
\begin{equation*}
\|\boldsymbol{p}-\boldsymbol{y}\|_{1} \leq \frac{2\|a\|_{\infty}}{g}-2 \tag{5.29}
\end{equation*}
$$

Because $\boldsymbol{y} \in P\left(\pi_{n}(\boldsymbol{a}), t\right)$, we note that $a_{1} y_{1}+\cdots+a_{n-1} y_{n-1}=t$ holds. In light of (5.28), we notice that $y \in L(a, b)$ and, because $y$ is feasible in the sense that $y \in$ $Q(a, b)$ by (c), then there exists a corresponding $n$-dimensional feasible integer point $\boldsymbol{z}=\left(y_{1}, y_{2}, \ldots, y_{n-1}, z\right)^{T} \in P(\boldsymbol{a}, b)$. In consequence, observe that $a_{1} y_{1}+\cdots+a_{n-1} y_{n-1}+$ $a_{n} z=b$ holds and hence, using (a), combining the two equations yields

$$
z=\frac{b-t}{a_{n}} \leq \frac{b-\left(b-g \cdot a_{n}+1\right)}{a_{n}}=\frac{g \cdot a_{n}-1}{a_{n}}=g-\frac{1}{a_{n}}<g \leq\|\boldsymbol{a}\|_{\infty}
$$

In particular, note that since we have shown that $z<g$ holds, where $z, g \in \mathbb{Z}$, then it follows immediately that $z \leq g-1$ holds.

Recall that $\boldsymbol{p}=\left(0, \ldots, 0, t / a_{j}, 0, \ldots, 0\right)^{T}$ for some $1 \leq j \leq n-1$ and the projected vertex $\pi_{n}\left(\boldsymbol{x}^{*}\right) \neq \mathbf{0}$ has the form $\pi_{n}\left(\boldsymbol{x}^{*}\right)=\left(0, \ldots, 0, b / a_{n-1}\right)^{T}$. If $j=n-1$, then by (a) and in light of (5.29), we yield

$$
\begin{aligned}
\left\|\pi_{n}\left(x^{*}\right)-\boldsymbol{y}\right\|_{1}=\left\|\pi_{n}\left(\boldsymbol{x}^{*}\right)-\boldsymbol{p}\right\|_{1}+\|\boldsymbol{p}-\boldsymbol{y}\|_{1} & \leq\left|\frac{b-t}{a_{n-1}}\right|+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2 \\
& \leq \frac{g \cdot a_{n}-1}{a_{n-1}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2 .
\end{aligned}
$$

The distance from the vertex $\boldsymbol{x}^{*}$ to the $n$-dimensional integer point $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm is consequently bounded using $z \leq g-1$ by

$$
\begin{equation*}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1} \leq \frac{g \cdot a_{n}-1}{a_{n-1}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2+g-1=\frac{g \cdot a_{n}-1}{a_{n-1}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}+g-3 . \tag{5.30}
\end{equation*}
$$

Firstly, suppose that $\|\boldsymbol{a}\|_{\infty}=g$. In consequence, $\left|a_{1}\right|=\left|a_{2}\right|=\cdots=\left|a_{n-1}\right|=g$, and making use of the assumption (5.20) implies that $a_{n} \leq g-1$. Therefore, the distance from the vertex $\boldsymbol{x}^{*}$ to an integral point $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm (5.30) can be bounded from above by

$$
\begin{aligned}
\left\|\boldsymbol{x}^{*}-z\right\|_{1} & \leq \frac{g \cdot a_{n}-1}{a_{n-1}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}+g-3 \leq \frac{g \cdot(g-1)-1}{g}+\frac{2 g}{g}+g-3 \\
& =g-1-\frac{1}{g}+2+g-3=2 g-\frac{1}{g}-2<2 g-2=2\|\boldsymbol{a}\|_{\infty}-2
\end{aligned}
$$

which implies that the inequality (5.27) holds in the case $\|\boldsymbol{a}\|_{\infty}=g$ as required.
It is sufficient to assume now that $\|a\|_{\infty} \geq 2 g$. Then, using the assumption (5.20) and since $g \geq 2$, we can bound the distance from the vertex $\boldsymbol{x}^{*}$ to an integral point $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm (5.30) by

$$
\begin{aligned}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1} & \leq \frac{g \cdot a_{n}-1}{a_{n-1}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}+g-3<\frac{g \cdot a_{n}}{a_{n}}-\frac{1}{a_{n-1}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}+g-3 \\
& =2 g-\frac{1}{a_{n}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-3 \leq\|\boldsymbol{a}\|_{\infty}-\frac{1}{a_{n}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-3 \\
& \leq\|\boldsymbol{a}\|_{\infty}-\frac{1}{a_{n}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{2}-3=2\|\boldsymbol{a}\|_{\infty}-\frac{1}{a_{n}}-3<2\|\boldsymbol{a}\|_{\infty}-2,
\end{aligned}
$$

which implies that the inequality (5.27) holds as required.
In order to complete the proof for the case $\pi_{n}\left(x^{*}\right) \neq 0$, it remains to we now consider when $j \neq n-1$. In such case, since $\boldsymbol{p}$ has the form $\boldsymbol{p}=\left(0, \ldots, 0, t / a_{j}, 0, \ldots, 0\right)^{T}$ for some $1 \leq j<n-1$ and since the projected vertex $\pi_{n}\left(x^{*}\right) \neq 0$ has the form $\pi_{n}\left(x^{*}\right)=$ $\left(0, \ldots, 0, b / a_{n-1}\right)^{T}$, it follows that the distance from the vertex $\boldsymbol{x}^{*}$ to an integral point $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm is bounded by

$$
\begin{align*}
\left\|\boldsymbol{x}^{*}-z\right\|_{1}=\left\|\pi_{n}\left(\boldsymbol{x}^{*}\right)-\boldsymbol{y}\right\|_{1}+z & =\left\|\pi_{n}\left(\boldsymbol{x}^{*}\right)-\boldsymbol{p}\right\|_{1}+\|\boldsymbol{p}-\boldsymbol{y}\|_{1}+z \\
& \leq\left|\frac{b}{a_{n-1}}\right|+\left|\frac{t}{a_{j}}\right|+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2+g-1, \tag{5.31}
\end{align*}
$$

where the final inequality follows since $z \leq g-1$. Observe that in light of the construction of the point $\boldsymbol{p}$, if $j \neq n-1$ then $t / a_{n-1}<0$ and $b t<0$ hold and, in consequence to (a), $|b|+|t| \leq g \cdot a_{n}-1$.

Firstly, suppose that $\|\boldsymbol{a}\|_{\infty}=g$ such that $\left|a_{1}\right|=\left|a_{2}\right|=\cdots=\left|a_{n-1}\right|=g$ and hence $a_{n} \leq g-1$ holds by (5.20). The distance from $\boldsymbol{x}^{*}$ to an integral point $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm (5.31) in this case can be bounded by

$$
\begin{aligned}
\left\|x^{*}-z\right\|_{1} & \leq\left|\frac{b}{a_{n-1}}\right|+\left|\frac{t}{a_{j}}\right|+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}+g-3=\left|\frac{b}{g}\right|+\left|\frac{t}{g}\right|+\frac{2 g}{g}+g-3 \\
& =\frac{|b|+|t|}{g}+g-1 \leq \frac{g \cdot a_{n}-1}{g}+g-1=a_{n}-\frac{1}{g}+g-1 .
\end{aligned}
$$

Recalling that $a_{n} \leq g-1$ and $g=\|\boldsymbol{a}\|_{\infty}$ hold, yields that $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}$ is further bounded by

$$
\begin{aligned}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1} \leq \frac{g \cdot a_{n}-1}{g}+g-1 & =a_{n}-\frac{1}{g}+g-1 \leq g-1-\frac{1}{g}+g-1 \\
& =2 g-2-\frac{1}{g}<2 g-2=2\|\boldsymbol{a}\|_{\infty}-2
\end{aligned}
$$

which implies that the inequality (5.27) holds as required.
It is sufficient to suppose that $\|\boldsymbol{a}\| \geq 2 g$ holds, i.e. that $g \leq\|\boldsymbol{a}\| / 2$. In such case, the distance from $\boldsymbol{x}^{*}$ to an integral point $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm (5.31) can be bounded from above by

$$
\begin{aligned}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1} & \leq\left|\frac{b}{a_{n-1}}\right|+\left|\frac{t}{a_{j}}\right|+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2+g-1 \\
& \leq \frac{|b|+|t|}{\min \left\{a_{n-1}, a_{j}\right\}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}+g-3 \\
& \leq \frac{g \cdot a_{n}-1}{\min \left\{a_{n-1}, a_{j}\right\}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}+\frac{\|\boldsymbol{a}\|_{\infty}}{2}-3 .
\end{aligned}
$$

Noting that $g \geq 2$ and that $a_{n}<\min \left\{a_{n-1}, a_{j}\right\}$ hold (5.20) allows us to further bound $\left\|x^{*}-z\right\|_{1}$ by

$$
\begin{aligned}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1} & <\frac{g \cdot a_{n}-1}{a_{n}}+\frac{2\|\boldsymbol{a}\|_{\infty}}{2}+\frac{\|\boldsymbol{a}\|_{\infty}}{2}-3=g-\frac{1}{a_{n}}+\|\boldsymbol{a}\|_{\infty}+\frac{\|\boldsymbol{a}\|_{\infty}}{2}-3 \\
& \leq \frac{\|\boldsymbol{a}\|_{\infty}}{2}-\frac{1}{a_{n}}+\|\boldsymbol{a}\|_{\infty}+\frac{\|\boldsymbol{a}\|_{\infty}}{2}-3=2\|\boldsymbol{a}\|_{\infty}-3-\frac{1}{a_{n}}<2\|\boldsymbol{a}\|_{\infty}-2
\end{aligned}
$$

which implies that the inequality (5.27) holds as required and completes the proof of Lemma 5.2.5 in the case when $\pi_{n}\left(\boldsymbol{x}^{*}\right) \neq \mathbf{0}$.

Suppose now that $\pi_{n}\left(\boldsymbol{x}^{*}\right)=\mathbf{0}$, so that $\boldsymbol{x}^{*}=\left(0, \ldots, 0, b / a_{n}\right)^{T}$. It is worth emphasising that one can assume that $b / a_{n} \notin \mathbb{Z}$ since, if this was not the case the vertex $\boldsymbol{x}^{*}$ would be integral and $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}=0<2\|\boldsymbol{a}\|_{\infty}-2$ holds as required. In this setting, we need to consider separately the case $\|\boldsymbol{a}\|_{\infty}=g=\operatorname{gcd}\left(\pi_{n}(\boldsymbol{a})\right)$. In such case, there exists an index $1 \leq i<n$ such that $\pi_{i}(\boldsymbol{a})$ has at least one negative entry and, in consequence, the polyhedron $P\left(\pi_{i}(\boldsymbol{a}), b\right)$ is unbounded since $a_{n}>0$ by (5.20). Further, because $\left|a_{1}\right|=\left|a_{2}\right|=\cdots=\left|a_{n-1}\right|=g$ and $a_{n} / g \notin \mathbb{Z}$ by (5.12), it follows that $\operatorname{gcd}\left(\pi_{i}(\boldsymbol{a})\right)=1$.

Note that $\pi_{i}\left(\boldsymbol{x}^{*}\right)$ is a vertex of $P\left(\pi_{i}(\boldsymbol{a}), b\right)$ and, since $\operatorname{gcd}\left(\pi_{i}(\boldsymbol{a})\right)=1$, we have $P\left(\pi_{i}(a), b\right) \cap \mathbb{Z}^{n-1} \neq \emptyset$. Then, by the inductive hypothesis, there exists an integer point $\boldsymbol{y} \in P\left(\pi_{i}(\boldsymbol{a}), b\right)$ satisfying

$$
\left\|\pi_{i}\left(\boldsymbol{x}^{*}\right)-\boldsymbol{y}\right\|_{1}<2\left\|\pi_{i}(\boldsymbol{a})\right\|_{\infty}-2
$$

where the strictness follows since $\pi_{i}\left(x^{*}\right) \neq 0$. Therefore, observing that the integral point $\boldsymbol{z}=\left(y_{1}, y_{2}, \ldots, y_{i-1}, 0, y_{i+1}, \ldots, y_{n-1}\right)^{T} \in P(\boldsymbol{a}, \boldsymbol{b})$ and recalling $\boldsymbol{x}^{*}$ has the form $\boldsymbol{x}^{*}=\left(0, \ldots, 0, b / a_{n}\right)^{T}$ implies the distance from $\boldsymbol{x}^{*}$ to $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm is strictly bounded by $\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<2\|\boldsymbol{a}\|_{\infty}-2$ implying that the inequality (5.27) holds as required.

It is once more sufficient throughout the remainder of the proof to assume that $\|\boldsymbol{a}\|_{\infty} \geq 2 g$. Noting that $\mathbf{0}=\pi_{n}\left(x^{*}\right) \in Q(\boldsymbol{a}, b)$, there exists an integer $t$ such that
( $\mathrm{a}^{\prime}$ ) $t$ is in the interval $\left[-g \cdot a_{n}+1,0\right]$,
(b') $P\left(\pi_{n}(\boldsymbol{a}), t\right) \cap L(\boldsymbol{a}, b) \neq \emptyset$, and
$\left(c^{\prime}\right) P\left(\pi_{n}(\boldsymbol{a}), t\right) \subset Q(\boldsymbol{a}, b)$.

Let $\boldsymbol{p}$ be a vertex of the polyhedron $P\left(\pi_{n}(\boldsymbol{a}), t\right)$. By the inductive hypothesis, applied with $\pi_{n}(\boldsymbol{a}) / g$ and $t / g$, there exists an integer point $\boldsymbol{y}=\left(y_{1}, y_{2}, \ldots, y_{n-1}\right)^{T} \in$ $P\left(\pi_{n}(\boldsymbol{a}), t\right)$ such that

$$
\begin{equation*}
\|\boldsymbol{p}-\boldsymbol{y}\|_{1} \leq \frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2 \tag{5.32}
\end{equation*}
$$

In particular, we assume $\boldsymbol{y} \in P\left(\pi_{n}(\boldsymbol{a}), t\right) \cap \mathbb{Z}^{n-1}$ and, in light of (5.28), it follows that $y \in L(a, t)$. Therefore, since $y$ is feasible in the sense $y \in Q(a, b)$ by ( $\left.c^{\prime}\right)$, there exists a corresponding $n$-dimensional feasible integer point $\boldsymbol{z}=\left(y_{1}, y_{2}, \ldots, y_{n-1}, z\right)^{T} \in P(\boldsymbol{a}, b)$. In consequence, $a_{1} y_{1}+\cdots+a_{n-1} y_{n-1}+a_{n} z=b$ and hence, making use of ( $\mathrm{a}^{\prime}$ ), we upper bound $\left|z-b / a_{n}\right|$ by

$$
\begin{equation*}
\left|z-\frac{b}{a_{n}}\right|=\left|\frac{b-t}{a_{n}}-\frac{b}{a_{n}}\right|=\left|-\frac{t}{a_{n}}\right| \leq\left|-\frac{\left(-g \cdot a_{n}+1\right)}{a_{n}}\right|=g-\frac{1}{a_{n}} . \tag{5.33}
\end{equation*}
$$

Recall that $\boldsymbol{p}=\left(0, \ldots, 0, t / a_{j}, 0, \ldots, 0\right)^{T}$ for some $1 \leq j \leq n-1$. Since the vertex $\boldsymbol{x}^{*}$ has the form $\boldsymbol{x}^{*}=\left(0, \ldots, 0, b / a_{n}\right)^{T}$, we bound the distance from $\boldsymbol{x}^{*}$ to $\boldsymbol{z}$ with respect to the $\ell_{1}$-norm using the inequality (5.33) by

$$
\begin{equation*}
\left\|x^{*}-z\right\|_{1}=\left\|\pi_{n}\left(x^{*}\right)-\boldsymbol{p}\right\|_{1}+\|\boldsymbol{p}-\boldsymbol{y}\|_{1}+\left|z-\frac{b}{a_{n}}\right| \leq\left|\frac{t}{a_{j}}\right|+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2+g-\frac{1}{a_{n}}, \tag{5.34}
\end{equation*}
$$

where the final inequality follows in light of the upper bounds (5.32) and (5.33).

Suppose that $g \geq 2$ and recall $\|a\|_{\infty} \geq 2 g$. In light of ( $\mathrm{a}^{\prime}$ ) and the assumption (5.20), we further bound $\left\|x^{*}-z\right\|_{1}$ (5.34) by

$$
\begin{aligned}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1} & \leq\left|\frac{t}{a_{j}}\right|+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2+g-\frac{1}{a_{n}} \\
& \leq \frac{g \cdot a_{n}-1}{\left|a_{j}\right|}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2+\frac{\|\boldsymbol{a}\|_{\infty}}{2}-\frac{1}{a_{n}} \\
& <\frac{g \cdot a_{n}}{a_{n}}-\frac{1}{\left|a_{j}\right|}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2+\frac{\|\boldsymbol{a}\|_{\infty}}{2}-\frac{1}{a_{n}} .
\end{aligned}
$$

This upper bound can be written equivalently and further bounded upon noting that $\|a\|_{\infty} \geq 2 g$ by

$$
\begin{aligned}
\left\|\boldsymbol{x}^{*}-z\right\|_{1} & <g-\frac{1}{\left|a_{j}\right|}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2+\frac{\|\boldsymbol{a}\|_{\infty}}{2}-\frac{1}{a_{n}} \\
& \leq \frac{\|\boldsymbol{a}\|_{\infty}}{2}-\frac{1}{\left|a_{j}\right|}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2+\frac{\|\boldsymbol{a}\|_{\infty}}{2}-\frac{1}{a_{n}} \\
& =\|\boldsymbol{a}\|_{\infty}-\frac{1}{\left|a_{j}\right|}+\frac{2\|\boldsymbol{a}\|_{\infty}}{g}-2-\frac{1}{a_{n}} \leq\|\boldsymbol{a}\|_{\infty}-\frac{1}{\left|a_{j}\right|}+\frac{2\|\boldsymbol{a}\|_{\infty}}{2}-2-\frac{1}{a_{n}},
\end{aligned}
$$

where the final inequality follows since $g \geq 2$. Firstly, this upper bound can be written equivalently and strictly bounded by (5.12) and (5.20) as

$$
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}\right\|_{1}<2\|\boldsymbol{a}\|_{\infty}-\frac{1}{\left|a_{j}\right|}-2-\frac{1}{a_{n}}<2\|\boldsymbol{a}\|_{\infty}-2,
$$

which implies that (5.27) holds, which concludes the proof of Lemma 5.2.5.

### 5.3 The Existence of Sparse Solutions to the Unbounded Knapsack Problem

Recall that given $\boldsymbol{a} \in \mathbb{Z}^{n}$ and $b \in \mathbb{Z}$, then $P(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}: \boldsymbol{a}^{T} \boldsymbol{x}=b\right\}$ is a knapsack polyhedron. In this section, we consider the case where the knapsack polyhedron $P(\boldsymbol{a}, b)$ is unbounded, namely when $\boldsymbol{a}$ contains both positive and negative entries.

In this setting we can similarly assume without loss of generality that $\boldsymbol{a}$ is a primitive integer vector with nonzero entries, i.e. that $\boldsymbol{a}$ satisfies (5.12). Further, we once more assume that the knapsack polyhedron $P(\boldsymbol{a}, b)$ is integer feasible, namely that the integer $b$ belongs to the semigroup $\operatorname{Sg}(\boldsymbol{a})$ that is generated by the entries of the vector $\boldsymbol{a}$.

The result of this section demonstrates that under further assumptions there exists an integral solution whose $\ell_{0}$-"norm" is bounded by three. It is worth noting that Aliev et al. [4] show for the unbounded case that if $b \in \operatorname{Sg}(\boldsymbol{a})$, then there exists an integer solution
to the knapsack problem satisfying (3.10) from Chapter 3. It is worth emphasising that the method we use will be based on properties of the Frobenius number. Further, our proof is constructive and yields a polynomial time algorithm which finds an integral solution satisfying the conditions of Theorem 5.3.1. It would be interesting to know what conditions on the vector $\boldsymbol{a}$ and integer $b$ imply that the size of support is bounded by a constant in general. The following result provides a partial answer to this question.

Theorem 5.3.1. Let $\boldsymbol{a} \in \mathbb{Z}^{n}$ satisfy (5.12) and $b \in S g(\boldsymbol{a})$. If $\boldsymbol{a}$ contains both positive and negative entries and there exists two coprime entries of $\boldsymbol{a}$ with the same sign, then there exists a feasible integral solution $\boldsymbol{z} \in P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n}$ with $\|\boldsymbol{z}\|_{0} \leq 3$. Under the above assumptions, for a given $\boldsymbol{a}$ and $b$, such a sparse integer solution $\boldsymbol{z}$ can be computed within polynomial time.

During the proof of Theorem 5.3.1 we use the following notation. For $q \in \mathbb{Q}$, the notation $\lceil q\rceil_{0}$ denotes $\lceil q\rceil_{0}=\max \{\lceil q\rceil, 0\}$, namely the standard ceiling function with a lower threshold of zero.

### 5.3.1 The Frobenius Number

Given a set of positive integers $p_{1}, p_{2}, \ldots, p_{k} \in \mathbb{Z}_{>0}$ with $\operatorname{gcd}\left(p_{1}, p_{2}, \ldots, p_{k}\right)=1$ the Frobenius number of those integers will be denoted by $F\left(p_{1}, p_{2}, \ldots, p_{k}\right)$. The Frobenius number is precisely the largest integer that cannot be represented as a nonnegative integral combination of $p_{1}, p_{2}, \ldots, p_{k}$. Provided that the greatest common divisor of the set of integers is equal to one, then the Frobenius number always exists and takes a finite value [63]. For completeness, note that if the greatest common divisor of a set of positive integers is not equal to one, then each integer in that set is a multiple of the greatest common divisor and, in consequence, only multiples of the greatest common divisor can be represented through integer linear combinations of the given set of integers.

In 1996, Ramirez-Alfonsin [87] showed that computing the Frobenius number in general is $\mathscr{N} \mathscr{P}$-hard through a reduction to the integer knapsack problem. Despite this, Kannan [60] developed a polynomial time algorithm for computing the Frobenius number in 1992 provided that the number of coprime integers is fixed, however, this algorithm is known to be hard to implement. For two integers $p_{i}$ and $p_{j}$ with $\operatorname{gcd}\left(p_{i}, p_{j}\right)=1$ Sylvester [94, 95] tells us that the Frobenius number can be found can be found using the formula

$$
F\left(p_{i}, p_{j}\right)=p_{i} p_{j}-p_{i}-p_{j} .
$$

In the proof of Theorem 5.3.1 we only need to compute the Frobenius number for the two coprime entries with the same sign and, in particular, we avoid the $\mathscr{N} \mathscr{P}$-hardness by essentially fixing the dimension of the problem to two.

### 5.3.2 Proof of Theorem 5.3.1

Recall that the vector $\boldsymbol{a}$ features both positive and negative entries by assumption. Since we can replace $a, b$ by $-a,-b$ if necessary, we can assume without loss of generality that $b \geq 0$. Further, rearranging the entries of $\boldsymbol{a}$ if necessary, we can assume without loss of generality that $\boldsymbol{a}$ is written such that only its first $k$ entries are positive, where $1 \leq k \leq n-1$. In other words, we assume that $\boldsymbol{a}$ is written in the form

$$
\begin{equation*}
\boldsymbol{a}=\left(\left|a_{1}\right|,\left|a_{2}\right|, \ldots,\left|a_{k}\right|,-\left|a_{k+1}\right|, \ldots,-\left|a_{n}\right|\right)^{T}, \tag{5.35}
\end{equation*}
$$

where $a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{Z}$ and $a_{i} \neq 0$ for all $i \in\{1,2, \ldots, n\}$ in light of the conditions (5.12). The knapsack polyhedron $P(\boldsymbol{a}, \boldsymbol{b})$ can be expressed in light of (5.35) as

$$
P(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}:\left|a_{1}\right| x_{1}+\left|a_{2}\right| x_{2}+\cdots+\left|a_{k}\right| x_{k}-\left(\left|a_{k+1}\right| x_{k+1}+\cdots+\left|a_{n}\right| x_{n}\right)=b\right\}
$$

or, after rearranging, as

$$
\begin{align*}
& P(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}:\left|a_{1}\right| x_{1}+\left|a_{2}\right| x_{2}+\cdots+\left|a_{k}\right| x_{k}\right.  \tag{5.36}\\
&\left.=b+\left(\left|a_{k+1}\right| x_{k+1}+\cdots+\left|a_{n}\right| x_{n}\right)\right\}
\end{align*}
$$

Recall that there exists at least two entries from $\boldsymbol{a}$ with the same sign whose greatest common divisor equals to one by assumption. Observe that this equivalently tells us that by assumption there exists two coprime entries on either the left-hand or right-hand side of the equality appearing in (5.36). Intuitively the approach we take is to say that since we can create a suitable integral linear combination for any integer greater than the Frobenius number of the coprime pair using them, then provided the other side of the equality appearing in (5.36), namely the opposite side to where the aforementioned coprime pair are found, is "sufficiently large", then the equality will necessarily hold. In particular, since we can make either the left-hand or the right-hand side "sufficiently large" as required, it is sufficient for simplicity to assume that the two coprime knapsack entries are negative, meaning they are found on the right-hand side of the equality appearing in (5.36). Further, upon rearranging the negative entries of the knapsack if required, we assume that these coprime entries have indices $k+1$ and $k+2$, respectively. In other words, we assume $\operatorname{gcd}\left(a_{k+1}, a_{k+2}\right)=1$. It is worth adding that if instead the coprime pair were instead found on the left-hand side of the equality appearing in (5.36) a problem with feasibility may arise in our approach if $b>F+1$, however, in such case
we may simply make use of the standard ceiling function with a lower threshold of zero in order to ensure nonnegativity is achieved.

Let

$$
y=\frac{\left|a_{k+1}\right| x_{k+1}+\cdots+\left|a_{n}\right| x_{n}}{g}
$$

where $g=\operatorname{gcd}\left(a_{k+1}, \ldots, a_{n}\right)$. This notation allows us to express $P(\boldsymbol{a}, b)$ (5.36) equivalently as

$$
P(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}:\left|a_{1}\right| x_{1}+\left|a_{2}\right| x_{2}+\cdots+\left|a_{k}\right| x_{k}=b+g y\right\}
$$

Recall that $\operatorname{gcd}\left(a_{k+1}, a_{k+2}\right)=1$ and, in consequence, $g=1$, meaning that $P(a, b)$ can be expressed equivalently as

$$
\begin{equation*}
P(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{n}:\left|a_{1}\right| x_{1}+\left|a_{2}\right| x_{2}+\cdots+\left|a_{k}\right| x_{k}=b+y\right\} \tag{5.37}
\end{equation*}
$$

Recall that $F\left(p_{1}, \ldots, p_{n}\right)$ denotes the Frobenius number of the set of positive integers $p_{1}, \ldots, p_{n} \in \mathbb{Z}_{>0}$ with $\operatorname{gcd}\left(p_{1}, \ldots, p_{n}\right)=1$. Let $F=F\left(a_{k+1}, a_{k+2}\right)$ denote the Frobenius number for the coprime pair $a_{k+1}$ and $a_{k+2}$. Because any integer greater than the Frobenius number $F$ can be represented as a positive integral linear combination of the pair $a_{k+1}$ and $a_{k+2}$ and the knapsack polyhedron $P(a, b)$ is unbounded, it is sufficient to consider only the case when $y>F$. In other words, it is sufficient to consider only the case $y>F$ since we can always create a suitable positive combination of the pair $a_{k+1}$ and $a_{k+2}$ that is "sufficiently large" in the sense that the combination is strictly larger than the Frobenius number. Moreover, since the Frobenius number is integral by definition, then clearly we consider only the scenario when $y \geq F+1$.

Let $\pi_{[k]}(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$ denote the projection onto the first $k$ coordinates and, in particular, let $Q(\boldsymbol{a}, b)=\pi_{[k]}(P(\boldsymbol{a}, \boldsymbol{b}))$. Because we consider only the case when $y \geq$ $F+1$, we will show the existence of a projected integral point from

$$
Q^{\prime}(\boldsymbol{a}, b)=\left\{\boldsymbol{x} \in \mathbb{R}_{\geq 0}^{k}:\left|a_{1}\right| x_{1}+\left|a_{2}\right| x_{2}+\cdots+\left|a_{k}\right| x_{k} \geq b+F+1\right\}
$$

where $Q^{\prime}(a, b) \subset Q(a, b)$. In light of the definition of the Frobenius number, observe that every integer point in $Q^{\prime}(a, b) \cap \mathbb{Z}^{k}$ corresponds to the projection of at least one $n$ dimensional integer point in the unbounded knapsack polyhedron $P(a, b)$. It is worth adding that this follows since for all integers $y \geq F+1$, there exists at least one nonnegative integral linear combination of $x_{k+1}$ and $x_{k+2}$ satisfying the equality appearing in (5.37). It should be emphasised that the method of projection does not correspond to a bijective mapping and, in consequence, we cannot guarantee that the projection of a given $n$-dimensional lattice point is unique and further, we cannot perform a standard
method of "lifting" in order to write a given $k$-dimensional projected integer point as some $n$-dimensional feasible lattice point.

Because all integral points in $Q^{\prime}(a, b)$ are feasible in the sense that they correspond to at least one feasible $n$-dimensional lattice point, we can therefore select an integral point in $Q^{\prime}(a, b)$ with minimal $\ell_{0}$-"norm" before subsequently constructing an appropriate positive integral combination satisfying the equality appearing in (5.37). In particular, we choose a projected integer point $\pi_{[k]}(\boldsymbol{z}) \in Q^{\prime}(\boldsymbol{a}, b) \cap \mathbb{Z}^{k}$ with at most one nonzero entry. Note we require in the worst-case one nonzero entry since $\pi_{[k]}(0) \notin Q^{\prime}(a, b)$ in general.

More specifically, we choose a $k$-dimensional integral point with the form

$$
\pi_{[k]}(\boldsymbol{z})=\left(0, \ldots, 0,\left[\frac{b^{\prime}}{\left|a_{i}\right|}\right]_{0}, 0, \ldots, 0\right)^{T}
$$

for some $1 \leq i \leq k$, where $b^{\prime}=b+F+1$. It is worth emphasising that the lower threshold of zero for the ceiling function is required in order to ensure that the $k$-dimensional integer point $\pi_{[k]}(\boldsymbol{z})$ is feasible in the sense that $\pi_{[k]}(\boldsymbol{z}) \in Q^{\prime}(\boldsymbol{a}, \boldsymbol{b})$.

Because $\pi_{[k]}(\boldsymbol{z}) \in Q^{\prime}(\boldsymbol{a}, b)$ it follows that this $k$-dimensional integral point corresponds to at least one $n$-dimensional lattice point $\boldsymbol{z} \in P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n}$, which has the form

$$
z=\left(0, \ldots, 0,\left[\frac{b^{\prime}}{\left|a_{i}\right|}\right]_{0}, 0, \ldots, 0, z_{k+1}, z_{k+2}, \ldots, z_{n}\right)^{T}
$$

for some $z_{k+1}, z_{k+2}, \ldots, z_{n} \in \mathbb{Z}_{\geq 0}$. In light of the equality appearing in (5.36), the integral point $\boldsymbol{z}$ corresponds to the integral linear combination

$$
\left|a_{i}\right|\left[\left.\frac{b^{\prime}}{\left|a_{i}\right|}\right|_{0}=b+\left|a_{k+1}\right| z_{k+1}+\left|a_{k+2}\right| z_{k+2}+\cdots+\left|a_{n}\right| z_{n} .\right.
$$

Furthermore, since $b^{\prime}=b+F+1$, this equality can be expressed equivalently as

$$
\left|a_{i}\right|\left|\frac{b+F+1}{\left|a_{i}\right|}\right|_{0}=b+\left|a_{k+1}\right| z_{k+1}+\left|a_{k+2}\right| z_{k+2}+\cdots+\left|a_{n}\right| z_{n} .
$$

Recall that $F$ denotes the Frobenius number of the coprime pair $a_{k+1}$ and $a_{k+2}$ and, by definition, every positive integer greater than $F$ can be expressed as a positive integral linear combination of $a_{k+1}$ and $a_{k+2}$. In particular, because $y \geq F+1$, we deduce that the equality

$$
\left|a_{i}\right|\left|\frac{b+F+1}{\left|a_{i}\right|}\right|_{0}=b+\left|a_{k+1}\right| z_{k+1}+\left|a_{k+2}\right| z_{k+2}
$$

holds for some suitable $z_{k+1}, z_{k+2}$. In particular, this shows the existence of some integral solution $\boldsymbol{z} \in P(\boldsymbol{a}, b) \cap \mathbb{Z}^{n}$ to the knapsack problem with the form

$$
z=\left(0, \ldots, 0,\left\lceil\frac{b+F+1}{\left|a_{i}\right|}\right\rceil_{0}, 0, \ldots, 0, z_{k+1}, z_{k+2}, 0, \ldots, 0\right)^{T}
$$

which is an integral point satisfying $\|\boldsymbol{z}\|_{0} \leq 3$ as required. Finally, observe that the proof boils down to computing the greatest common divisor, which can be done using methods including the Euclidean algorithm (see e.g. [30, Chapter 31]), which concludes the proof of Theorem 5.3.1.

## - Chapter 6 -

## Conclusions and Future Work

During this final chapter, we provide a brief overview of the results presented in this thesis and, in addition, discuss future research directions.

### 6.1 Conclusions

In Chapter 4, we show that a surprising relation links proximity and sparsity of solutions to IPs when considering vertices of Gomory's corner polyhedra [49]. In particular, Theorems 4.1.1-4.1.6 demonstrate that a transference result holds which allows the best known distance bounds to be strengthened when vertices of the corresponding corner polyhedron are not sparse and, vice versa, strengthening the sparsity bounds if the vertices of the corner polyhedron are sufficiently far from a given vertex of the polyhedron $P(A, \boldsymbol{b})$. Recall that the corresponding vertices of the corner polyhedron need not be feasible for the original IP problem in general, however, in the knapsack scenario, we demonstrate in Theorem 4.1.6 that at least one vertex is feasible. In addition, the aforementioned transference results yield resembling $\ell_{1}$-distance bounds, namely Corollaries 4.1.3-4.1.8. Furthermore, Theorem 4.1.10 presents a resembling result for optimal integer solutions to IPs which similarly connects proximity with sparsity.

In Chapter 5, we present three refinements of the known distance and sparsity bounds in special cases. In particular, Theorems 5.1.1 and 5.2.1 provide improvements for the estimates for the worst-case distance from any vertex of the polyhedron $P(A, \boldsymbol{b})$ to a nearby feasible integral point provided that $P(A, \boldsymbol{b})$ is integer feasible. Further, we present Theorem 5.3.1, which demonstrates that under certain assumptions one can always generate an integral solution to a knapsack problem whose $\ell_{0}$-"norm" is bounded by three in polynomial time.

### 6.2 Future Work

It still remains an open question to provide an optimal worst-case upper bound on the distance from any vertex of the polyhedron $P(A, \boldsymbol{b})$ to a nearby feasible integer point in general. In particular, if it was proven that Conjecture 1 (from Chapter 5) holds, then the upper bound would be tight in light of the optimality of Theorem 5.1.1. Further, it remains an open problem in the general setting to prove (or disprove) that a certain transference result holds linking the proximity and sparsity when connecting vertices of the polyhedron $P(A, \boldsymbol{b})$ with vertices of the integral hull $\operatorname{conv}\left(P(A, \boldsymbol{b}) \cap \mathbb{Z}^{n}\right)$ as discussed in Chapter 4.
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