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Abstract

Geometric magnetic frustration is a phenomenon that arises through the com-
peting exchange interactions that occur due to the arrangement of magnetic ions
within the crystal structure of a material. In this work, the structural and mag-
netic behaviour of inorganic and hybrid systems that contain a triangular or
kagomé arrangement of ions is explored through the complementary use of powder
diffraction, magnetometry, heat capacity and muon spectroscopy measurements.

The first series of materials reported are the mineral barlowite, Cu4(OH)6FBr,
and its halide analogues, Cu4(OH)6FCl and Cu4(OH)6FI. Each of these systems
contain a kagomé network of Cu2+ ions which are separated by an additional
Cu2+ site. At room temperature, the crystal structures belong to the P63/mmc
hexagonal space group, where the interlayer Cu2+ is disordered. Upon cooling,
a structural transition takes place to varying extents across the series, in which
the average structure can be described by the orthorhombic Pnma space group.
However, some remaining disorder on the interlayer site is unearthed, which can
be correlated to features observed in the magnetic behaviour across this series.

Next, the magnetic behaviour of the Zn-barlowite series, ZnxCu4−x(OH)6FBr,
is investigated using neutron powder diffraction, magnetometry and muon spec-
troscopy techniques. There is evidence to suggest that Zn2+ preferentially occupies
the interlayer Cu2+ site, which magnetically decouples the kagomé layers from each
other. This is shown via muon spin relaxation measurements, alongside supporting
DFT muon-site calculations, that provide evidence for fluctuating magnetic mo-
ments in highly-substituted samples at sub-kelvin temperatures. This behaviour
is indicative of the presence of a dynamic magnetic ground state such as that as-
sociated with the elusive quantum spin liquid.

The family of metal-organic frameworks with the formula Cu3(CO3)2(X )3·2ClO4

are formed from kagomé layers that are separated by an organic linker, X = 1,2-
bis(4-pyridyl)ethane, 1,2-bis(4-pyridyl)ethylene or 4,4’-azopyridine. A new crystal
structure with the space group P3 is proposed for these systems, which adequately
describes the disorder present in the organic linkers. Through characterisation via
magnetic susceptibility, heat capacity and powder diffraction measurements, the
magnetic structures of these systems suggest that antiferromagnetic exchange oc-
curs through these linkers. Meanwhile, the nature of the exchange within the
kagomé layers is predicted to be ferromagnetic rather than antiferromagnetic.

KFe(C2O4)F is a hybrid coordination framework containing a distorted triangu-
lar arrangement of Fe2+ ions that are bound through oxalate linkers. A com-
prehensive neutron powder diffraction and muon spectroscopy study reveals that
the magnetic structure of this material contains quasi-one-dimensional Fe–F–Fe
chains that are antiferromagnetically coupled, suggesting that a combination of
low-dimensionality and magnetic frustration characterises the magnetic ground
state of this system.
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Chapter 1

Introduction

Solid state materials are the foundation of many areas of modern science and tech-

nology as a result of the structure-property relationships that arise within them

[1]. Our fundamental understanding of these properties has led to ground-breaking

developments in applications including, but certainly not limited to, solid state

batteries [2], light-emitting diodes [3], and sensors [4]. The theme of this thesis,

however, surrounds the property of magnetism that arises in solid state materi-

als that typically contain metal ions hosting unpaired electrons. Magnetism has

been harnessed for centuries in applications that are integral to our everyday lives,

such as in compasses [5], for memory storage [6], magnetic imaging for medical

purposes [7], and in cooling devices [8]. Of course, whilst the components that

make up these materials, on the whole, can be understood using quantum mechan-

ical concepts, the macroscopic behaviour of a typical magnet can be described in

a classical manner [9]. Even so, there was once a time where magnetism was

largely misunderstood, but in the past century our developed understanding of

the quantum world has brought with it a new, more elusive class of materials

named quantum materials, in which classical concepts are unable to describe the

unusual electronic and magnetic properties which emerge from them [10]. This in-

terdisciplinary topic spans the fields of materials chemistry and condensed matter

physics, and examples of such exotic states include superconductors, skyrmions,

topological insulators and quantum spin liquids [11]. It is the latter class of ma-

terials which are of interest in this thesis.

A quantum spin liquid, first and foremost, is a crystalline solid, and at least

one of the atoms that form its periodic structure must contain unpaired electrons,

which have a corresponding spin. In typical magnetic materials, the direction of

the magnetic moment associated with this spin may order in a particular pattern.

For example, in a ferromagnet the magnetic moments on each atom will point in

one direction, either when magnetised by an external field or when cooled below

a critical magnetic ordering temperature. On the contrary, in an antiferromagnet
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the magnetic moments will point antiparallel to each other. In between these two

extremes there are many different ways in which magnetic moments can order

themselves into a regular pattern, which depends on the identity and placement

of atoms in a particular material and the various interactions between them. In a

quantum spin liquid, however, these unpaired electrons will never order into such a

pattern. Instead they remain dynamically fluctuating, analogous to the molecules

in a liquid, in a manner that can only be described using quantum mechanics [12].

One consequence of this is that exotic quasiparticles are expected to emerge from

such materials. It is hoped that our understanding of these phenomena will allow

us to grasp some of the outstanding challenges that exist in quantum physics,

and ultimately contribute to the development of the quantum devices which are

expected to transform next-generation technology [13].

In this regard, one of the many challenges presented to materials scientists is the

discovery and characterisation of new solid state materials that realise such in-

triguing magnetic behaviour, and it is this aim which this thesis strives to achieve.

All of the materials studied within this work give rise to such behaviour because

the geometry of the magnetic ions with respect to one another prevents their spins

from ordering in a conventional way. This chapter aims to provide an introduction

to this concept, termed magnetic frustration, alongside some of the fundamentals

of the study of magnetism and quantum materials. In Chapter 2, an overview of

the synthetic and characterisation routes relevant to the study of frustrated mag-

nets is given, with a focus on the advantages and limitations of these techniques

in this particular field. Chapters 3 – 6 form the bulk of the research carried out

for this thesis, which has involved the characterisation of four inorganic or hybrid

systems that contain a triangular arrangement of magnetic ions expected to dis-

play magnetic frustration. A thorough investigation into these systems’ structural

and magnetic properties has been undertaken via a combination of powder X-ray

and neutron diffraction, magnetometry and heat capacity measurements, as well

as muon spectroscopy. Finally, Chapter 7 aims to summarise the results presented

in this thesis, and to provide an outlook for future work in this field.

1.1 The Fundamentals of Magnetism

Magnetism is brought about through the motion of electrical charges. In electro-

magnetism, for example, magnetism is created by running a current through a

coil of wire. On the microscopic level, the smallest charge is the electron, which
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is often visualised as a tiny bar magnet because it has an associated “spin” that

generates a magnetic field. However, the electron is a point charge and thus can-

not really spin and generate a magnetic field in the way that a charged wire does,

and for this reason the electron spin is often termed the intrinsic spin angular

momentum. Electrons also orbit the nucleus, which gives rise to what is termed

the orbital angular momentum. In 1922, the Stern-Gerlach experiment elegantly

demonstrated that both of these phenomena take values which are quantised in

discrete values when placed in an inhomogeneous magnetic field [14]. In this sec-

tion, a brief overview of the concepts that describe electrons in transition metal

elements is given.

1.1.1 The Magnetic Moment

Classically, the angular momentum that arises through the motion of electrical

charge has a magnetic moment associated with it, which is proportional to the

area loop created about the axis of rotation [15]. In the case of atoms or ions where

electrons orbit a nucleus, there are a set of quantum numbers which describe their

behaviour, and therefore their magnetic moments, as outlined below:

� The motion of electrons about a nucleus results in a total orbital angular

momentum, L, which is proportional to the magnetic moment via a constant

termed the gyromagnetic ratio, γ, via,

µ = γL. (1.1)

� The intrinsic spin angular momentum of a single electron about a nucleus

(i.e. the electron in a hydrogen atom) has a magnetic moment defined as

µ = − eh̄

2me

= −µB, (1.2)

where e is the charge of an electron, me is the mass of an electron, and h̄ is

the reduced Planck’s constant. µB is the Bohr magneton, which has a value

of 9.274×10−24 J T−1. Magnetic moments are commonly expressed in terms

of this unit.

� When an external field, B, is applied to a magnetic moment, its potential

energy is given by,

E = µ ·B = −µB cos θ, (1.3)
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so that the energy is minimized when the magnetic moment lies parallel

to the magnetic field. Because the magnetic moment is associated with an

angular momentum, the change in µ is perpendicular to both µ and B,

and thus the magnetic field causes the direction of µ to precess about B.

Crucially, the components of the magnetic moments projected along the

field direction due to the intrinsic spin and orbital angular momenta are

quantised, so that only certain values of the angle θ are allowed [16].

� The magnitudes of the spin angular momentum, S, and the orbital angular

momentum, L, of an electron orbiting a nucleus are quantised as follows,

S =
√
s(s+ 1)h̄ and L =

√
l(l + 1)h̄ (1.4)

where s and l are the spin and orbital angular momentum quantum numbers,

respectively. For an electron, s is always equal to 1
2
, whereas l depends

on the electronic state of the system, with l = 0, 1, 2...n − 1. n is the

principal quantum number, which always has an integer value. Here, a

larger n describes a larger probable electron distance from the nucleus, or

an electron “shell”.

� The directions of L and S are also quantised in terms of the magnetic quan-

tum number, ml, and the spin quantum number, ms, which take 2l + 1 and

2s+ 1 values between −l and +l, and −s and +s, respectively.

� Because s = 1
2

for an electron, it follows that ms = ±1
2
. This means that the

electron spin points in one of two directions, termed spin-up and spin-down.

� The total angular momentum, J, is the sum of the orbital angular momen-

tum, L, and the spin angular momentum, S. The total magnetic moment

in an atom or ion, therefore, depends on the relative contributions of the

orbital and spin angular momenta.

� The magnitude of the total effective magnetic moment in an atom or ion is

given by,

µeff = gJ

√
J(J + 1)µB (1.5)

where gJ is a special case of a dimensionless proportionality constant g-

factor, named the Lande g-factor, for an electron with both spin and orbital

angular momenta. The spin and orbital angular momenta can interact via

the spin-orbit coupling interaction, λL ·S, where λ is the spin-orbit coupling

constant.
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� However, in the majority of the transition metal ions the orbital angular

momentum is said to be quenched, so that L = 0 and by approximation

J = S. As a result, the spin-only estimate for the magnetic moment can be

used,

µso = g
√
S(S + 1)µB, (1.6)

where g = 2 for the intrinsic spin angular momentum [15].

The Pauli exclusion principle states that no two electrons in an atom or ion can

have the same set of quantum numbers. In practice this means that in a many-

electron system, no two electron spins can be parallel with respect to one another

(ms = ±1
2
) if they have the same value of ml. In fact, the structure of the periodic

table in which elements are separated into s, p, d and f blocks arises due to the

Pauli exclusion principle. The combination of quantum numbers which minimise

the overall energy can be further estimated using Hund’s rules, which state that

the lowest energy electron configuration is one where the total number of unpaired

electrons, S, and the orbital angular momentum, L, are maximised [17].

1.1.2 Crystal Fields

An orbital approximation is used to visualise the wavefunctions which describe the

2l+1 degenerate states of an ion. In the transition metals, it is the d-orbitals which

are most important in terms of the magnetic and electronic properties because they

are spatially expanded and interact strongly with their surroundings, and this is

the reason that the orbital angular momentum is typically “quenched” in systems

which contain transition metal ions. The 3d orbitals have orbital angular mo-

mentum represented by l = 2, and so there are 2l + 1 different d orbitals whose

shapes, depicted in Figure 1.1, have a pronounced angular dependence which de-

scribes the electron density for a given orbital. In the case of a free ion, the 3d

orbitals are degenerate in energy. However, in a real material a metal ion experi-

ences what is known as the crystal field, which arises due to the repulsion between

the electrons in the d-orbitals and the coordinated ligands, which are modelled

as point charges. Depending on the symmetry of the resulting environment, a

perturbation to the energy levels which represent these orbitals occurs which can

then be used to rationalise the magnetic properties of a given system [18]. When

placed in an octahedral crystal field, for example, the dz2 and dx2−y2 orbitals have

components which point directly into the path of the ligands, whilst the dxy, dyz

and dxz orbitals are directed between the ligands. This means that the former set

of orbitals, termed the eg orbitals, are doubly degenerate and are higher in energy
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than the latter set, termed t2g orbitals, which are triply degenerate, because there

is an energetic cost associated with the electrostatic repulsion between the metal

and the ligands. This is demonstrated via a crystal field splitting energy diagram

in Figure 1.1. In contrast, in the case of a tetrahedral crystal environment the

opposite is true and the two sets of orbitals switch around in energy. There is

a third crystal field that is relevant to the work within this thesis, which is the

trigonal prismatic coordination, shown in Figure 1.2. In this case, the orientation

of the ligands with respect to the d-orbitals of the metal centre leads to three

different sets of energy levels [19].

Figure 1.1: The d-orbitals which are occupied by the outermost electrons in a
typical transition metal are split in energy in the presence of a crystal field. In
an octahedral crystal field, as shown, orbitals which point towards the ligands
are raised in energy, and vice versa. These energy levels are further split in the
case of a d9 electron configuration due to the Jahn-Teller effect, where the system
spontaneously distorts, here shown via an elongation along z. This effect acts to
remove the degeneracy associated with the unpaired electron.
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Figure 1.2: In a trigonal prismatic coordination environment, the d-orbitals are
split into three energy levels. This coordination environment is typically observed
in metals with d0, d1 and d2 electron configurations [19]. Trigonal prismatic coor-
dination is particularly rare for a d9 metal such as Cu2+, because the system must
further distort via a Jahn-Teller mechanism to remove the degeneracy associated
with the unpaired electron, which can occupy one of two degenerate orbitals in
the crystal field splitting energy diagram depicted here.

1.1.3 The Jahn-Teller Effect

A large part of this thesis surrounds the study of Cu2+-based materials. Cu2+ is

an interesting case because it has a d9 electron configuration and therefore a total

spin of S = 1
2
. In an octahedral crystal field, the unpaired electron in the Cu2+

electron configuration has a choice about which of the doubly degenerate eg orbitals

discussed above that it occupies. To circumvent this choice, the octahedral crystal

field around the Cu2+ ion typically spontaneously distorts in one of two ways to

remove the degeneracy associated with these orbitals. The bonds connecting the

ligands along the axial directions, shown in Figure 1.1, can elongate, which causes

the orbitals with components along this z axis to lower in energy. Conversely, these

7



same bonds can compress, resulting in an increase in the energy levels of the same

orbitals. Both of these instances break the degeneracy of the eg orbitals, so that

there is now a single high-energy orbital that the unpaired electron of the Cu2+

ion can occupy, which is energetically favourable. This phenomenon is termed a

Jahn-Teller distortion, and this concept often governs the crystal field environment

assumed by transition metal ions whose electron configuration means there is

some orbital degeneracy. The former example, where two axial bonds elongate,

is termed a [4+2] Jahn-Teller distortion, and is typically observed amongst the

mineral systems relevant to Chapters 3 and 4 of this thesis. In an extended solid,

if the directions of this elongation are ordered—i.e. there is no directional disorder

associated with the distortion—then the effect is termed cooperative Jahn-Teller

distortion. An extreme example of [4+2] Jahn-Teller distortion is where the ligands

along the z-axis are completely removed, resulting in a square planar crystal field

environment which is common amongst metals with a d8 electron configuration,

such as Ni2+. The Jahn-Teller effect can be temperature-dependent, so that there

is a dynamic switching of the orientation along which the elongated bonds occur

which slows down with decreasing temperature. In an extended solid, this dynamic

effect can present itself as a [2+4] Jahn-Teller distortion when using methods which

probe average order over a long range [20].

1.2 Materials and Magnetism in the Solid State

The collective interactions between many atoms in a solid gives rise to a long-

range periodic arrangement of these atoms, and their orientation with respect

to one another is what typically gives rise to the functional properties relevant

to modern day technology. In this section, the concepts required to aid in the

understanding of the collective magnetic response in materials are outlined.

1.2.1 Crystallography

In order to optimise the functional properties of interest, a thorough understand-

ing of the crystal structure of a given solid state material is required. A description

of the regular arrangement of ions in three dimensions is given by a set of crystal-

lographic rules which describe the symmetry operations that they obey in space.

Each system is described by a unit cell which can be repeated to construct the

entire crystal, with dimensions a, b and c, and angles α, β and γ. There are 7 crys-

tal systems which are categorised depending on these unit cell lengths and angles,

which are further divided into 14 Bravais lattices depending on their translational
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symmetry. By considering the further symmetry operations of screw axes, mir-

ror planes, glide planes and inversions, a total of 230 unique combinations exist

which describe three dimensional symmetry, and are termed the crystallographic

space groups. The symbols within a space group describe the symmetry opera-

tions which can be applied to the asymmetric unit—a fraction of the repeating

unit—to generate the entire unit cell [1].

Further to this, there are a set of 1651 magnetic space groups which describe the

arrangement of magnetic moments in space, and which are deduced by combin-

ing the 230 crystallographic space groups with an additional symmetry operation

known as the time reversal operator. Magnetic moments are represented as axial

vectors, which behave differently under symmetry operations than polar vectors,

which can be used to represent the positions of atoms. As a result, the effect of the

time reversal operator is to essentially flip the direction of a magnetic spin, and

this is demonstrated in Figure 1.3 [21]. The relationship between the crystal unit

cell and the magnetic unit cell is given by a propagation vector, k. The ability

to represent the crystal and magnetic structures of materials in this way is vital

to understanding the phenomena observed in functional materials. A clear under-

standing of both of these structures is important because, as will be demonstrated,

the crystal structure of a material is one factor which governs the strength and

Figure 1.3: The time reversal operator is best understood by considering a mirror
plane symmetry operation on polar and axial vectors that represent an atom and a
magnetic moment, respectively. The polar vector is analogous to a dipole moment,
whilst the axial vector is like an electric current loop, and these both transform
differently in a mirror plane. To account for this, the time reversal operator is used
to invert the magnetic moments without moving the atoms. The combination of
a symmetry operation with time-reversal is called a primed operation [21].
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nature of the interactions which arise in a magnetic solid.

1.2.2 Magnetisation and Susceptibility

In a solid state magnetic material there are a large number of atoms or ions

which each possess their own magnetic moment. When a magnetic field, H, is

applied the material produces a macroscopic magnetic field in response called the

magnetisation, M. The relation between these two parameters is given by,

M = χH, (1.7)

where χ is the magnetic susceptibility of the material, and represents the magnetic

moment induced in a magnetic solid per unit volume. In other words, χ is a

measure of the response of a magnetic material in an applied magnetic field. The

total magnetic field, the flux density B, is then the sum of the applied field and

the magnetisation related via the permeability of free space,

B = µ0(H + M). (1.8)

The flux density can either decrease or increase in the presence of an applied field.

The former occurs in diamagnetic materials due to the paired spins within their

electron configurations, and whilst this is present in all materials, the resulting

diamagnetic susceptibility is temperature independent and relatively small. How-

ever, this contribution becomes more significant in materials containing organic

components with delocalised electrons. On the other hand, materials with un-

paired electrons are termed paramagnetic and act to produce an increase in the

magnetic flux density. This contribution is large relative to the diamagnetic sus-

ceptibility and is temperature dependent [15].

At high temperatures the spins of the unpaired electrons on paramagnetic ions

are only weakly interacting and point in random directions, but still produce a

positive magnetic susceptibility whose temperature dependence is described by,

χ =
C

T
, (1.9)

where C is the Curie constant. This is the Curie law, and is only valid at high tem-

peratures or in the presence of weak magnetic fields. Importantly, the parameter
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Figure 1.4: The temperature dependence of the magnetic susceptibility for a
typical paramagnet, ferromagnet and antiferromagnet (left). By fitting the in-
verse susceptibility (right) to the Curie-Weiss law (Equation 1.11), the sign of the
resulting Weiss temperature, θ, indicates whether the dominant magnetic interac-
tions are ferromagnetic or antiferromagnetic for the measured material.

χ can be related to the magnetic moment via,

µeff =

√
3kBχMT

NAµ0

, (1.10)

where kB is the Boltzmann constant, χM is the molar magnetic susceptibility and

NA is Avogadro’s number. Substituting Equation 1.9, this simplifies to approxi-

mately µeff =
√

8C µB.

In most instances, however, the magnetic interactions between the magnetic atoms

or ions mean that Curie’s law is not obeyed, and these materials instead follow

the Curie-Weiss law,

χ =
C

T − θ
(1.11)

where θ is the Weiss constant, and represents the sum of all of the interactions

between magnetic ions. In a typical magnetic material, a sharp transition in

the temperature-dependent magnetic susceptibility is observed as the tempera-

ture approaches the energy scale of the interactions between the magnetic ions.

The consequence of this is that the magnetic moments arrange themselves into

an ordered array, such as shown in Figure 1.4. In ferromagnetic materials, the

individual magnetic moments align parallel to each other below a transition tem-

perature known as the Curie temperature, TC. Conversely, in an antiferromagnet,

nearest neighbour magnetic moments align antiparallel with respect to each other
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below a transition temperature known as the Néel temperature, TN. This instance

can be considered to be two interpenetrating sublattices, on one of which the

magnetic moments point up and the other they point down, such that there is no

net magnetisation. The Weiss constant θ takes positive and negative values for

ferromagnets and antiferromagnets, respectively, and is zero for paramagnets. θ

also provides an estimate for the energy scale of the interactions in a magnetic

material, and can therefore be used to predict when TC or TN might arise [15, 16].

The concept of spontaneous symmetry breaking—where a high-symmetry state

ends up in an lower symmetry state—is a useful concept to consider at this point

[22]. In a paramagnet, all magnetic moment directions are equivalent and each

spin has rotational symmetry because the magnetic moments are randomly ori-

ented, i.e. the system is invariant under a symmetry transformation. As the

paramagnet is cooled, the magnetic moments align and rotational symmetry is

broken, and so the system is said to have undergone a phase transition which is

characterised by an order parameter, which in this example is the magnetisation.

This concept is important because the quantum states of matter which will be

discussed in Section 1.3 are particularly intriguing owing to the fact that they do

not undergo spontaneous symmetry breaking.

1.2.3 Magnetic Exchange

The interactions described above that occur between magnetic ions is called mag-

netic exchange, and an important concept in this regard is the Heisenberg model

which is represented by the Hamiltonian [15],

Ĥ = −
∑
ij

JexSi.Sj, (1.12)

which represents the sum of all of the interactions between neighbouring mag-

netic moments in a system containing many spins, Si and Sj. J is the exchange

integral, and determines whether the exchange between neighbouring spins is an-

tisymmetric (antiferromagnetic) or symmetric (ferromagnetic), and takes positive

or negative values for each, respectively. Note that in Equation 1.12, the vec-

tors Si and Sj imply that the magnetic moments can point in any direction in

space. There are analogous Hamiltonians which describe XY and Ising models

in which the moments are confined to a plane and along one axis, respectively.

Several mechanisms exist through which magnetic exchange can occur, which are

summarised below:
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� Direct exchange: Here, the interaction is directly through neighbouring

magnetic ions. However, in most systems there is insufficient overlap between

the orbitals containing unpaired electrons for this type of exchange to arise

[15].

� Superexchange: This mechanism depends on the overlap of partially oc-

cupied d-orbitals of the transition metal magnetic ion (M) with the occupied

orbitals of a non-magnetic mediator, for example the 2p orbitals of the oxide

ions (O) in a transition metal oxide. There are a set of rules devised by

Goodenough [23, 24] and Kanamori [25] that describe the angular depen-

dency on the nature and strength of magnetic superexchange in oxides. The

theory predicts that the exchange is antiferromagnetic if the M–O–M bond

angles are close to 180◦ so that the eg or t2g orbitals of both metal ions

sufficiently overlap. Conversely, when the M–O–M bond angles are close to

90◦ then ferromagnetic exchange is predicted to take place. Of course, in

real materials the situation is often complicated by the presence of many ex-

change pathways, and so the Goodenough-Kanamori rules are merely guide-

lines. Superexchange is the mechanism through which magnetic exchange

typically occurs in the materials relevant to the work in this thesis.

� Dzyaloshinskii–Moriya (DM) interaction: This is an antisymmetric

exchange which arises through the interplay between the spin-orbit interac-

tion and superexchange. The DM interaction essentially results in a canting

of two antiferromagnetically coupled spins which leads to a weak ferromag-

netism in the material. There are several symmetry rules required for the

DM interaction to persist and, importantly, if there is a centre of inversion

at the point between the two magnetic ions, the DM interaction is equal

to zero. The DM interaction plays an important role in materials contain-

ing large spin-orbit coupling and, in fact, this interaction is fundamental to

the stabilisation of spin textures in topological materials such as skyrmions

[26]. Furthermore, the DM interaction is allowed by the symmetry of the

materials studied within this thesis.

� RKKY interaction: Discovered by Ruderman, Kittel, Kasuya and Yosida,

this type of exchange is mediated by conduction electrons in metallic materi-

als, which become polarised by a nearby magnetic moment and then couple

to other nearby moments [27]. This is a much longer range interaction than

those described above, and is common in rare earth metals [16].
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� Double exchange: In materials which contain magnetic ions that can ex-

ist in more than one oxidation state, there is a hopping process where the

eg electrons transfer to a neighbouring ion. The process favours ferromag-

netic alignment of spins in neighbouring ions, because it is energetically un-

favourable for the hopping eg electron to move to a neighbouring ion where

the tg spins are antiparallel to it [28, 29].

� Dipolar exchange: This exchange involves the interaction between two

magnetic dipoles, the extent of which depends on their separation [15]. Dipo-

lar exchange is typically too weak to explain spontaneous magnetisation,

although it can become significant in rare-earth systems at very low temper-

atures [30].

1.3 Magnetic Frustration

When there are competing exchange interactions in a magnetic material, a form

of frustration arises because the interactions cannot be simultaneously satisfied

[31, 32]. This results in many states with equal energy which the system fluc-

tuates between, and the material is said to be magnetically frustrated. As a

consequence of this large ground state degeneracy, the magnetic ordering temper-

ature is reduced in comparison to the energy scale of the exchange interactions,

and this often leads to unconventional magnetic ground states. A measure of this

phenomenon is therefore given by the ratio between the energy scale of the mag-

netic interactions, |θ|, and the critical temperature, TC, and the resulting number

is known as the frustration index, f . The work in this thesis is concerned with

geometric magnetic frustration, where the magnetic ions sit in an ordered arrange-

ment but where the exchange interactions are frustrated via the topology of the

magnetic ions.

1.3.1 Geometrically Frustrated Lattices

The standard way to understand geometric frustration is by attempting to place

Ising spins in an antiferromagnetic arrangement onto an equilateral triangle; ar-

ranging the first two spins is intuitive, but there is no way to place the third

spin so that it is antiparallel to both of its neighbours, as depicted in Figure 1.5,

and there are six degenerate ground states which this particular system could

select [33]. A similar concept can be applied to antiferromagnetically coupled

Ising spins on the vertices of a tetrahedron. When this idea is extended over an
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infinite array of edge-sharing triangles (or corner-sharing tetrahedra, in what is

known as the pyrochlore structure), then macroscopic degeneracy emerges. For

this reason, materials which bear a triangular topology of magnetic ions, such as in

edge-sharing and corner-sharing triangular (kagomé) arrangements, as well as the

three-dimensional pyrochlore lattice, are of great interest in the field of geometric

frustrated magnetism.

An interesting case of magnetic frustration on the pyrochlore lattice is that of

spin ice, where the dominant exchange is ferromagnetic rather than antiferromag-

net. Magnetic frustration arises in this instance because of the existence of an

easy-axis anisotropy present in materials such as Dy2Ti2O7 [34] and Ho2Ti2O7

[35], which means that the magnetic moments must point towards the centre of

the tetrahedra. The result of this is that, if ferromagnetic exchange is dominant,

the spins align so that two point inwards and two point out of the tetrahedra

(see Figure 1.5), and the many ways in which this arrangement of spins can exist

in an infinite lattice is what gives rise to macroscopic degeneracy. In fact, spin

ice is an example of a classical spin liquid, in that the moments remain dynam-

ically fluctuating between these different conformations (akin to the molecules

in liquids) until the energy kBT becomes too small and the spins freeze into a

conformation which can be likened to the electric dipoles in water ice. In the tem-

perature range TC < T < θ, the material behaves as a cooperative paramagnet in

that the magnetic moments are dynamic like in a paramagnet, but are strongly

correlated. Similarly, this idea can be applied in two dimensions to the kagomé

lattice—named after a Japanese type of basket weaving—where ferromagnetically

coupled Ising spins must follow similar “ice rules” with the spins in an individual

triangle having a two-in-one-out or one-in-two-out configuration. Such behaviour

has been reported in the aforementioned pyrochlore systems under fields along the

Ising axis [36, 37], but more recently in the kagomé intermetallic HoAgGe [38].

Another ground state which is driven by classical fluctuations is one where mag-

netic moments freeze randomly below a critical temperature, TF, and the resulting

state is known as a spin glass [39]. A spin glass typically arises due to frustration

stemming from site disorder, for example, when magnetic atoms are distributed

randomly throughout a metallic matrix [40]. In this instance, frustration orig-

inates from competing ferromagnetic and antiferromagnetic RKKY interactions

between randomly placed magnetic ions, rather than from the geometry of the

magnetic sublattice, and the consequence of this frustration is that the magnetic
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Figure 1.5: Geometric frustration can be described by arranging antiferromag-
netically coupled Ising spins onto an equilateral triangle (top left). However, in
a typical triangular antiferromagnet the spins will adopt a non-collinear ground
state to “share” the magnetic frustration (bottom left). Other frustrated lattice
types which contain triangular plaquettes are the pyrochlore (centre) and kagomé
(right) lattices. However, there exist frustrated states of matter in these types of
systems even in the presence of ferromagnetic nearest-neighbour exchange, such as
in the spin ice phases where the magnetic ions contain an easy-axis spin anisotropy
which contrains them to point in a particular direction.

moments freeze, albeit cooperatively, into a random glass-like arrangement [39].

This phenomenon, in fact, was one of the early models in which competing ex-

change interactions were originally discussed [41]. Spin glass behaviour is also

commonly observed in geometrically frustrated magnets, although there typically

appears to be some level of site or bond disorder as well as geometric frustration

which drives the formation of such a system. Examples include YbZnGaO4, where

Zn2+ and Ga3+ cation site disorder is thought to induce a spin glass state [42], and

Y2Mo2O7, in which variations in Mo–Mo bond lengths are the source of disorder

[43]. In both of these examples, however, it is unclear if the resulting ground states

are comparable to those observed in conventional spin glasses.

It should be noted at this point that there are increasingly more lattice types be-

ing explored in the context of frustrated magnetism, such as the three-dimensional

hyperkagomé, two-dimensional square-kagomé [44], star [45] and “stagomé” [46]

lattices, as well as the square lattice [47, 48]. In the latter, frustration arises due to

a competition between the edge and diagonal exchange interactions on the square

16



plaquette. It is also important to note that, whilst all of the solids discussed

in this context are technically three-dimensional, the quasi-two-dimensional (and

even one-dimensional) behaviour of many of these systems arises through dom-

inant exchange interactions along specific directions, and in many cases this is

crucial to stabilising frustration (or destabilising magnetic order).

1.3.2 Quantum Spin Liquids and the Kagomé Antiferro-

magnet

Whilst the dynamics in spin glasses and spin ices are driven by thermal fluc-

tuations associated with magnetic ions which typically have large values of S,

quantum fluctuations come into play when S = 1
2

ions are utilised [12]. These

quantum fluctuations act to destabilise conventional magnetically ordered states

even further, and can theoretically persist down to absolute zero so that the mag-

netic moments remain dynamically fluctuating at all measurable temperatures.

The resulting state of matter is termed a quantum spin liquid (QSL), and is an

example of a ground state that does not break symmetry upon cooling like a fer-

romagnet or antiferromagnet does, and where there is no order parameter that

can be tracked upon entering the correlated regime.

A key feature of the QSL that separates it from a conventional paramagnet is

that of quantum entanglement which, in essence, implies that the magnetic mo-

ments must be strongly interacting rather than fluctuating randomly [33]. In

1973, Anderson proposed that the QSL state could be described using a model

in which unpaired spins form short-range entangled S = 0 singlets [49]. If these

singlets form a static, ordered arrangement onto the underlying lattice, the state

is called a valence bond solid (VBS) and is not a true QSL because it breaks trans-

lational symmetry. However, it was hypothesised that the singlets could resonate

from bond to bond in a manner similar to the resonating carbon double bonds

in a benzene ring. The resulting state, which is essentially a quantum superposi-

tion of a large number of dimer coverings onto a frustrated lattice, was named a

resonating valence bond (RVB) state, and is visualised on the kagomé lattice in

Figure 1.6. A consequence of these entangled states is the possibility that they

may host non-trivial excitations with fractional quantum numbers, as opposed to

the magnon excitations expected for a typical magnet. A key example is that of

spinons, which have zero charge but contain a spin S = 1
2
, and could be formed

through breaking apart one of the singlet bonds depicted in Figure 1.6. Generally

speaking, there are two categories of QSL ground states. In the first, there is an
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Figure 1.6: One of the predicted ground states of a classical kagomé antifer-
romagnet is called the

√
3 ×
√

3 state, where the chirality of each neighbouring
triangle alternates. However, there exist zero-point modes whereby certain spins
can rotate in or out of the plane with no cost in energy, as depicted by the dashed
lines. This means the kagomé antiferromagnet has a large ground state degener-
acy. When utilising low spin magnetic ions, various models exist for the types of
quantum states of matter which can arise, which involve the formation of singlets,
which here are represented by ovals and can be short-range (bottom left) or long-
range (bottom right).

energy cost that must be overcome to break a singlet bond and promote such an

excitation, and these gapped states are typically known as Z2 QSLs. This model

has been linked to superconductivity in high-TC cuprates [50], and for this reason

there is interest in electron doping a Z2 QSL state to realise superconductivity

[51, 52]. The second, gapless QSL type possesses a continuous low energy excita-

tion spectrum, which indicates that the singlets are comparably longer-range and

therefore less tightly bound.

The QSL was initially proposed as a potential ground state for the triangular

antiferromagnet [29]. Nowadays, it is widely thought that the triangular antifer-

romagnet does not host a spin liquid state [53], because in an extended array of

edge-sharing triangles the magnetic moments are rather XY or Heisenberg, and

the system alleviates any geometric frustration by adopting a compromise non-
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collinear ground state where each moment points at 120◦ to its neighbour. The

outcome is a doubly degenerate ground state that arises via the chirality of the

resulting spin arrangement. Even so, there are increasingly more studies which

suggest that a consideration of the next-nearest-neighbour exchange can stabilise

a QSL state in triangular magnets, provided the magnetic ion of choice has a spin

S = 1
2

[54]. Alternatively, the kagomé lattice has garnered considerable attention

in the search for material realisations of a QSL [55]. The kagomé arrangement has

a larger degeneracy than the triangular alternative, because each vertex on the

latter is shared by six surrounding triangles, whilst only two are shared in the for-

mer. As a result, a 120◦ arrangement of spins on a kagomé network still results in

an infinite amount of degenerate ground states, which is illustrated by considering

one of the classical ground states of the kagomé antiferromagnet, shown in Figure

1.6, in which certain spins can be rotated without any energy cost. This makes

the kagomé network an ideal structure type within which to explore QSL physics.

There are several proposed models which pertain to the S = 1
2

kagomé antiferro-

magnet, in particular those that relate to the RVB state originally proposed for

the triangular antiferromagnet, although theorists are limited by current compu-

tational power [56]. Whether these models effectively describe any real materials,

therefore, is an open debate.

Of course, in real materials there are inevitably perturbations to the spin Hamil-

tonian introduced via Equation 1.12, such as the DM interaction, long-range ex-

change, and disorder [57]. Consequently, the challenges that the concept of a QSL

presents to materials scientists are three-fold. Firstly, there is a need for the devel-

opment of models that effectively describe the exotic magnetic ground states which

arise in frustrated magnets. Secondly, there is a drive to produce real materiali-

sations of such systems, and especially ones that represent the “ideal” topologies

discussed above. Finally, characterising and detecting the signatures of the quan-

tum states of matter that are expected to emerge offers its own set of challenges.

Naturally, all three of these challenges are connected, given that a clear under-

standing of potential QSL systems is often complicated by a disconnect between

theory and experiment. Indeed, for decades after the inception of the QSL there

was scepticism surrounding whether such a state could exist in real materials, but

in the past two decades development in theory [58] has ignited interest in QSLs

from a materials science perspective [59], and the discovery of a large number of

magnetic compounds as promising candidate systems has transpired [60]. This

thesis aims to contribute to this work via the synthesis and characterisation of
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new frustrated magnets.

1.3.3 Materials of Interest in this Thesis

A variety of classes of materials have been explored in the search for one that

represents the quantum states of matter discussed above. Those previously men-

tioned include oxides and intermetallics, although further examples can be found

in the study of, for instance, van der Waals crystals [61, 62] and organic radical

systems [63, 64]. However, the following classes of materials are those that are

explored within this thesis, and a more comprehensive literature review for each

of these groups of materials are given within each chapter.

� Mineral Systems: Rather conveniently, the kagomé arrangement of ions is

often found in the form of naturally-occurring mineral systems, making na-

ture the ideal realm within which to explore frustrated magnets. The prime

example is herbertsmithite [65], discovered in 1972 in Chile and named after

the mineralogist Herbert Smith, although many more examples exist [66–

69]. A related mineral is barlowite, which was discovered in the 1980s in

Queensland, Australia [70] and named in honour of the amateur crystallog-

rapher William Barlow. It is this mineral, which contains a kagomé network

of Cu2+ ions, that is the subject of the work within the first two results chap-

ters in this thesis: Chapter 3 focusses on the synthesis and structural char-

acterisation of barlowite and its halide analogues using powder diffraction

techniques, and contributes to the elucidation of the role of subtle structural

distortions on the magnetic behaviour in this mineral family. Following this,

Chapter 4 utilises muon spectroscopy to explore the magnetic behaviour

upon substituting Zn2+ into the crystal structure of barlowite, which has

the effect of suppressing magnetic order.

� Metal-Organic Frameworks: A common drawback of using purely inor-

ganic compounds is that the interpretation of the magnetic ground states

in such systems is often plagued by the presence of site disorder [71, 72].

One route that aims to circumvent this issue is the use of organic compo-

nents, in metal-organic frameworks, for example, to separate the magnet-

ically frustrated layers [73]. The incorporation of organics also opens up

a huge potential for new systems, offers a route to controlling the dimen-

sionality of magnetic materials, and provides an opportunity to incorpo-

rate multifunctionality into such hybrid systems. In Chapter 5, a powder

diffraction, muon spectroscopy and heat capacity study of a family of related
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metal-organic frameworks that contain a kagomé network of Cu2+ ions sep-

arated by bipyridyl ligands is explored to exemplify the diversity afforded

by MOFs. The intriguing structural and magnetic behaviour observed in

this family of MOFs opens up new questions about our understanding of

magnetic exchange through organic moieties.

� Coordination Frameworks: Coordination frameworks offer similar ad-

vantages to metal-organic frameworks, although the shorter length of the

organics typically used in such materials means they can be further used

to control the magnetic exchange within the frustrated geometries of inter-

est [74]. This versatility is demonstrated in Chapter 6, where a coordina-

tion framework with the formula KFe(C2O4)F is explored through powder

diffraction and muon spectroscopy data analysis. In this case, the material

is formed from distorted triangular layers of Fe2+ bound by oxalate link-

ers, although the quasi-one-dimensional chains which exist in KFe(C2O4)F

appear to play a significant role in the magnetic behaviour observed.
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Chapter 2

Experimental Methods

Detecting and classifying the various states of matter which arise in magnetically

frustrated systems is an ongoing challenge. This is partially due to the difficulty

in defining the quantum states that can arise from this phenomenon, which is

especially challenging given that there is no local order parameter which can be

tracked if a non-symmetry broken state such as a QSL does prevail. For example,

whilst a lack of long-range magnetic order is a prerequisite for QSL formation,

this is not direct evidence for such a state because there are other explanations or

“hidden” order that can be responsible for a lack of detectable long-range order

[75]. A true quantum spin liquid state can only be identified through the detection

of spinons, for example. For this, experimental techniques that can detect exci-

tations are necessary, such as inelastic neutron scattering, thermal conductivity,

nuclear magnetic resonance and electron spin resonance [76]. These techniques are

beyond the scope of this thesis, although the work contained herein will enable

and inform future studies in this direction.

Geometric frustration occurs through the particular arrangement of magnetic ions

with respect to one another which induces competing interactions. As a con-

sequence, a thorough understanding of the crystal structure of a given material

following its synthesis is one of the first critical steps towards characterising frus-

trated magnets. Subsequently, an understanding of the bulk magnetic behaviour

is necessary to confirm frustrated interactions, and even if magnetic order does

prevail, an understanding of why that might be the case, based on the crystal and

magnetic structures, is crucial if we are to design and discover new model systems.

Finally, techniques that detect local magnetic behaviour can provide further in-

sight into whether any disorder remains, which may not be accessible via bulk

methods. The following chapter aims to summarise the techniques used within

this thesis to achieve these goals.
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2.1 Synthetic Methods

2.1.1 Hydrothermal Synthesis

Hydrothermal synthesis involves the chemical reaction of substances in an aqueous

solution above the boiling point of water. The reactions are usually contained in a

steel autoclave containing an inert lining, typically Teflon, designed to withstand

corrosive reagents and high temperatures and pressures. Hydrothermal reactions

proceed via reaction in solution, and thus offer the benefit of requiring relatively

low reaction temperatures when compared to conventional solid state methods,

as well as the ability to use sparingly soluble compounds which may not react in

ambient conditions. Moreover, this technique has been shown to provide access

to otherwise inaccessible oxidation states [77]. For these reasons, this type of

synthetic route is commonly used to prepare a broad range of polycrystalline and

single crystal samples of, for instance, oxides, fluorides, and inorganic-organic

hybrid materials such as metal-organic and coordination frameworks [78]. The

hydrothermal synthetic routes employed in this thesis are especially useful because

they are able to emulate the high temperatures and pressures at which minerals

form in nature, making this technique particularly relevant to the synthesis of

barlowite and its analogues in Chapters 3 and 4. As will be demonstrated in

these chapters, hydrothermal synthesis is highly sensitive to small changes in the

experimental environment, such as the reactant ratio, the temperature and length

of heating, the pH and the volume of solvent.

2.1.2 Solvay-Based Synthesis

The Solvay process is an industrial technique which utilises ammonia in brine to fix

CO2 as hydrogen carbonate, and is ordinarily used for the large-scale production

of sodium carbonate. This idea has been extended to the use of nitrogen con-

taining ligands under aqueous basic conditions with transition metal ions. Here,

the transition metal ions rapidly uptake atmospheric CO2, which is fixed in an

ammonia solution as hydrogencarbonate, and when the ammonia is allowed to

evaporate this frees up carbonate anions for the chelation of metal ions. As a

result, methods based on this process offer a somewhat environmentally friendly

synthetic route and there is interest in using a similar method for the sequestration

of atmospheric CO2 [79]. The diverse coordination chemistry of the CO 2–
3 anion,

which can bind in a uni-, bi-, tri- and even a tetradentate manner, makes this an

appealing approach for the synthesis of new frameworks with a range of topologies
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and dimensionalities [80, 81]. In Chapter 5, the fixation of CO2 is used to gen-

erate a family of metal-organic frameworks whose quasi-two-dimensional kagomé

structure forms through the tridentate coordination of CO 2–
3 anions.

2.2 Elemental Analysis

2.2.1 ICP-OES

In many instances, the exploration of new frustrated magnets, and functional

materials in general, is accomplished through doping of known materials. As a

result, gaining knowledge about the chemical composition of a given material is a

crucial step towards characterising it, as is demonstrated in Zn-substituted bar-

lowite in Chapter 4 where the dopant is used to control the dimensionality of

the magnetic sublattice. One analytical method commonly used for the deter-

mination of elemental composition is inductively coupled plasma optical emission

spectrometry (ICP-OES). The technique requires the injection of a sample into

radiofrequency-induced argon plasma, which is quickly vaporised in the high tem-

peratures (approximately 10,000 K at the core) of the inductively coupled plasma.

The resultant free atoms are promoted to their excited states, which subsequently

relax to the ground state via the emission of a photon. The emitted photons have

characteristic energies corresponding to the quantized energy levels for the partic-

ular atom or ion in question, and so the wavelength of the photons can be used

to determine the elements from which they were produced. The total number of

photons is directly proportional to the concentration of the element in the sample

[82]. Ordinarily, many characteristic wavelengths for a given element are detected

and an averaged concentration is deduced, and a composition can be determined

either via a ratio of two elements or through knowledge of the initial sample con-

centration of the measured solution.

This method allows for a quick determination of composition because many ele-

ments can be detected simultaneously. However, ICP-OES is limited to materials

which are readily soluble in solutions, although ICP methods do exist which al-

low for the analysis of solid samples, such as ICP-MS. Furthermore, even small

impurities will contribute to the outcome of ICP-OES, and so confidence in the

phase purity of a given sample is crucial. Another drawback of ICP-OES is that

there can be interferences in the outputted signal depending on the combination

of elements in a given sample. Moreover, not all elements are easily detectable via
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this method and are restricted by the detection limit of the instrument. A prime

example is in the identification of halides, whose associated transitions lie in the

high-energy ultraviolet wavelengths and are therefore outside of the detectable

range of many ICP-OES instruments [83].

2.3 Diffraction Methods

As was touched on in Chapter 1, a thorough understanding of the crystal structure

of a solid state material is crucial to understanding the functional properties that

it displays. The concept used to achieve this, which is ubiquitous to all branches

of solid state chemistry, is diffraction. The reason this technique works is because

the wavelengths of radiation employed, ∼ 1 Å, are of comparable length to the

interatomic spacing in crystalline solids. When a beam of radiation is incident

upon the atoms in a periodic crystal lattice, the waves are scattered and interfere

with each other. Bragg’s law, 2dhkl sin θ = nλ, describes crystals as being built

up of layers or planes of atoms, where dhkl represents the perpendicular distance

between adjacent planes (d-spacing), θ represents the incident angle (Bragg an-

gle) and λ represents the wavelength of the radiation used. When n is an integer

Bragg’s law is satisfied, and it is this constructive interference that is recorded to

produce the Bragg reflections that form a diffraction pattern [1].

In the absence of suitable single crystals, only powder samples have been mea-

sured within this work. A powder sample ideally contains millions of microcrystals

arranged in every possible orientation. Subsequently, when a beam of radiation

strikes a powdered sample it is diffracted as, what appears to be, a cone of ra-

diation. Each different diffraction cone corresponds to a set of crystallographic

planes which are labelled with Miller indices, denoted by integers hkl. In a typical

powder pattern, the intensity of the diffracted beam is then recorded as a func-

tion of 2θ, which is the angle between the incident and diffracted beams, or as a

function of d-spacing or momentum transfer Q. The characteristic powder pattern

obtained for each crystalline phase contains Bragg peaks which are representative

of Miller indices. Their positions yield information about the size and symmetry

of the unit cell, whilst their intensities signify the identity and placement of atoms

within the unit cell. The shape of the Bragg peaks depends on both instrumental

parameters and intrinsic structural features [84].

In this thesis, the sources of radiation used are X-rays and neutrons. The scatter-
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ing of these can be either elastic or inelastic, with the latter able to provide infor-

mation about the excitations present in the material, such as phonons produced

through lattice vibrations, magnons produced by spin waves, or spinons produced

by the entangled states present in a QSL. However, it is elastic scattering which

gives rise to diffraction, and this is the technique implemented throughout this

thesis. Powder X-ray and neutron diffraction each offer their own advantages and

limitations because the mechanisms through which they interact with matter are

different. The rest of this section aims to outline why one may choose a particular

method over the other, and to illustrate why diffraction methods are crucial to

our understanding of frustrated systems.

2.3.1 Powder X-Ray Diffraction

In powder X-ray diffraction (PXRD), the incoming X-rays are scattered by the

electron cloud surrounding the nucleus of an atom via a long-range electromag-

netic interaction, and consequently, X-rays are more strongly scattered by heavier

elements than lighter ones. The scattering of X-rays from the atoms of a crystal

is given by the structure factor Fhkl,

Fhkl =
∑
n

fn exp[2πi(hxn + kyn + lzn)], (2.1)

where xn, yn and zn are the positions of the nth atom, and fn is the X-ray form

factor, and describes the scattering power of the atom in question. With increasing

scattering angle, there is increasingly more interference between X-rays diffracted

by all of the electrons in an atom, and so the intensities of the Bragg peaks, which

are proportional to the square of the structure factor, decrease correspondingly.

Due to the accessibility of powder X-ray diffractometers in the majority of solid-

state laboratories and the speed at which PXRD data for small sample sizes can

be acquired, the collection of a powder pattern for a newly synthesised material is

typically the first step towards confirming its phase purity. Furthermore, the var-

ious experimental setups and radiation sources available to users mean that this

method caters to the majority of materials of interest. Unless stated otherwise, the

preliminary structural characterisation of the samples explored in this thesis were

collected using a Bruker D8 diffractometer in Debye-Scherrer geometry and utilis-

ing monochromated Cu Kα1 radiation with a wavelength λ = 1.54056 Å. However,

typically, care must be taken in the analysis of laboratory PXRD data because

there are numerous sources of error related to experimental setup which can affect
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the peak positions and intensities that are crucial to understanding a material’s

crystal structure. For this reason, it is preferable to use a high-resolution source

such as those provided by synchrotron facilities, which use electrons travelling at

close to the speed of light to generate an intense beam of X-rays whose wavelength

can be tuned. A relevant example is discussed in Chapter 3, where the resolu-

tion afforded by synchrotron PXRD at the Diamond Light Source is required to

characterise the subtle structural distortion related to Cu2+ ions in the mineral

barlowite, which manifests itself in extremely weak Bragg peaks which would be

unobservable in laboratory PXRD data.

Whilst PXRD is undoubtedly crucial to the characterisation of frustrated mag-

nets, it is normally insufficient to fully characterise many of the materials relevant

to this thesis. This is because the scattering power of an element scales with the

square of the number of electrons that it possesses, meaning that lighter elements

cannot be straightforwardly located using X-rays. This is problematic for several

reasons. Firstly, hybrid materials that are of increasing interest in the field of

frustrated magnetism contain organic components that consist of light atoms such

as hydrogen. Secondly, as was outlined in Section 1.2, the magnetic exchange in

many systems is via superexchange through the orbitals on oxygen ions. As a

consequence, having a clear understanding of the position of these ions in relation

to the magnetic ions is crucial to understanding the magnetic behaviour displayed.

2.3.2 Neutron Powder Diffraction

The neutron is an uncharged S = 1
2

particle that interacts with the nucleus of an

atom via the strong nuclear force. This interaction is short-range compared to the

long-range electromagnetic interaction of X-rays with electrons. The scattering

can thus be viewed as from a point source, the resultant scattering is isotropic,

and scattering power does not depend on the number of electrons possessed by

an atom. The quantity relevant to the neutron scattering power is the total scat-

tering cross section σtot, which can be viewed as the effective area of the target

that is accessible by incoming neutrons, and is related to the scattering length

b of a nucleus by σtot = 4πb2. b depends on the makeup of the nucleus and the

orientation of its spin, and is therefore both isotope specific and does not vary

with atomic number in an intuitive way as it does for X-ray scattering [85]. This

makes neutron powder diffraction (NPD) ideal for distinguishing between atoms

with similar atomic numbers, and this is demonstrated in Chapter 4 where the

locations and occupancies of Zn2+ and Cu2+ sites, which are indistinguishable
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via PXRD, are able to be determined. The total scattering cross section is the

sum of coherent scattering σcoh and incoherent scattering σincoh components. The

former provides information about the correlations between nuclei, and therefore

provides structural information about crystalline materials. The latter takes into

account the deviation of the scattering length as a result of the different isotopes

and spin states of the nucleus. The prime example is the proton, which typically

superimposes a featureless background onto the collected NPD pattern due to

its large incoherent cross section. As a result, it is preferable for samples to be

deuterated to increase the signal-to-background ratio and to locate the positions

of this element. A comparison of NPD data collected for protonated and deuter-

ated samples is shown in Figure 2.1. Of course, whilst this is straightforward in

many cases, the deuteration of more complex organics can be challenging [86].

Similarly, certain elements are highly absorbing, for example gadolinium [75], or

are essentially invisible to the neutron, such as vanadium which has a small σcoh.

In fact, this is why vanadium cans are used as sample holders in neutron diffrac-

tion experiments. Another important point to note is that neutron scattering is

a weak interaction compared to X-ray scattering, and requires comparably large

sample sizes and long counting times to acquire sufficient data [85].

The production of neutrons is not possible in the laboratory, and instead requires

either a nuclear reactor or a spallation source, such as the Institut Laue-Langevin

(ILL) or the ISIS Neutron and Muon Source, respectively. As a result of the
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Figure 2.1: Due to the large incoherent cross section of the proton, a large
background in NPD data can arise, shown here in red for a metal-organic frame-
work measured on the WISH diffractometer. Deuteration of this sample, shown in
black, reduces the background and correspondingly alters the Bragg peak inten-
sities. These data also demonstrate the long d-spacing capabilities of the WISH
diffractometer.
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processes that these types of facilities undergo to produce neutrons, the beam of

radiation can be continuous, where a single neutron wavelength is selected using

a monochromator, or delivered in “pulses” which contain neutrons with a range

of energies. In the latter, the wavelengths are calculated by considering the time

it takes for the neutrons to get from a moderator to a detector via the sample,

i.e. higher energy, shorter wavelength neutrons reach the detector more quickly.

Typically, data are collected in multiple banks of known scattering angle, and

from this and the known path length, L, the wavelength can be deduced. This

can then be related to the d-spacing via Bragg’s law. This approach is known

as time-of-flight diffraction, and is relevant to neutrons produced from spallation

sources [87]. The relative uncertainty in d-spacing, δd/d, for a given instrument

is inversely proportional to the path length L [88]. The high-resolution powder

diffractometer (HRPD) at ISIS, for instance, has a flight path of 100 m, and this

is why it produces such high resolution data, as is demonstrated in Chapters 3

and 4. In this regard, there are many instruments across central facilities which

each offer their unique advantages depending on the wavelength or flux of neu-

trons that they produce. For example, the use of the WISH diffractometer at

ISIS in Chapter 5 was crucial because it is the only neutron diffractometer that

offers access to the long d-spacing necessary to probe the large unit cells of the

metal-organic frameworks of interest, as shown in Figure 2.1. Moreover, access

to ever more extreme experimental setups, such as measurements under applied

fields [89] and pressures [90], is making NPD increasingly relevant to exploring the

effects of small perturbations to the structural and magnetic phases in frustrated

magnets.

2.3.3 Magnetic Neutron Scattering

Nuclear structure determination is not the only use for neutron scattering and,

in actuality, it is the fact that the neutron possesses a spin which makes it par-

ticularly crucial for the study of magnets in general. The reason for this is that

the dipole moment of the neutron spin can interact with the spins associated with

unpaired electrons via a magnetic dipole-dipole interaction, which gives rise to

magnetic scattering and, in the elastic case and where the moments are ordered

into a regular pattern, magnetic Bragg peaks in the collected powder pattern [85].

From these magnetic peaks the magnitude and direction of the magnetic moments

can be determined. This is highly relevant to the study of frustrated magnets, be-

cause our understanding of the underlying magnetic structure of a material below

its critical temperature is integral to understanding how it behaves. Similarly, a

29



lack of elastic magnetic scattering can be an indication that long-range order does

not emerge at very low temperatures, which can be attributed to the presence of

a quantum ground state. Of course, the use of inelastic scattering in this case

becomes crucial, because the features characteristic of spinons produced by a QSL

can be detected via this method [91].

In an NPD measurement, the magnetic scattering intensity falls off with increasing

angle, as described by a magnetic form factor similar to X-rays, although this effect

is even more pronounced because the unpaired electrons are further from the nu-

cleus. This means that in practice magnetic Bragg peaks are mainly visible at high

d-spacing or low Q. One consequence of this is that magnetic Bragg peaks may

not be visible if an instrument with insufficient Q-range is selected, meaning that

false conclusions regarding a lack of long-range magnetic order may be drawn [92].

Moreover, the neutron experiences only the component of magnetisation which is

perpendicular to Q [93]. These restrictions are amplified when the S = 1
2

ions

relevant to frustrated quantum magnetism are utilised, because the lone unpaired

electron results in weak scattering. In Chapter 3, this is demonstrated where the

GEM diffractometer is unable to provide the necessary flux to observe magnetic

scattering associated with the ordering of S = 1
2

Cu2+ magnetic moments, and

the high-flux D20 diffractometer was necessary instead. This means that even

larger sample sizes, higher deuteration levels, and longer counting times are often

required to resolve magnetic Bragg peaks. On the other hand, in Chapter 6 it is

shown that the GEM diffractometer is sufficient to observe the magnetic Bragg

peaks associated with the ordering of S = 2 Fe2+ magnetic moments.

2.3.4 Modelling Powder Diffraction Data

Structure solution from both powder X-ray and neutron diffraction is usually

complicated by the overlap of Bragg peaks because many Miller planes may si-

multaneously satisfy Bragg’s law at the same angle. Of course, this is one of the

drawbacks of measuring powder samples and the synthesis of single crystals is

often necessary when a new material is synthesised, although not always possible.

As an alternative to structure solution, the Rietveld method, which attempts to

refine a known structural model to an observed diffraction pattern, is normally

implemented. This method requires that some knowledge of the crystal structure

is already in place, and this is usually found in the form of a crystallographic infor-

mation file (CIF) if the system of interest is related in some way to an established

crystal structure. By refining a range of structural parameters within a known
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space group, alongside instrumental parameters, the residual Sy between the ob-

served and calculated (yoi and yci, respectively) diffraction patterns is minimized

using a least-squares fitting procedure,

Sy =
∑
i

1

yoi
(yoi − yci)2. (2.2)

The quality of the Rietveld refinements in this thesis are assessed by the weighted

R–factor,

Rwp =

√∑
iwi(yoi − yci)2∑

iwi(yoi)
2

, (2.3)

where wi is a weighting factor, and the chi-squared value,

χ2 =

(
Rwp

Re

)2

. (2.4)

Re is the expected R-factor and calculates the best possible fit depending on the

total number of data points, the number of refined parameters and the constraints

imposed on the model. The development of refinement softwares, such as the

GSAS [94, 95] and FullProf [96] programmes utilised in this thesis, means that

increasingly more complex data can be modelled relatively quickly using the Ri-

etveld approach, providing important structural information for a given material

in the absence of single crystals.

However, care must be taken to use the minimum number of parameters in a

Rietveld refinement to avoid overfitting [99]. For example, theoretically, Bragg

diffraction should yield infinitely sharp reflections, but in practice neither ex-

perimental setup nor sample are ideal, which leads to peak position shifts and

broadening which can be difficult to model due to a convolution of these contribu-

tions. For example, the layered systems often of interest in the field of frustrated

magnetism can lead to preferred orientation or stacking faults [97], whilst local

defects can result in strain effects [100], all of which influence the peak profile.

An example of the influence of stacking faults on a diffraction pattern is shown

in Figure 2.2(a). Added to this is the complexity of modelling the instrumental

factors which affect not only peak shapes but peak positions. In many cases,

it is necessary to collect high-resolution diffraction data to distinguish between

resolution-limited peak widths due to instrumental factors and broadness due to,

for instance, short-range structural or magnetic order, which can manifest in the

form of diffuse scattering, as depicted in Figure 2.2(b). In fact, one of the draw-
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Figure 2.2: Care must be taken when modelling both powder X-ray and neutron
diffraction data due to effects such as (a) stacking faults, which yield asymmet-
ric peaks, here shown for two honeycomb iridates [97], and (b) magnetic diffuse
scattering due to short-range correlations, which can broaden peaks beyond the
instrumental resolution. This is shown here for Tb(COO)3, where the inset re-
veals modelling of diffuse scattering using reverse Monte-Carlo methods on top of
a Bragg peak [98].

backs of diffraction and Rietveld techniques which is highlighted by this thesis is

that they are predisposed to look at long-range structural and magnetic order,

rather than local effects. This means that small defects or disorder can be dif-

ficult to model using the Rietveld method, and to do so introduces many more

parameters into the model. A careful inspection of the refined parameters is thus

needed to ensure that they remain uncorrelated with one another and physically

plausible.

2.3.5 Representation Analysis

Whilst determining the crystal and magnetic structures of a given material is

achieved through Rietveld refinement, in order to attain the possible magnetic

structures to begin with, a knowledge of both the underlying crystal structure

and the way it relates to the magnetic structure, via the propagation vector k,

must be known. Representation analysis is then used to determine how many

different ways the symmetry restrictions of the crystal structure can be satisfied

by the magnetic structure. The underlying principle of representation analysis

requires a consideration of the little group, Gk, which contains the symmetry op-

erations of the space group that involve a translation of the unit cell but do not

change k. All of the plausible magnetic structures must then with compatible with

all of the symmetry operations of Gk. The calculated irreducible representations,

Γn, of Gk then describe the symmetry behaviour of a magnetic moment under all
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the symmetry operations of Gk [101, 102]. Each of the resultant magnetic space

group models are then incorporated into a Rietveld refinement and the magnetic

moments are refined, with the correct magnetic structure deduced from trial-and-

error as well as a knowledge of the magnetic properties from methods such as the

magnetic susceptibility, discussed in Section 2.4.1.

Th development of tools such as BasIreps [96], SARAh [103, 104] and ISODIS-

TORT [105] have made the application of representation analysis to real data

extremely accessible, alongside the tool MAXMAGN [106–108] which uses an al-

ternative approach to calculate the maximal magnetic space groups. Despite this,

the analysis of magnetic diffraction data becomes increasingly challenging with

incommensurate structures—where the magnetic structure has a periodicity un-

related to that of the crystal—that are common amongst the quantum materials

of interest [109, 110]. Furthermore, due to the restrictions imposed by magnetic

scattering of powder samples, there is always the possibility that several magnetic

structures describe the data if an insufficient number of Bragg peaks are resolved,

and in this case, either better quality data or single crystal neutron diffraction

is required. An example is in the metal-organic frameworks discussed in Chap-

ter 5, whose magnetic scattering is only able to uncover information about the

magnetic moments in certain directions. Indeed, magnetic structure solution only

provides us with the size and direction of the magnetic moments. In order to ac-

quire information about the interactions between the magnetic moments, inelastic

scattering is required which yields information on the underlying spin Hamiltonian

responsible for magnetic ordering [85].

2.4 Bulk Magnetic Characterisation

2.4.1 DC Magnetic Susceptibility

Superconducting Quantum Interference Device (SQUID) magnetometry is a tech-

nique used to measure extremely small changes in magnetic flux. A direct current

(DC) SQUID magnetometer consists of a superconducting ring intersected by two

insulating layers known as Josephson junctions. In a typical measurement the sam-

ple is cooled to 2 K in zero field, then magnetized by an applied field and moved

through a superconducting pick-up coil. The magnetic moment of the sample in-

duces a current in the coil which is then detected via the production of a current

in the SQUID ring. The induced current is proportional to the magnetisation
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present in the sample, so by measuring the current as a function of displacement

of the sample through the pick-up coil upon warming or under varying fields, the

temperature- or field-dependent magnetic susceptibility of the sample can be de-

termined [111].

The magnetisation as a function of temperature is one of the first measurements

which must be undertaken on a magnetic system, and can be readily converted

to the magnetic susceptibility using Equation 1.7. To begin with, any evidence

for magnetic ordering is searched for, such as an upturn in the data, and often a

plot of the differential of the measured data aids in the recognition of any gradient

change in the magnetic susceptibility. Examples are shown in Figure 2.3. Next,

Curie-Weiss modelling of the high-temperature inverse susceptibility provides an

approximation for the nature and strength of the exchange couplings in a given

material, and if this value indicates dominant antiferromagnetically interacting

magnetic moments then a comparison to the scale of TC, if observed, can provide

an estimate for the frustration index, as introduced in Section 1.3. In a system

which does not display any evidence for long-range magnetic ordering, then it is

necessary to measure down to temperatures well below the scale of the exchange

Figure 2.3: An upturn in the magnetic susceptibility is indicative of a transition
to long-range magnetic order. In (a), the black data points in the inset indicate
ordering at TN = 6.5 K in the kagomé material clinoatacamite, Cu4(OH)6Cl2,
but as Zn2+ is doped into the structure (blue, green and red data) this effect
is suppressed [112]. In (b), the square lattice bilayer material VO(HCOO)2·H2O
requires measurements to subkelvin temperatures to observe a weak cusp in the
differential at TN = 1.1 K, shown in the inset. A broad feature at 10 K is also
observed here which is characteristic of the two-dimensional nature of the magnetic
sublattice. The red line is a high-temperature series expansion for an S = 1

2

frustrated square lattice from which estimates for Jex are extracted [113].
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interactions, where the magnetic behaviour may be considered to be represen-

tative of absolute zero. Indeed, in many cases it is required to use a dilution

refrigerator to measure the magnetic susceptibility in the millikelvin regime in

order to rule out magnetic ordering at extremely low temperatures, as shown in

Figure 2.3(b) [113]. This method offers further benefits because it is relatively

straightforward to align single crystal samples, which allows access to information

about the nature of exchange along particular crystallographic axes (for example,

in [114]). The temperature-dependent magnetic susceptibility is also extremely

useful for the detection of spin glass states via the observation of a divergence in

the data below TF when the sample is cooled in an applied field versus in zero field

[15]. Moreover, the application of a large range of magnetic fields can be used to

uncover, for example, the presence of magnetic hysteresis in the field-dependent

magnetic susceptibility, which is evidence for ferromagnetism.

Despite all this, limitations in this method lie in the variation of the measured

data which can arise through different experimental setups. Following on from

this, the Curie-Weiss analysis of data is highly dependent on factors such as the

temperature range of fitting and whether the diamagnetism of a given sample

is accounted for [115], meaning that great care must be taken if comparing re-

searchers’ results and, for this reason, a clear reporting of experimental setup and

analytical approach is crucial. Particularly in the area of frustrated magnetism,

applying the Curie-Weiss law at temperatures outside of the paramagnetic regime

can lead to large variations in the determined value of θ because terms which are

not represented by this model become important. In systems where there is no

ordering transition it is particularly difficult to determine where this region lies,

and so θ in this case should be treated with caution [116]. Of course, SQUID

magnetometry methods provide only the average information about the magnetic

behaviour of a given material and so, naturally, techniques which probe the local

behaviour are beneficial, such as muon spectroscopy which will be discussed in

Section 2.5.

2.4.2 Heat Capacity

The heat capacity, C, of a material is defined as the amount of applied heat, Q,

necessary to produce a unit change in temperature, T , which depends on the mass,

identity and phase of a given sample. Measurements are usually performed in a
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vacuum, so that there is constant pressure and the heat capacity is given by,

Cp =

(
dQ

dT

)
p

. (2.5)

The specific heat is then the heat capacity per unit mass of a material. Access to

the excited states in a given system is evaluated by the entropy, which the second

law of thermodynamics states is equal to,

dS =
dQ

T
, (2.6)

and therefore,

Cp = T
dS

dT
. (2.7)

As a result, a measurement of the specific heat of a system directly gives informa-

tion about the entropy evolution of that system. This technique is useful because

at the point of a magnetic phase transition, when a small amount of heat is applied

to an ensemble of spins the moments reorient and absorb this energy, which alters

the entropy. In practice, this means that the temperature-dependent specific heat

displays a discontinuity or anomaly at the point of a magnetic phase transition

[117]. The change in entropy per mole for this process is predicted to be equal to

∆S = Rln(2S + 1), where S is the total electron spin of the system [118].

However, the total specific heat, and therefore the entropy, is a combination of

the nuclear, electronic, lattice and magnetic contributions, each of which have

characteristic excitations which are dominant at certain temperature scales. To

isolate the magnetic part, the other contributions must be effectively modelled.

The nuclear and electronic contributions are typically relevant at temperatures

below approximately 5 K and can largely be ignored if the magnetic transitions

also dominate in this temperature region. More challenging is modelling the lat-

tice contribution to the specific heat, which arises due to phonon excitations of the

vibrating lattice within a given material. This contribution dominates at much

higher temperatures. A rigorous approach to this is to use a combination of the

Debye model, given by,

CD = 9NR

(
θD

T

)3 ∫ θD
T

0

x4ex

(ex − 1)2
dx, (2.8)
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and the Einstein model,

CE = 3NR

(
θE

T

)2
e
θE
T

(e
θE
T − 1)2

, (2.9)

which represent the acoustic and optical lattice vibrations, respectively. Here, N

is the number of atoms in the formula unit and θD(E) is the Debye or Einstein

temperature, which measures the rigidity of the lattice [118, 120]. At high tem-

peratures, both of these functions approach the classical value of 3NR, which is

the Dulong-Petit law. However, this rule makes many assumptions regarding the

equivalent mechanical roles of atoms in a given solid, which means that the rule is

regularly disobeyed and undergoing fits using these models is deemed unreliable

Figure 2.4: A magnetic ordering transition manifests itself in the specific
heat via a cusp in the measured data, as demonstrated here for (a) the min-
eral barlowite under various fields [119] and (b) the metal-organic framework
Cu3(CO3)2(bpe)3·2ClO4, where bpe = 1,2-bis(4-pyridyl)ethane [92]. In (a), the
lattice contribution is estimated using Clatt = at2 + bt3, where the t2 term arises
due to the two-dimensional nature of this kagomé material. In (b), a non-magnetic
cadmium analogue is used to predict the lattice specific heat. Upon subtraction
of this contribution in these materials, integration of Cmag yields the change in
entropy S. In both of these systems, a partially ordered ground state is therefore
predicted.
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in many cases [121]. Instead, it is common to model only the low-temperature

specific heat using the Debye T 3 approximation, although this is often insufficient

in polyatomic solids, as is demonstrated in Chapter 3. Another approach is to

measure a non-magnetic analogue which should, in theory, represent the lattice

vibrations of the magnetic material which can then be subtracted from the heat

capacity for the system of interest. However, this assumption depends on how

different the chemical formula of the analogue is, and is limited by the existence

of such an analogue. Examples of both of these approaches for modelling the

lattice specific heat are shown in Figure 2.4. Of course, even if this contribution

cannot be precisely modelled, the heat capacity is still useful in a qualitative sense

via the observation of a magnetic anomaly in the data, but the calculated en-

tropy change—and the extent of missing entropy which can persist in frustrated

systems—should be treated with caution.

Measuring the heat capacity as a function of temperature offers a complemen-

tary technique to the magnetic susceptibility, because models such as the high-

temperature series expansion can be developed to model both datasets simulta-

neously, from which the exchange couplings Jex can be approximated [122]. Fur-

thermore, the observation of broad features in the specific heat above a critical

temperature can indicate short-range correlations which are characteristic of low-

dimensionality [123], although, as is demonstrated in Chapter 5, it is possible for

low-dimensional systems to disguise the characteristic features of long-range order

in the measured data [124]. This is because correlated regions above the ordering

temperature effectively use up the magnetic entropy, so that when the system

undergoes long-range order there is a smaller entropy change than predicted and

thus a smaller response in the specific heat. Another important application for

this method, in cases where a dilution refrigerator is implemented, is in the anal-

ysis of the temperature-dependence of the heat capacity on the millikelvin scale,

which can distinguish those excitations arising from systems which do not de-

velop long-range order. For example, a triangular QSL is expected to show linear

dependence, whilst in kagomé systems a T 2 dependence is more common [125].

Again, the heat capacity is a property which probes the bulk magnetic behaviour,

and complementary techniques are always necessary to support claims for QSL

behaviour.
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2.5 Muon Spectroscopy

There are several complementary techniques to those already discussed which are

able to probe the magnetic behaviour of a material locally, such as muon spec-

troscopy. For instance, the muon is capable of distinguishing between a uniformly

magnetic material and a non-magnetic material with strongly interacting magnetic

impurities, which the bulk methods discussed above would not be capable of. The

positive muon (or antimuon) typically used to investigate magnetic properties is

a lepton which has S = 1
2
, and so it also possesses a magnetic moment that makes

it highly sensitive to very small magnetic fields (∼ 10−5 T). As a result, the muon

is an ideal probe for frustrated magnets, whose competing exchange interactions

can in many cases prevent the development of long-range magnetic order, and any

remaining spin dynamics can be investigated on the MHz scale [126].

The underlying principle of muon spin relaxation/rotation (µSR) is that in the

presence of a magnetic field—whether applied or inherent to the sample—the

muon will precess at a frequency proportional to that field. In practice, a muon

is implanted into a sample where it comes to rest, typically in regions of high

electron density. The muon then precesses in a field, and subsequently decays into

a positron. Fortunately, the process through which this happens has a property

which means that the positron which is emitted from the sample does so predom-

inantly in the direction of the spin of the muon from which it originated. This

means that the direction from which the positron is detected tells us about the

polarisation of the implanted muon at the time of its decay. Because it is relatively

straightforward to produce a 100% spin-polarised beam of muons, the evolution of

the muon spin polarisation can be tracked as a function of time, and this directly

offers information about the static or dynamic magnetic fields which the muon

experienced in its average lifetime of 2.2 µs [127].

The quantity which is measured in a µSR experiment is the asymmetry,

A(t) =
NB(t)− αNF(t)

NB(t) + αNF(t)
, (2.10)

where α is a calibration constant and NB and NF are the number of positron

counts in detectors placed backwards and forwards, respectively, relative to the

direction of the incoming muons. To understand the corresponding signal, it is

helpful to visualise the muon spin precession in the presence of an applied field
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perpendicular (or transverse) to the initial muon spin (which has its spin pointing

antiparallel to its momentum). At time zero, a muon might decay instantly,

and the resulting positron would be detected in the backwards detector. Some

time later, another muon may have time to precess in the applied transverse

field so that that the resultant decay-positron would be detected in the forwards

detector. Upon counting millions of muon decay events, a constant oscillation

with a frequency proportional to the applied transverse field as a function of time

would be recorded, as depicted in Figure 2.5(a).

The production of muons requires a synchrotron or cyclotron, and so it is common

for muon instruments to reside alongside neutron instruments at spallation sources.

Experiments utilising the muon do not require deuteration or single crystals, and

relatively small sample sizes can be measured compared with neutron experiments

which makes this technique particularly useful for hybrid systems that may be

challenging to characterise using neutron scattering. Muons can be produced

Figure 2.5: (a) In a typical muon experiment spin-polarised muons are implanted
into a sample, where they precess (in this case, in an applied transverse field)
and decay into positrons. The positrons are detected in forwards and backwards
detectors, and the resulting oscillating signal has a frequency proportional to the
applied field [126]. (b) Similarly, oscillations in the data arise when there is an
internal magnetic field due to the ordered magnetic moments in a system. The
example shown here is for the mineral clinoatacamite, which demonstrates a one-
third tail at 7 K characteristic of long-range order. However, at 2 K this one-third
tail is lost, indicating the coexistence of static and dynamic moments [128].
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continuously or in pulses, depending on the method of muon production. For

example, the Paul Scherrer Institute produces a continuous source of muons that

arrive at the sample individually. Alternatively, the ISIS Neutron and Muon

Source produces muons in pulses that arrive at the sample as a packet. The

outcome of the latter is that many muons can be implanted and their decay-

positrons detected simultaneously, meaning data collection is relatively quick in

comparison to when one muon is implanted at a time. However, uncertainty in

the timing of the muon pulses means that processes occurring on a fast time-scale

cannot be resolved, and continuous sources thus offer better time resolution. The

selection of a particular instrument or muon source depends on the properties

and features which are expected to be observed in the time-dependent asymmetry

for a given sample [129]. This is demonstrated in Chapter 4, where the use of a

continuous source is necessary to resolve the spontaneous oscillations associated

with the ordering of Cu2+ magnetic moments in barlowite.

2.5.1 Electronic Magnetic Moments and Long-Range Mag-

netic Order

A similar muon precession process to that in an applied transverse field occurs

when a magnetic field is present due to ordered magnetic moments within a sam-

ple. In this case, muons may stop at slightly different sites within the crystal

structure and experience a distribution of magnetic fields which manifests in a

damping of the oscillations observed. Upon warming through the critical temper-

ature, the oscillation frequency can be related to the internal field to determine

the point at which magnetic ordering prevails. An example of the spontaneous

oscillations indicative of magnetic ordering is shown in Figure 2.5(b) [128].

Also relevant to the study of ordered magnetism is the presence of a “one-third

tail” in the observed time-dependent asymmetry. This phenomenon arises because

if the initial muon spin is already parallel to the magnetic field, then its polari-

sation is preserved. In a polycrystalline sample made from grains with moments

pointing in every direction, powder averaging means that statistically one-third of

these grains will have their magnetic moments already pointing along the direction

of the muon spin, and the resulting signal can be modelled using,

P (t) =
1

3
+

2

3
cos(γµBloct). (2.11)
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Here, γµ is the gyromagnetic ratio of the muon and relates the oscillation frequency

to the local field, Bloc [130]. The one-third term gives rise to a characteristic tail

at long times which is typically present in muon data collected for long-range

ordered magnets, as discussed in the muon study for the Zn-barlowite series in

Chapter 4. The absence of this feature can be interpreted as evidence for remaining

disorder in a system, which is also depicted in Figure 2.5. However, modelling the

often complex oscillatory spectra, which may contain frequencies corresponding to

many different stopping sites or an inhomogeneous internal field, can be extremely

challenging. Alongside this, other contributions to the data such as background

signal or nuclear magnetic moments within the sample can further complicate the

interpretation of data. Furthermore, the fast oscillations associated with relatively

large internal magnetic fields in an ordered material in many cases require the use

of a continuous-wave muon source. Otherwise, a loss of the initial asymmetry—

which occurs due to the fast depolarisation of the muon spin as internal fields

develop—is cited as evidence for long-range order, alongside a one-third tail [131].

2.5.2 Nuclear Magnetic Moments

The idea of a one-third tail can also be extended to nuclear magnetic moments,

which are an additional source of magnetic field in a sample alongside electronic

moments. The magnetic moments associated with nuclei are fluctuating very

slowly and only weakly interacting, meaning that they can be considered as static

on the time-scale of the muon experiment and pointing in random directions.

This kind of random static field distribution—which can also describe the frozen

moments in a spin glass—yields a change in polarisation described by the Kubo-

Toyabe function [132], given by,

PKT(t) =
1

3
+

2

3
(1−∆2t2)e−∆2t2/2, (2.12)

where ∆ is the gaussian field distribution. In practice the nuclear magnetic mo-

ments typically yield a slow muon spin depolarisation evidenced in the collected

data by a relatively gradual relaxation of the time-dependent asymmetry. This

contribution dominates at high temperatures, where electronic moments are nor-

mally fluctuating very quickly. The nuclear moment can be taken advantage of

to probe Li-ion diffusion in battery materials, for example, and this technique

offers the further advantage of being able to be performed in zero applied field, in

contrast to nuclear magnetic resonance (NMR) [135]. The nuclear moment con-

tribution is additionally useful in cases where highly electronegative ions form a
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Figure 2.6: Additional contributions to the muon spin depolarisation include
(a) the formation of entangled states between the muon and nuclear magnetic
moments, for example the F–µ–F state observed in NaF [133], and (b) effects from
dynamically fluctuating electrons which can be isolated by applying a longitudinal
field. The example shown is data collected for the mineral herbertsmithite, where
a plateau in the relaxation rate indicates persistent spin dynamics at 47 mK [134].

dipole-dipole interaction with the muon spin, which gives rise to entangled states

that can present characteristic oscillations in the collected data, which arise at

longer times than those associated with ordered electron magnetic moments. This

is useful because a widely discussed limitation of the µSR technique is that there

is some ambiguity in the precise location that the muons stop in a given sam-

ple. A prime example of muon entanglement is in the formation of an F–µ–F

entangled state, which arises due to the high electronegativity and large nuclear

moment of the fluoride anion. The oscillations in the asymmetry due to this dipo-

lar interaction, for which an example is shown in Figure 2.6(a), can be modelled

using,

PFµF =
1

6

[
3 + cos(

√
3ωdt) +

(
1− 1

3

)
cos

(
3−
√

3

2
ωdt

)

+
(

1 +
1

3

)
cos

(
3 +
√

3

2
ωdt

)]
,

(2.13)

where the angular frequency ωd can be related to the distance between the muon

and the fluoride site. A similar procedure is demonstrated in Chapter 4, where

instead the formation of µ–F and µ–OH entangled states indicates the presence

of two muon stopping sites. In this case, the experimental data is corroborated

by DFT muon-site calculations, which are becoming increasingly accessible to

researchers due to the development of theory and user interfaces such as MuFinder

[136]. This approach offers the further benefit of predicting whether the incoming

muon distorts the local crystal structure. This potential distortion is another
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criticism of muon spectroscopy, because in turn this may distort the local magnetic

fields and deem the muon signal unrepresentative of the unperturbed magnetism

in a given material [137].

2.5.3 Electronic Magnetic Moment Dynamics

In the absence of long-range magnetic order, the ability for µSR to detect mag-

netic moment dynamics presents a crucial application to the study of frustrated

magnetism. In order to isolate the contribution to the measured signal from the

dynamic electron moments, a field is applied parallel (or longitudinal) to the ini-

tial muon spin. This has the effect of decoupling the muon from any moments on

the order of or lower than the applied field, such as nuclear magnetic moments.

The fluctuating fields then associated with dynamic moments take an exponential

form,

A(t) = Ae−λt, (2.14)

where λ is a relaxation rate which is inversely proportional to the frequency of

the fluctuating field. This means that as the fluctuations slow down—typically

as the sample is cooled—then the relaxation rate increases [130]. This is perhaps

unintuitive given that a quickly fluctuating field may be expected to depolarise the

muon spin at a faster rate, but in reality the muon cannot “keep up” with the fast

fluctuating field, in an effect that can be likened to motional narrowing in NMR

[126]. In many cases a stretched exponential is used to model data measured

in a longitudinal field instead, which could indicate the presence of a distribu-

tion of fluctuating fields, although this approach is deemed physically meaningless

by many [138]. The method of applying a longitudinal field on cooling is typi-

cally used in samples that present no evidence for long-range order, because any

remaining relaxation of the asymmetry under these conditions indicates electron

spin dynamics. For this reason, a plateau in the temperature-dependent muon spin

relaxation at sub-kelvin temperatures, demonstrated in Figure 2.6(b), is one of the

first experimental observations towards identifying a QSL state [134, 139, 140]. In

Chapter 4, this behaviour is presented in some members of the Zn-barlowite series.
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Chapter 3

The Crystal and Magnetic

Structures of a Mineral Family of

Frustrated S = 1
2 Kagomé

Antiferromagnets

3.1 Introduction

The discovery of mineral systems has provided inspiration for the synthesis of a

breadth of interesting crystal structures, and for their corresponding physical phe-

nomena to be explored. The first class of minerals to gain attention in the context

of frustrated magnetism are known as the jarosites, which have the general formula

AM3(OH)6(SO4)2 [68]. In the jarosite structure, kagomé layers are formed from

M3(µ–OH)3 triangles, with examples of variants on the M3+ site including Fe3+,

V3+ and Cr3+. The kagomé layers are capped by sulphate anions and separated by

the A+ site, as depicted in Figure 3.1. The A+ site can host ions such as K+, Na+,

Rb+ and NH +
4 . However, the jarosites contain classical spins which do not lend

themselves to supporting quantum behaviour and, as a result, display long-range

magnetic order which is characterised by spin anisotropy [141].

Related minerals that can host the S = 1
2

ions required to access more enigmatic

quantum states of matter exist in the form of copper hydroxides. Volborthite,

with the formula Cu3V2O7(OH)2 ·2H2O, was the first mineral discovered to con-

tain kagomé layers formed from Cu2+ ions, here separated by V2O7 pillars, and

represented a turning point in the exploration of quantum kagomé physics [145].

However, a structural transition occurs in volborthite due to a complex reordering

of the d-orbitals within the kagomé planes, which is facilitated by H2O molecules

within its crystal structure [146]. This, in turn, modifies the magnetic interactions
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Figure 3.1: The crystal structures of mineral systems which contain kagomé net-
works of magnetic ions, represented by dashed lines, which are bound by hydroxide
anions (red and grey spheres). In jarosite [142], the Fe3+ (brown spheres) form
kagomé layers capped by sulphate ions (yellow) and are separated by K+ (pur-
ple), whilst in volborthite [66] and vesignieite [67] the Cu2+ (teal spheres) kagomé
layers are separated by V2O7 (pale blue) and VO4 (pale blue), respectively. The
distorted kagomé layers in clinoatacamite [143] are separated by an additional
Cu2+ site (lilac), whilst in the related herbertsmithite [112] these interplane sites
are replaced with Zn2+ (dark green), which has an octahedral coordination to the
layers above and below, leading to staggered kagomé layers. Finally, the interplane
Cu2+ ion in barlowite [119] has trigonal prismatic coordination and the kagomé
layers are perfectly stacked. A detailed view of the proposed crystal structures of
barlowite is given in Figure 3.2. All images obtained from [144].

within volborthite, and it turns out that the magnetic ground state is actually ef-

fectively described by a square lattice model. Magnetic transitions take place at

0.8 K and 1.2 K, and Curie-Weiss analysis yields a Weiss temperature θ = −140 K,

demonstrating a strongly interacting system [147]. Vesignieite, BaCu3V2O8(OH)2,

is another Cu2+ mineral with a kagomé structure which undergoes magnetic or-

dering, this time at 9 K and with θ = −75 K, again indicating a highly frustrated
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magnetic ground state. In this case, it is thought that orbital frustration within

the kagomé network due to a dynamic Jahn-Teller effect leads to significant mag-

netostructural coupling [100].

The atacamite family is another class of minerals which offer a rich variety of

structural and magnetic behaviour. There are three polymorphs within this fam-

ily with the formula Cu2(OH)3Cl: atacamite, botallackite and clinoatacamite [148].

Botallackite is a layered structure with monoclinic symmetry, and the Cu2+ ions

form edge-sharing triangles rather than corner-sharing. Atacamite and clinoata-

camite, meanwhile, have orthorhombic and monoclinic symmetries, respectively,

and both structures can be visualised as distorted kagomé layers separated by

additional Cu2+ and Cl− ions, with the differences in their structures stemming

from the distribution of OH− and Cl− anions. The magnetism in both of these

systems, however, is better described in terms of a distorted pyrochlore network

[69, 143, 149].

In clinoatacamite, the replacement of Cu2+ by diamagnetic cations, such as Zn2+,

occurs predominantly at the interlayer site. This has the effect of removing the

monoclinic distortion and results in the Zn-paratacamite series, ZnxCu4−x(OH)6Cl2,

which has trigonal R3̄m symmetry when x > 0.33 [65]. Crucially, compositions

with this symmetry contain perfect kagomé layers of Cu2+ which are separated by

Cu2+/Zn2+ cations and Cl− anions, the latter of which are covalently bonded to

Cu2+ in the layers above and hydrogen bonded to hydroxide anions below, lead-

ing to staggered kagomé planes. The x = 1 end-member, ZnCu3(OH)6Cl2, is the

mineral herbertsmithite which, in the ideal structure, should contain magnetically

decoupled kagomé layers. However, even herbertsmithite, lacking long-range order

down to 50 mK and widely accepted to be the first kagomé host for a quantum spin

liquid (QSL) [112, 152], has been found to suffer from transition metal site dis-

order [71] which is thought to dominate its low-temperature magnetic behaviour

[153–156].

The complexities of the systems discussed so far, whose structures are summarised

in Figure 3.1, are motivation for the discovery of alternative materials which rep-

resent the kagomé antiferromagnet. In recent years, the mineral barlowite [70]—

with formula Cu4(OH)6FBr—has been hailed as a promising new mineral within

which to explore this topic. Formed from Cu2+-based kagomé layers separated

by a mixture of Cu2+ and halide anions, F− and Br−, it is well established via
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Figure 3.2: At room temperature, the hexagonal P63/mmc structural model
(top) of barlowite, Cu(OH)6FBr, contains Cu2+ ions which form kagomé layers
in the ab-plane, and an additional disordered copper site between the layers. A
symmetry lowering to Pnma (middle) occurs, where the kagomé layers are formed
from two Cu sites and the interlayer site is ordered. The alternative proposed
models of barlowite (bottom) are Cmcm [150] and P63/m [151], and both contain
a level of occupational disorder on the interlayer copper sites.
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bulk magnetometry measurements that barlowite orders antiferromagnetically be-

low TN = 15 K, although a detailed description of the magnetic structure of

barlowite remained undetermined [114, 119, 150, 157–161]. However, DFT cal-

culations have indicated that replacing the interlayer Cu2+ with Zn2+—which is

the topic of Chapter 4—could magnetically decouple the kagomé layers akin to

herbertsmithite. The mixed halide system in barlowite leads to perfectly aligned

kagomé layers, whilst the interlayer Cu2+ site adopts a rare trigonal prismatic coor-

dination, depicted in Figure 3.1. Both of these features have been predicted to con-

tribute to increased site selectivity and reduced antisite disorder in Zn-barlowite

in comparison to herbertsmithite [162, 163]. Furthermore, DFT calculations point

to a reduction of interplane coupling upon substitution, which is motivation to

explore barlowite as a parent compound to a QSL candidate. This, in turn, may

reveal insights into the role of disorder via a comparison to herbertsmithite. The

evolution of the magnetic ground states in Zn-doped barlowite are explored in

Chapter 4.

Despite this, barlowite itself has been the subject of intense debate in recent

years, because there are several proposed room-temperature and low-temperature

crystal structures which are all characterised by some degree of disorder on the

interlayer Cu2+ site. In the widely reported hexagonal room-temperature struc-

ture, P63/mmc, the interlayer Cu2+ is disordered over three equivalent sites

[70, 119, 151, 158, 160, 161], and the ordering of this site upon cooling leads

to a symmetry lowering of the crystal structure. There are two proposed or-

thorhombic structures, Pnma [158, 161] and Cmcm [150], which are presented

in Figure 3.2. In both structures, the interlayer Cu2+ orders onto one site, but

the structures differ in the ordering scheme of this interlayer site. More recently,

a third low-temperature structure of barlowite has been found with P63/m sym-

metry, which appears to be favoured under certain synthetic conditions [151]. In

this low-temperature hexagonal structure, the kagomé layers are formed from al-

ternating equilateral and scalene triangles, and it follows that the interlayer Cu2+

sites contain a mixture of order and disorder. One study describes the inter-

layer ordering in barlowite, as well as in the isostructural mineral claringbullite,

Cu4(OH)6FCl [20, 164], as a dynamic to static Jahn-Teller effect which might vary

between samples owing to the presence of defects which occur relating to synthetic

conditions [161]. Intriguingly, the magnetic properties of barlowite appear to be

highly dependent on the crystal structure which is adopted at low temperature,

indicating that each proposed model is characterised by its own magnetic ground
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state. For example, in samples with P63/m symmetry a pinwheel valence bond

crystal state is predicted to arise rather than a QSL state [151]. As a consequence,

a definitive understanding of the factors which drive this structural distortion are

necessary in order to understand the magnetism which arises within barlowite and

its analogues.

To address the complexities surrounding the structure and properties of barlowite

and its analogues, this chapter presents a comprehensive study of barlowite, clar-

ingbullite and a novel synthetic iodide analogue, Cu4(OH)6FI. This chapter is

composed of three parts. The first section describes preliminary neutron powder

diffraction (NPD) measurements, which reveal the average crystal and magnetic

structures of barlowite. Following this, a combination of high-resolution NPD and

synchrotron powder X-ray diffraction (PXRD) data collected for barlowite and re-

lated halide analogues elucidates the nature of the structural transition observed

in these phases. Finally, the magnetic behaviour across this series is explored using

magnetic susceptibility, heat capacity and NPD, and provides evidence that the

complex structural behaviour in these systems is related to the selected magnetic

ground state. Parts of this work have been published in Physical Review Materials

[165], or are in preparation for publication in Inorganic Chemistry.

3.2 Experimental Methods

3.2.1 Synthesis

Deuterated samples of Cu4(OD)6FX (X = Br, Cl, I) were synthesised via a hy-

drothermal method. Barlowite (referred to as FBr) was produced using 4 mmol

CuCO3·Cu(OH)2 (Alfa Aesar, Cu 55%), 8 mmol CuBr2 (Sigma Aldrich, 99%) and

12 mmol NH4F (Alfa Aesar, 98%), which were combined with 20 mL D2O (Sigma

Aldrich, 99.9% D) and sealed in a 50 mL Teflon-lined stainless steel autoclave.

The autoclave was heated at a rate of 10 ◦C/min to 200 ◦C and held for 72 hours,

after which the autoclave was allowed to cool to room temperature at 5 ◦C/min.

Claringbullite (FCl) was synthesised by combining 2 mmol CuCO3·Cu(OH)2, 2

mmol CuCl2 (Acros Organics, 99%), 4 mmol NH4F and 10 mL D2O in a 23 mL

autoclave. The autoclave was heated at a rate of 10 ◦C/min to 200 ◦C and held

for 48 hours, and the autoclave allowed to cool to room temperature at 5 ◦C/min.

An excess of NH4F was required in this case to avoid the formation of polymorphs
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of clinoatacamite, Cu4(OH)6Cl2, which form when there is an excess of Cl– ions

in the reaction mixture. Finally, the iodide analogue (FI) was synthesised using

2 mmol CuCO3·Cu(OH)2, 2 mmol NH4F, 0.2 mL HI (Sigma Aldrich, 58%) and

10 mL D2O in a 23 mL autoclave, which was heated at 10 ◦C/min to 140 ◦C and

held for 72 hours, and then allowed to cool to room temperature at 5 ◦C/min.

This method resulted in a small CuI impurity, which was removed by stirring the

sample in a dilute aqueous solution of ammonium hydroxide. Note that using tem-

peratures any higher than 150 ◦C to synthesise FI failed to produce the required

product, leading to CuO and CuI phases instead. Each of these synthetic methods

were repeated several times and the resulting samples for each were combined and

ground thoroughly in order to produce sample sizes adequate for NPD measure-

ments. The same deuterated samples were measured for all diffraction methods

described in this chapter, although the samples were added to in subsequent ex-

periments. Magnetometry measurements were performed on protonated samples

synthesised via the same routes.

3.2.2 Powder Neutron and X-ray Diffraction

Powder diffraction data were collected for the Cu4(OD)6FX series in four parts.

Firstly, neutron powder diffraction data (NPD) for FBr were measured on the

time-of-flight General Materials (GEM) diffractometer of the ISIS Neutron and

Muon Source at the Rutherford Appleton Laboratory. A 1 g sample was packed

into a cylindrical vanadium can and data were collected at regular intervals be-

tween 1.5 − 300 K in a helium cryostat. Following this, additional NPD data

for all members of the Cu4(OH)6FX family were collected on the high-resolution

powder diffractometer (HRPD), also at the ISIS Neutron and Muon Source, where

the samples (4.2 g for FBr, 3.2 g for FCl and 2.5 g for FI) were packed into flat

plate steel-framed sample holders with vanadium windows and measured at 300 K

and 1.5 K. Structural refinements were performed using the GSAS package [94, 95].

Powder X-ray diffraction (PXRD) data were collected on the I11 beamline at

the Diamond Light Source at the Rutherford Appleton Laboratory. Samples were

packed into borosilicate glass capillaries and attached to a brass holder. The sam-

ples were cooled using a Cryostream, and data were collected using the MAC

detector and an X-ray wavelength, λ = 0.826582 Å, at 90 K and 300 K. For

FBr, additional MAC measurements were conducted at 20 K intervals between

90 – 300 K. For FCl and FI, data in 2 K intervals between 90 – 300 K were

collected using the PSD detector and an X-ray wavelength, λ = 0.826522 Å. All
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structural refinements were completed using the GSAS package [94, 95]. In all

I11 datasets, a broad background feature centred at ∼ 12◦ is present, which is

likely due to scattering from air within the sample capillaries. The background

in all Rietveld refinements was defined manually with 24 terms to account for this.

Finally, constant wavelength NPD data were collected for each member of the

Cu4(OH)6FX series on the high-intensity D20 diffractometer at the Institut Laue-

Langevin, Grenoble. Samples with masses of 4.2 g (FBr), 3.1 g (FCl) and 1.2 g

(FI) were packed into 9 mm (FBr and FCl) or 6 mm (FI) diameter vanadium cans

and data collected with a neutron wavelength λ = 2.4188 Å and monochromator

take-off angle 42◦ at 1.5 K and 20 K (FBr) or 25 K (FCl and FI), with an addi-

tional measurement at 10 K for FCl. Magnetic refinements were completed using

the FullProf package [96].

3.2.3 Magnetometry

Temperature-dependent DC magnetic susceptibilities of the Cu4(OH)6FX series

were collected on a Quantum Design Magnetic Properties Measurement System

(MPMS) with a SQUID magnetometer. 40 mg samples were packed into gelatin

capsules and loaded into clear plastic straw samples holders. Data were collected

in an applied field of 1 T between 2 and 300 K in zero-field cooled (ZFC) and

field cooled (FC) cycles. Heat capacity data were collected on pressed powders of

FBr (26.4 mg), FCl (9.5 mg) and FI (12.4 mg) on a Quantum Design Physical

Properties Measurement System (PPMS) in zero field between 2 and 300 K. The

addenda for each was measured and subtracted to account for background signal.

Two data points per temperature were collected and averaged.
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3.3 The Crystal and Magnetic Structures of Bar-

lowite

3.3.1 Crystal Structure Determination Using Time-of-Flight

Neutron Powder Diffraction

NPD data collected on Bank 3 of the GEM diffractometer for FBr are shown in

Figure 3.3. At room temperature, Rietveld refinement of the P63/mmc struc-

tural model suggests that samples of barlowite synthesised via the method de-

scribed in this chapter crystallise in the widely reported hexagonal structure

[119, 151, 158, 160, 161]. Here, kagomé layers formed from equilateral triangles

of Cu2+ (Cu1), bound together by hydroxide anions, lay in the ab-plane and are

stacked in an eclipsed manner along the c-axis, as depicted in Figure 3.2. Between

the layers there is a second Cu2+ site (Cu2) with a distorted trigonal prismatic co-

ordination which can occupy one of three sites, leading to disorder of this interlayer

site where each position is on average one-third occupied. There are two additional

sites which lay between the kagomé layers within the barlowite structure; the first

is the F− site, which occupies the centre of the hexagonal motifs formed from the

triangular layers, and the second is the Br− site, which lies directly beneath the

equilateral triangle of the kagomé layers, alternating with the Cu2 site. Atomic

displacement parameters, in this case, were refined anisotropically for all atoms,

which results in a statistically better fit and, in particular, more reasonably ac-

counts for the disorder at the Cu2 site in comparison to isotropic modelling. The

final refined structural model is given in Table 3.1. Refinement of the alternatively

proposed room temperature Cmcm model [150], which is a subgroup of P63/mmc,

resulted in a significantly poorer fit (Rwp = 3.04%) and placed diffraction intensity

in Bank 3 where no scattering is observed in the GEM data.

An important observation to be made from the data collected on GEM is that

below 250 K, additional weak diffraction intensity begins to develop which is most

evident in the 3.0 – 3.2 Å region of Bank 3 at 1.5 K, as shown in the inset of Figure

3.3. This indicates a structural transition which is likely associated with the order-

ing of the interlayer Cu2 site of the room temperature model. To determine which

model best describes the low temperature data, Le Bail fits of all orthorhombic

subgroups of the reported P63/mmc and Cmcm models obtained from ISODIS-

TORT [105, 166] were performed on data collected at 1.5 K, and the statistical

results obtained are shown in Table 3.2. Le Bail results for the P63/m model,
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Figure 3.3: NPD data collected for Cu4(OD)6FBr at 300 K (top) and 2 K (bot-
tom) in Bank 3 of the GEM diffractometer. Rietveld refinements of the P63/mmc
and Pnma structural models at 300 K and 2 K, respectively, are shown by the
solid lines. The insets show the d-spacing region 3.0 – 3.3 Å, where a (102) reflec-
tion is observed in the Pnma structure, along with additional weak (112), (311)
and (221) reflections.

also proposed to describe the structure of barlowite at low-temperatures [151], are

also shown in Table 3.2. Interestingly, the Cmcm model again places intensity

where no scattering is observed in GEM data. In fact, of the groups tested, only

P63/m, Pbcm, Pmmn, Pmma, and Pnma subgroups effectively account for the

additional Bragg peaks observed, and of those groups it is the Pnma space group

which yields the best Le Bail fit. This is congruent with previous low-temperature

studies conducted on barlowite synthesised via a similar route [151, 158]. A Ri-
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Table 3.1: Rietveld refinement crystal structure parameters (top) for the
P63/mmc model of barlowite fitted to NPD data collected on GEM at 300 K.
Refined lattice parameters are a = b = 6.6831(8) Å and c = 9.302(1) Å. The
refined H/D occupancies indicate that the sample is 96 % deuterated. The refined
anisotropic atomic displacement parameters, Uaniso, are given in the bottom table.
The final statistical factors are Rwp = 1.92% and χ2 = 1.83.

Atom Site x y z Occupancy

Cu1 6g 0.5 0 0 1
Cu2 6h 0.62946(8) 0.2589(2) 0.25 1

3

F1 2b 0 0 0.75 1
Br1 2c 0.6667 0.3333 0.75 1
O1 12k 0.20160(4) 0.79840(4) 0.90816(4) 1

D1/H1 12k 0.12430(4) 0.87570(4) 0.86618(4) 0.959(1)/0.041(1)

Uaniso (10−2 Å2)
Atom U11 U12 U13 U22 U23 U33

Cu1 0.72(1) 0.370(8) −0.228(8) 0.74(2) −0.46(2) 1.70(2)
Cu2 0.87(4) 0.75(3) 0.0 1.50(6) 0.0 0.24(5)

F1 1.51(3) 0.76(2) 0.0 1.51(3) 0.0 2.87(6)
Br1 1.71(3) 0.854(13) 0.0 1.71(3) 0.0 0.89(4)
O1 0.71(1) 0.27(2) −0.055(8) 0.71(1) 0.055(8) 1.13(2)
D1 1.92(2) 1.32(2) −0.239(9) 1.92(2) 0.239(9) 2.64(3)

etveld refinement of the Pnma model at 1.5 K is shown in Figure 3.3, and the

refined structural parameters are given in Table 3.3. The consequence of this

structural transition is presented in Figure 3.2, where there are two key features

to be noted. Firstly, the kagomé layers now lay in the ac-plane and contain three

different bond lengths of 3.344(2) Å, 3.330(2) Å and 3.3438(5) Å within the tri-

angles, which are now formed from two crystallographically distinct copper sites,

denoted Cu1 and Cu2. The two Cu2 sites within the triangles are distorted subtly

out of plane by approximately 2◦ relative to the c-axis. Secondly, the interlayer

copper site (now Cu3) is no longer disordered and occupies a well-defined position

shifted towards the Cu2 site. There is no significant movement of the halide anions

on going from the hexagonal to the orthorhombic structure, although the F− and

Br− sites no longer occupy special positions and do, therefore, shift marginally

from the centre of the hexagonal and triangular motifs, respectively.

Differences in the Pnma model determined here compared to the alternative
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Table 3.2: Summary of the Rwp and χ2 values obtained in each bank from Le
Bail fits to NPD data collected on GEM for Cu4(OD)6FBr at 2 K. The listed
space groups are subgroups of P63/mmc and Cmcm, and were determined using
ISODISTORT [105, 166]. The highlighted model, Pnma, gives the best fit to the
data.

Rwp(%)
Model Bank 1 Bank 2 Bank 3 Bank 4 Bank 5 Bank 6 Total χ2

Cmcm 4.03 2.54 2.27 2.33 2.30 1.76 2.27 2.378
C2221 4.06 2.62 2.40 2.36 2.49 1.66 2.34 2.535
Cmc21 4.02 2.57 2.48 3.12 4.63 3.36 3.50 5.679
Pbcm 4.13 2.55 2.16 2.27 2.26 1.45 2.18 2.201
Pbcn 4.05 2.53 2.19 2.24 2.26 1.43 2.17 2.180

Amm2 4.19 2.57 2.30 2.27 2.39 1.53 2.25 2.341
Pmmn 4.01 2.50 2.00 2.08 2.15 1.31 2.04 1.917
Ama2 4.07 2.63 2.42 2.37 2.51 1.67 2.35 2.557
Pmma 4.08 2.47 2.11 2.15 2.15 1.31 2.08 2.002
Pnna 3.98 2.56 2.15 2.26 2.33 1.49 2.20 2.237

Pnma 3.97 2.49 1.98 2.09 2.15 1.30 2.03 1.914
Pnnm 4.10 2.49 2.07 2.08 2.16 1.32 3.22 1.954
P63/m 4.06 2.75 2.76 3.30 3.91 2.37 2.06 4.792

Cmcm and P63/m models described in the literature lie predominantly in the

ordering scheme of the Cu3. In the Pnma structure determined here, the Cu3

ions order cooperatively so that no two move towards each other, whilst in Cmcm

they shift towards each other in pairs. Meanwhile, in the P63/m structure de-

picted in Figure 3.2 both equilateral and scalene triangles emerge within the

kagomé planes. As a result, there are also two types of interlayer Cu site, one

which is disordered over three sites, as in the room temperature structure, and

one which has a site preference. The distortion in barlowite could be considered

to be driven by a dynamic to static Jahn-Teller effect [161, 167]. Potential en-

ergy surface (PES) calculations for the Pnma structure have shown that, of the

three possible directions which the distortion can take, the energy barrier is much

lower when the interlayer Cu2+ shifts in the a-direction away from the Cu1 site of

the kagomé planes, meaning that there are two energetically equivalent positions

shifted towards the Cu2 site. In Cmcm, there is a small preference for the Cu3 to

shift solely to one site (towards Cu1) [161]. In the Pnma structure of barlowite

determined from the data presented in this chapter, it is not clear why the Cu3

chooses one of the two potential positions over the other. One explanation might

lie in a consideration of sterics and/or Coloumbic repulsion, meaning that it is
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Table 3.3: Rietveld refinement crystal structure parameters for the Pnma model
of barlowite fitted to NPD data collected on GEM at 2 K. The deuterium occu-
pancies were fixed to the refined values determined from data collected at room
temperature. Refined lattice parameters are a = 11.551(1) Å, b = 9.280(1) Å and
c = 6.6791(8) Å (Rwp = 2.11%, χ2 = 2.949).

Atom Site x y z Occupancy Uiso (Å2)

Cu1 4a 0 0 0 1 0.0038(5)
Cu2 8d 0.2504(2) 0.5091(1) 0.2466(2) 1 0.0032(3)
Cu3 4c 0.1863(3) 0.25 0.0563(3) 1 0.0038(2)

F1 4c 0.4979(4) 0.25 0.0034(5) 1 0.0097(2)
Br1 4c 0.3310(3) 0.25 0.4985(4) 1 0.0036(2)
O1 8d 0.2964(2) 0.0965(2) 0.0015(3) 1 0.0025(4)
O2 8d 0.1014(2) 0.0904(2) 0.1998(4) 1 0.0035(4)
O3 8d 0.4007(2) 0.5875(2) 0.3020(4) 1 0.0053(4)

D1/H1 8d 0.3776(2) 0.1268(2) 0.9988(4) 0.959/0.041 0.0121(6)
D2/H2 8d 0.0630(3) 0.13636(2) 0.3130(4) 0.959/0.041 0.0126(8)
D3/H3 8d 0.44052(2) 0.63892(2) 0.19124(3) 0.959/0.041 0.0104(6)

electrostatically favourable for the interlayer Cu2+ ions to shift away from each

other with a decrease in temperature as the unit cell contracts. The structural

distortion which occurs due to this ordering is not a first order transition and is

rather a gradual disorder-order transition, based on the observation of a subtle

onset of the orthorhombic peaks which occurs over a wide temperature range of

approximately 100 K based on the GEM data. Another interesting feature to

note at this point is that the orthorhombic peaks are particularly weak and broad,

which is demonstrated by the increased peak intensity of the fitted model com-

pared to the observed data presented in Figure 3.3. This point will be returned

to in Section 3.4.3.

3.3.2 Magnetic Structure Determination Using Constant

Wavelength Neutron Powder Diffraction

The temperature-dependent magnetic susceptibility collected for barlowite in a

zero-field cooled cycle is shown in Figure 3.4, and displays an upturn below

TN = 15 K, consistent with magnetic ordering at this temperature as determined

by several previous studies [114, 119, 158, 160]. Measurement of comparable data

in a field-cooled cycle does not lead to a deviation in the temperature dependence

of the susceptibility, meaning that the presence of spin glass formation can be ruled
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out. The high-temperature inverse susceptibility follows Curie-Weiss behaviour,

and a fit of this model to the data yields a Weiss temperature θ = −112.3(3) K

and effective magnetic moment, µeff = 3.754(8) µB per formula unit. These fitted

parameters coincide with the values determined from similar studies and indicate

that strong antiferromagnetic exchange interactions dominate within barlowite.

However, the nature of the magnetically ordered state has yet to be reported. No

magnetic scattering is observed in the GEM data collected for barlowite which

was described in Section 3.3.1, indicating that the flux afforded by the instrument

is likely insufficient to resolve the small moment magnetism exhibited by the frus-

trated Cu2+ moments. As a consequence, further NPD data, shown in Figure

3.5, were collected on the high-flux constant wavelength diffractometer D20. Ri-

etveld analysis of this dataset was performed by Dr Gøran Nilsen (ISIS Neutron

and Muon Source). Corefinement of magnetic and crystal structures is inherently

unstable for systems involving small moments, and so here the 20 K data has

been subtracted from data collected at 1.5 K, below TN, to isolate the magnetic

scattering, resulting in ten resolved magnetic reflections in total. These reflections

lie on nuclear allowed and forbidden positions, consistent with antiferromagnetic

order with a propagation vector of k = (0, 0, 0). A full set of symmetry allowed

magnetic space groups were determined using k and Pbcm, Pmmn, Pmma, and

Pnma space groups—those which could account for the additional nuclear peaks

observed in GEM data at 1.5 K—using the MAGMAGN application on the Bil-

bao Crystallographic Server [106–108]. Of the resulting 32 magnetic space groups,

those stemming from Pbcm, Pmmn, and Pmma resulted in a poor fit to the data,

leaving eight potential magnetic space groups stemming from the Pnma structural

space group. Of these, the Pn′m′a model best describes the magnetic scattering

observed, and a full Rietveld refinement of this model is shown in Figure 3.5.

The magnetic structure obtained from this analysis is shown in Figure 3.6, where

the refined magnetic moments are 0.15(1) µB, 0.41(1) µB, and 0.53(1) µB on the

Cu1, Cu2, and Cu3 sites, respectively. Each Cu moment points predominantly

along the a-direction, but with an antiferromagnetic canting of the Cu2 moments

towards the b-axis, and a ferromagnetic canting of the Cu3 moments towards the

c-axis. The latter produces a net ferromagnetic magnetisation of 0.05(1) µB when

averaged over all three Cu sites. Furthermore, this net ferromagnetic moment ra-

tionalises previous single crystal magnetisation measurements on barlowite [114].

This study indicated that the magnetic transition corresponds to an antiferromag-

netic canted order with a ferromagnetic component ∼ 0.1 µB lying in the ab-plane
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Figure 3.4: Temperature dependence of the magnetic susceptibility collected
for barlowite, Cu4(OH)6FBr, measured in a zero-field cooled (ZFC) and field
cooled (FC) cycle in an applied field of 1 T. A Curie-Weiss fit of the inverse
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Figure 3.5: Rietveld refinement of the Pn′m′a magnetic structure to subtracted
NPD data collected on D20 for barlowite, Cu4(OD)6FBr. The light grey regions in
the collected data were excluded from the refinement because they are the positions
of strong nuclear reflections. The final statistical factors are Rwp = 2.77% and
χ2 = 2.75.
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Figure 3.6: The magnetic structure of barlowite, Cu4(OD)6FBr, which belongs to
the Pn′m′a magnetic space group. The dashed lines indicate the kagomé structure
formed from the Cu1 and Cu2 sites.

of the P63/mmc structure, which corresponds to the ac-plane of the Pnma cell

and is indeed what is observed in the fitted structure presented here. This mag-

netic symmetry is comparable to that described previously [158], in which it was

determined that the Cu3 moment magnitude is significantly larger than the aver-

age moment of Cu1 and Cu2. However, the high-flux of the D20 diffractometer

utilised here has enabled for the precise magnitudes and directions of the Cu1 and

Cu2 moments within the kagomé plane to be determined, which was not possible

in the previous study which only resolved the most intense (110), (001) and (101)

magnetic Bragg peaks.

A full understanding of the origin of the magnetic structure in barlowite is difficult

given that there are a total of six possible (three in-plane and three out-of-plane)

nearest-neighbour exchange pathways. However, there are several features of the

magnetic structure which can be highlighted. Firstly, it is likely that there is a

strong antiferromagnetic interaction between the Cu2 moments within the kagomé

planes and, secondly, a ferromagnetic exchange between the Cu1 and Cu3 moments

is plausible. Interestingly, these are both features that arise in the magnetic struc-

ture of the closely related clinoatacamite, Cu4(OH)6Cl2, the parent material to

the QSL candidate herbertsmithite [69]. Another important point to note is that,

like the orthorhombic nuclear Bragg peaks observed on GEM at 1.5 K, the mag-

netic Bragg peaks observed in D20 data for barlowite are not resolution limited.

The full width at half maxima indicates a magnetic correlation length of approxi-
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mately 100 Å. Furthermore, the refined moment sizes are heavily suppressed, with

an average moment of 0.375(5) µB per Cu2+ compared to the full S = 1
2

moment

gS = 1.1 µB, indicating remaining spin frustration or partial order in barlowite,

even at 1.5 K. In clinoatacamite, the coexistence of long-range magnetic order and

dynamic magnetic moment fluctuations has been observed through muon spin re-

laxation measurements, again suggesting that there are parallels between these

two minerals. Finally, the disparity between the moment sizes across the three

Cu2+ sites is intriguing, and suggests that the underlying spin Hamiltonian in

barlowite is complex.

Whether the structural distortion in barlowite has any relation to the magnetic

structure is an intriguing open question. Whilst the temperature at which the on-

set of the structural distortion takes place (approximately 250 K) is far removed

from TN, it is presumably the exchange between the intra- and interlayer magnetic

moments which facilitates magnetic ordering. Consequently, the position of the

interlayer Cu2+ in relation to the kagomé layers is an important driving force for

this interaction. How this may be tuned chemically through halide substitution

in the interplane sites is explored in the next section.
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3.4 Exploring the Effects of Halide Substitution

The unusual structural distortion in barlowite and the relation that this may have

to its magnetic structure was motivation to explore further ways that the structure-

property behaviour in barlowite could be systematically tuned. Inspection of the

crystal structure of barlowite yields one possible route, which is to apply chem-

ical pressure through the substitution of the halide ions which occupy positions

between the kagomé layers, as depicted in Figure 3.7. In the room temperature

P63/mmc structure of barlowite, bromide ions sit on a 2c Wyckoff position and

are covalently bound to three Cu2+ above and three Cu2+ below, completing the

octahedral coordination of the Cu1 sites. Meanwhile, the fluoride ions are hydro-

gen bonded to six surrounding hydroxide anions in a 2b position. Given the large

void which the bromide ion occupies, along with the likely significance of the high

electronegativity of the fluoride anion in the 2b position, substitution at the 2c

site is the natural choice. In addition, the chloride analogue of barlowite (FBr),

Cu4(OH)6FCl, is already a known mineral named claringbullite (FCl) [20, 164].

Meanwhile, the iodide analogue, Cu4(OH)6FI (FI), is not found in nature and this

is the first report of this material.

3.4.1 The Room Temperature Structures of the Halide

Analogues and Presence of Multiple Phases

High-resolution NPD and PXRD data were collected for the series of halide ana-

logues, Cu4(OD)6FX, on HRPD and I11, respectively. Initial analysis of the data

collected at room temperature suggested that each analogue could be indexed to

the hexagonal P63/mmc space group, which was discussed in Section 3.3.1 in the

context of barlowite. The unit cell is predominantly expanded along the c-axis

with increasingly larger halide ions, with only a small increase in the ab-plane

when going from Cl– to I–, as shown in Figure 3.7. This is intuitive given that the

site lies between the kagomé layers which are stacked along c. However, Rietveld

refinement of this model to data collected for FI reveals a particularly poor fit,

especially to systematic hk4n Bragg peaks. An example of this is shown in the

inset of Figure 3.8 for the (004) and (104) peaks of I11 and HRPD Bank 1 data,

respectively. Close inspection of this subset of peaks across both datasets reveals

an asymmetric peak profile which tails towards high Q, as presented in Figure 3.9.

An asymmetric peak profile of this kind is commonly observed in the powder
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Figure 3.7: The refined room-temperature lattice parameters of the P63/mmc
model of the Cu4(OD)6FX series (left) as a functon of halide site, X, which sits
in a 2c position between the kagomé layers. The scales of the a- and c-axes have
been adjusted to be equal to emphasise the increase in the c-axis across the series.
Also between the layers is a disordered copper site and a fluoride site that sits in
a 2b position in a hydrogen-rich pocket (right).

diffraction data of layered materials which contain stacking faults, where there are

irregularities in the stacking sequence of crystal planes which can result in a de-

viation from the ideal crystal structure, resulting in asymmetric peak broadening

and average peak position shifts [84]. In this case, it is proposed that the tail to

high Q observed in the data is indicative of a distribution of c-axis parameters,

likely driven by deviations from the 1:1 ratio of F− and I− anions in the sample

composition. To test this, a Rietveld corefinement against I11 and HRPD data at

300 K was conducted using multiple P63/mmc phases with differing c-parameters

[168]. Several measures were taken to constrain these multiphase refinements.

Firstly, the a- and b-axis parameters were fixed to be equal across the phases, so

that only the c-axis was allowed to vary. The atom positions and isotropic atomic

displacement parameters, Uiso, were additionally constrained across phases, along

with profile parameters. Additional F− and I− sites were added to each model

and their occupancies allowed to refine independently for each phase, whilst be-

ing constrained so that each site remains fully occupied. A total of four phases

could be modelled sensibly using this method, and the refined structural model

is given in Table 3.4. The refined phase fractions and F/I occupancies are also

given in Table 3.4, and indicate that there are a range of fluoride-rich phases in

the measured sample where some F− occupies the I− (2c) site. Figure 3.9 reveals
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Figure 3.8: Rietveld refinement of four P63/mmc models to powder diffraction
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Figure 3.9: Asymmetric peak profiles in PXRD data collected for Cu4(OD)6FI
at 300 K on I11 (top) and HRPD (middle), with a Rietveld refinement using four
Pnma phases shown by the solid line, and reflections for each phase shown by
black tick marks. The red tick mark represents a vanadium peak from the sample
environment. The c-axis parameter for each of the four phases is also shown as a
function of the total refined fluoride content. The lower panel shows laboratory
PXRD data, vertically offset for clarity, for samples synthesised with increasingly
more NH4F in the reaction mixture from bottom to top.
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Table 3.4: Structural parameters obtained from the combined Rietveld refine-
ment of the P63/mmc model of Cu4(OH)6FI fitted to NPD and PXRD data col-
lected on HRPD and I11 at 300 K. The bottom table shows the phase fractions,
c-cell parameters and halide occupancies for each of the four refined P63/mmc
phases. The final statistical parameters are Rwp = 3.40% and χ2 = 5.916.

Atom Site x y z Occupancy Uiso (Å2)

Cu1 6g 0.5 0 0 1 0.0099(1)
Cu2 6h 0.6304(1) 0.2609(2) 0.25 1

3
0.0086(4)

O1 12k 0.20321(7) 0.79679(7) 0.90863(7) 1 0.0095(2)
D1 12k 0.12548(7) 0.87452(7) 0.86814(8) 1 0.0247(2)
F1 2b 0 0 0.75 1 0.0174(4)
I1 2b 0 0 0.75 0 0.0174(4)
F2 2c 0.6667 0.3333 0.75 * 0.0129(1)
I2 2c 0.6667 0.3333 0.75 * 0.0129(1)

Phase number
* 1 2 3 4

Phase fraction (%) 46.3(1) 27.2(2) 16.1(2) 10.4(2)
c (Å) 9.49742(4) 9.48472(9) 9.4706(2) 9.4511(1)

F2 occupancy 0 0.04(1) 0.08(2) 0.19(3)
I2 occupancy 1 0.96(1) 0.92(2) 0.82(3)

that the c-axis systematically decreases with increasing total F− content. To fur-

ther test the feasibility of this model, additional samples were synthesised using

increasingly larger amounts of the fluoride-containing starting material, NH4F, in

the reaction vessel. Inspection of the (004) Bragg peak in laboratory PXRD data,

shown in the lower panel of Figure 3.9, reveals a shift in its maximum towards

higher Q with increasingly more fluoride in the initial reaction mixture. This is

further evidence that it is possible to vary the F:I ratio in this material. However,

the presence of Cu(OH)F impurity in some of these samples, along with the diffi-

culty in measuring halides using an elemental analysis method such as ICP-OES,

makes quantifying the composition within these systems challenging. Whilst this

analytical approach is not necessarily proof of the presence of four distinct phases

within the FI sample, this process instead offers an approximation for a phase

continuum. Furthermore, it is not clear whether the variation in the lattice spac-

ings is due to a chemical gradient within individual crystallites—which could be

considered a type of stacking fault—or a compositional variance between different

crystallites.
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Figure 3.10: Combined Rietveld refinement of two P63/mmc models to powder
diffraction data collected at 300 K on I11 (top) and HRPD Banks 1 and 2 (middle
and bottom) for Cu4(OD)6FBr. For clarity, only reflections for the first phase have
been included in the main figures. The insets show the (004) and (104) peaks with
a comparison using single phase and multiphase models.
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Figure 3.11: Combined Rietveld refinement of two P63/mmc models to powder
diffraction data collected at 300 K on I11 (top) and HRPD Banks 1 and 2 (middle
and bottom) for Cu4(OD)6FCl. For clarity, only reflections for the first phase have
been included in the main figures. The insets show the (004) and (104) peaks with
a comparison using single phase and multiphase models.
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Table 3.5: Structural parameters obtained from the combined Rietveld refine-
ment of two P63/mmc models of Cu4(OH)6FBr fitted to NPD and PXRD data
collected on HRPD and I11, respectively, at 300 K. Two phases were modelled with
refined lattice parameters of a = 6.676248(8) Å and c = 9.29489(3) Å (68.1(5)%
wt. frac.) and c = 9.28944(9) Å (32(1)% wt. frac.). Overall Rwp = 3.54%.

Atom Site x y z Occupancy Uiso (Å2)

Cu1 6g 0.5 0 0 1 0.0107(1)
Cu2 6h 0.62971(7) 0.2594(1) 0.25 1

3
0.0057(3)

O1 12k 0.20243(4) 0.79757(4) 0.90881(4) 1 0.0103(1)
D1 12k 0.12490(4) 0.87511(4) 0.86642(4) 1 0.0262(1)
F1 2b 0 0 0.75 * 0.0218(3)
Br2 2c 0.6667 0.3333 0.75 * 0.0155(2)

Phase number
* 1 2

Phase fraction (%) 68.1(5) 32(1)
c (Å) 9.29489(3) 9.28944(9)

F1 occupancy 0.978(2) 1
Br1 occupancy 0.022(2) 0
F2 occupancy 0.040(8) 0.05(2)

Br2 occupancy 0.960(8) 0.95(2)

The discovery of multiple phases in the FI analogue within this family led to the

question of whether the same might occur FBr and FCl, in that multiple phases

with varying compositions may be present. As such, corefinements of the I11 and

HRPD data collected at 300 K for each of these samples were conducted using

multiple P63/mmc phases, again constraining the model so that only the c-axis

and F/X ratios were allowed to vary across the phases. The Rietveld refine-

ments of two P63/mmc phases are shown in Figures 3.10 and 3.11 for FBr and

FCl, respectively. The (004) peaks are shown in the insets, and do present a subtle

asymmetry. In addition, the inclusion of a second phase does significantly improve

the Rwp values, going from 4.05% and 4.21% to 3.54% and 3.63% for refinements

to FBr and FCl datasets, respectively. Refinement of F/Br and F/Cl occupancies

was possible, with the former refinement suggesting that a small amount (∼ 5%)

of fluoride occupies the bromide site, and that a slight excess of fluoride is present

in the phase with a smaller c-axis. In the latter, the converse is suggested, with

∼ 7% chloride anions occupying the fluoride (2b) position. However, the differ-

ence between the two phases in both FBr and FCl refinements is subtle and, given

the large number of refineable parameters in these fits, it is difficult to make any
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Table 3.6: Structural parameters obtained from the combined Rietveld refine-
ment of two P63/mmc models of Cu4(OH)6FCl fitted to NPD and PXRD data
collected on HRPD and I11, respectively, at 300 K. Two phases were modelled with
refined lattice parameters of a = 6.676248(8) Å and c = 9.29489(3) Å (68.1(5)%
wt. frac.) and c = 9.28944(9) Å (32(1)% wt. frac.). Overall Rwp = 3.54%.

Atom Site x y z Occupancy Uiso (Å2)

Cu1 6g 0.5 0 0 1 0.0127(1)
Cu2 6h 0.62850(7) 0.2570(1) 0.25 1

3
0.0051(2)

O1 12k 0.20183(4) 0.79817(4) 0.90941(4) 1 0.0100(1)
D1 12k 0.12464(5) 0.87536(5) 0.86670(5) 1 0.0253(1)
F1 2b 0 0 0.75 * 0.0240(4)
Cl2 2c 0.6667 0.3333 0.75 * 0.0225(2)

Phase number
* 1 2

Phase fraction (%) 75.3(3) 25(1)
c (Å) 9.17753(4) 9.1677(1)

F1 occupancy 0.929(7) 1
Cl1 occupancy 0.071(7) 0
F2 occupancy 0 0

Cl2 occupancy 1 1

firm conclusions on the halide mixing from these data alone, particularly due to

the smaller X-ray scattering contrasts between F/Br and F/Cl pairs than for F/I.

Note that including more than two phases led to an unstable refinement in both

cases, and thus was deemed unnecessary. The full structural models for FBr and

FCl are given in Tables 3.5 and 3.6, respectively. A comparison of selected refined

bond lengths and angles across the series at 300 K is given in Table 3.7.

This is, in fact, not the first time that the identity and distribution of the an-

ions in FCl have been called into question. In the original mineralogical study

of claringbullite, the formula was reported to be Cu4(OH)7Cl ·nH2O [164]. This

was subsequently revised to Cu4(OH)6Cl[Cl0.29(OH)0.71], meaning that the 2b site

was thought to be occupied by a combination of Cl− and OH− anions rather than

F− [20], and it was additionally suggested that a solid solution could exist as

Cu4(OH)6+xCl2−x. Following this, work published on the synthetic route to clar-

ingbullite determined that a fluoride source is necessary for its successful synthesis,

and that the 2b site was solely occupied by F− based on refinement R-factors [169].

Finally, a recent crystallographic study on mineral samples of claringbullite de-

70



Table 3.7: Key bond lengths extracted from corefinements against powder diffrac-
tion data collected for the Cu4(OD)6FX series at room temperature.

FCl FBr FI
Bond length (Å)

Cu1–Cu1 3.33723 3.33808 3.34943
Cu1–Cu2 2.7338(5) 2.7686(5) 2.8160(7)
Cu2–Cu2 5.468(1) 5.5372(9) 5.632(1)
Cu1–X 2.99609 3.01886 3.06221
Cu2–X 3.4132(9) 3.4325(9) 3.448(1)
F1–D2 1.7954(5) 1.8056(4) 1.8389(7)

Bond angle (◦)

Cu1–O–Cu1 118.06(2) 117.63(2) 117.27(4)
Cu1–O–Cu2 87.85(3) 88.91(3) 89.97(4)

termined a Cl:F:OH ratio of 0.98:1.12:5.90 [170]. It is, therefore, not out of the

question that there exists a compositional range with a formula Cu4(OH)xFyClz,

where x+y+z = 8, which may be highly sensitive to synthetic conditions. On the

other hand, the first study of the mineral barlowite found the 2c and 2b sites to be

essentially fully occupied by Br− and F−, respectively [70]. Halide site selectivity

in these systems is likely influenced by both anionic radius and electronegativity.

Whilst the comparably large radius and low electronegativity of the bromide anion

mean that it is unlikely to occupy the small hydrogen-rich pocket within which

the fluoride anions lie, it is plausible that excess fluoride could occupy the large

space occupied by the bromide anions in the widely accepted barlowite structure.

Meanwhile, in the FI analogue the pronounced variation in the c-axis is clear in

PXRD data, which is perhaps aided by the disparity between the ionic radii of

the F− and I− halides which will cause a more pronounced variation in the c-axis

than in the FBr and and FCl counterparts. Furthermore, the formation of a sto-

ichiometric phase may be energetically unfavourable due to this contrast in ionic

radii. Another intriguing observation arises through bond valence analysis of the

determined crystal structures across the series. Whilst the bond valences of the

Cu2+ sites are close to ideal, the halide site X in each analogue is significantly

underbonded—with values of 0.41(5) vu (valence units), 0.37(3) vu and 0.52(5)

vu determined for Cl−, Br− and I− sites, respectively [171]—indicating that this

site is particularly unstable.
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3.4.2 Hexagonal to Orthorhombic Structural Distortion

Upon cooling, diffraction data collected on I11 across the Cu4(OH)6FX series re-

veal the development of additional Bragg peaks at approximately 266 K, 220 K

and 274 K for FCl, FBr and FI, respectively, which can be indexed to the or-

thorhombic Pnma space group of the low-temperature structure determined for

FBr. The distortion to orthorhombic symmetry is driven by displacement of Cu2+

ions, as described for FBr in Section 3.3.1, and so the use of X-rays, along with

the high resolution of the I11 diffractometer, has enabled the observation of mul-

tiple additional peaks which could not be resolved with the GEM data collected

previously on FBr. The development of the orthorhombic peaks is presented in

Figure 3.12, along with the temperature dependence of the intensity of the most

prominent (102) peak. This was extracted by fitting a pseudo-Voigt function to

the peak at each temperature for each material, and the fitted height was then

taken as a proportion of the most intense (110) peak in the diffraction pattern

collected at 90 K for each respective analogue. This analysis suggests that the

structural transition occurs over a wide range of temperatures, particularly for

FCl and FBr, where the (102) peak intensity does not appear to have plateaued

even at 90 K, the lowest temperature of the I11 datasets. For FBr, the peak in-

tensity is so weak that the MAC detector, which requires longer counting times,

was necessary to resolve the orthorhombic distortion peaks clearly. This suggests

that there is not a straightforward relationship between the halide identity and

the temperature at which the structural distortion begins to occur, although it

is evident that the substitution at the 2c (or 2b) site has a significant effect on

the nature of the structural transition. A previous study has suggested that the

temperature at which the hexagonal to orthorhombic transition begins to occur

is related to anisotropic strain, whereby a larger halide at the 2c site expands the

lattice along the c-axis (b-axis of the Pnma cell), but is constrained by the kagomé

lattice to expand along the other cell directions. This supposedly drives the struc-

tural transition to higher temperatures in FBr compared to FCl. This conclusion

was also supported by PES calculations, discussed in section 3.3.1, which suggest a

lower energy barrier for the ordering of the interlayer copper site in FBr compared

to FCl [161]. However, in this case it is clear that the opposite is true, indicating

that there is a more complex explanation for these observations, perhaps related

to synthetic route and/or sample composition.

At 90 K, initial structural refinements to I11 data were completed using a single

Pnma phase. However, the resulting fit for FCl appeared to place the orthorhom-
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Figure 3.12: The temperature dependence of the intensity (top) of the or-
thorhombic peaks observed in PSD data collected on I11 for the Cu4(OD)6FX
series (lower panels). The peak intensities are plotted as a percentage of the most
intense (110) Bragg peak at low temperature.
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bic peaks, particularly the (102) peak, at slightly higher Q than where they appear

in the data, as shown in the lower panel of Figure 3.13(a). The presence of any

other orthorhombic phase, such as those tested in Section 3.3.1, also does not ac-

count properly for the peak positions. As such, an additional Rietveld refinement

was employed with a P63/mmc phase as well as a Pnma phase. All structural pa-

rameters and profile parameters were allowed to refine independently, but the Uiso

values were constrained across like-atoms and across phases to simplify the pro-

cedure. A significantly better fit is achieved using this approach (Rwp = 13.57%

vs 8.13%), and yields refined Pnma and P63/mmc weight fractions of 63.7(2)%

and 36.3(3)%, respectively. Moreover, the orthorhombic peak positions are bet-

ter accounted for using a two-phase refinement, as shown in the middle panel of

Figure 3.13(a). Further data were collected for FCl on HRPD at 1.5 K, where the

position and intensity of the orthorhombic peaks seen in data collected in Bank 2

are also better described by using both a hexagonal and an orthorhombic model,

as presented in Figure 3.13(b). Further evidence that supports this two-phase

approach can be found by inspection of the (220) Bragg peak of the hexagonal

structure; this peak should split directly into (004) and (602) peaks in the or-

thorhombic structure, but refinement to HRPD Bank 1 data at 1.5 K indicates

that this region is better described by a combination of three Bragg peaks, as

shown in Figure 3.13(c).

In the analysis of I11 and HRPD data collected for FBr at 90 K and 1.5 K, respec-

tively, a similar two-phase refinement also leads to a better fit overall (Rwp = 9.67%

vs 6.63%) and Pnma and P63/mmc weight fractions of 58.3(2)% and 41.7(2)%,

respectively. In particular, whilst the lower two panels of Figure 3.14(a) show that

the orthorhombic peak positions and intensities are only marginally improved by

a two-phase Rietveld refinement, there is a significant improvement in the fit to

the data in the region of the (004) and (602) peaks, and this is presented in Figure

3.14(c).

Conversely, at 90 K and 1.5 K the data collected for FI show two distinct or-

thorhombic (004) and (602) Bragg peaks, implying that the sample is fully or-

thorhombic at both temperatures. This rationalises the plateau in the orthorhom-

bic peak heights presented in Figure 3.12. However, there is an intermediate range

of temperatures between 250 – 260 K where there appears to be a third peak in

this region, as shown in Figure 3.15(c). This is further evidence for multiple phases

in the FI sample, and corroborates the multiphase fitting procedure employed at
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Figure 3.13: The process by which a model was determined to describe the
low-temperature orthorhombic Bragg peaks observed in (a) I11 data, (b) HRPD
Bank 2 and (c) HRPD Bank 1 data for Cu4(OD)6FCl. Collected data is shown
by black solid lines, and the difference is shown by grey dashed lines. A model
incorporating both a P63/mmc and a Pnma model is sufficient to describe the
data.

room temperature. The same asymmetric peaks observed at 300 K—now h4nl in

the orthorhombic notation—are clearly retained at all temperatures, as shown in

the insets of Figure 3.19. These data can thus be modelled using four orthorhom-

bic phases with their fluoride and iodide contents fixed to the determined values

from 300 K, with correspondingly smaller refined b-axis parameters. In addition,
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Figure 3.14: The process by which a model was determined to describe the
low-temperature orthorhombic Bragg peaks observed in (a) I11 data, (b) HRPD
Bank 2 and (c) HRPD Bank 3 data for Cu4(OD)6FBr. Collected data is shown
by black solid lines, and the difference is shown by grey dashed lines. A final
model incorporating both a P63/mmc and a Pnma model with interlayer copper
disorder is shown in the uppermost fit in each panel.

this multiphase approach accounts for the orthorhombic peaks more effectively

than a single phase, as shown in the lower two panels of Figure 3.15(a).

It is important to note that at no point in the temperature range measured was

it beneficial to use the Cmcm or P63/m structures to model data collected for
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Figure 3.15: The process by which a model was determined to describe the low-
temperature orthorhombic Bragg peaks observed in (a) I11 data and (b) HRPD
data for Cu4(OD)6FI. Collected data is shown by black solid lines, and the dif-
ference is shown by black dashed lines. A final model incorporating four Pnma
models with interlayer copper disorder is shown in the uppermost fit in each panel.
In (c), the evolution of the (004) and (602) Bragg peaks with decreasing temper-
ature is shown.

any of the Cu4(OH)6FX series members, suggesting that there appears to be no

significant temperature region in which either of these phases are stable. Instead,

it appears that each analogue undergoes a distortion to Pnma, but that in FCl

and FBr there is some remaining hexagonal phase at low temperatures. This sug-

gests that within each sample there could be a range of different phases which
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all undergo the transition at different temperatures, which could explain the soft

onset of the transition visualised in Figure 3.12. In FI, the sample appears fully

orthorhombic at low temperatures and the orthorhombic peak intensities plateau

below around 200 K. In a previous study conducted on FCl, three separate sin-

gle crystals were found to distort to lower symmetry at different temperatures,

whilst another study on FBr also reports two-phase behaviour in polycrystalline

samples [151]. However, the former study also found that the transition occurs

over a broad temperature range even in single crystals of barlowite, indicating

that there is an additional factor contributing to the gradual increase in the in-

tensity of the orthorhombic peaks across this series. In the following section, this

additional factor is attributed to the gradual freezing out of the interplane site dis-

order, which is quantified across the Cu4(OH)6FX series through further analysis

of high-resolution diffraction data.

3.4.3 Remaining Interlayer Site Disorder

Having determined that all three members of the Cu4(OH)FX series contain mul-

tiple closely related phases, it is clear that the Rietveld refinements still do not

fully account for the additional orthorhombic peaks observed at low temperatures,

particularly in terms of their broadness, which in turn means that the intensities

are not correctly modelled. This is most evident in refinements against data col-

lected for FBr and FI, shown in Figures 3.14(a) and 3.15(a), and indicates residual

disorder in their low-temperature structures. In order to account for this disor-

der, two additional interlayer sites (denoted Cu4 and Cu5) were incorporated into

the Pnma model and their positions allowed to refine whilst being constrained so

that the sum of the interlayer Cu site (Cu3, Cu4, Cu5) remained equal to one.

For FI, the interlayer Cu occupancies were constrained to be equal across the

four orthorhombic phases. Figure 3.16 shows the interlayer copper occupancies

as a function of temperature for each member of the Cu4(OH)6FX series. This

analysis shows that for all three analogues there is a preference for the interlayer

copper to occupy the Cu3 site—one of the two sites which were shown through

PES calculations to be energetically more favourable [161] and describe the av-

erage Pnma structure—but with some remaining Cu2+ occupying both of the

additional interlayer sites. In FCl, the refined occupancy of Cu3 is 0.950(7) at

90 K and, correspondingly, incorporating this disorder does not significantly im-

prove the Rietveld refinement to I11 data at 90 K, as shown in Figure 3.13(a). In

addition, it was not possible to refine the Cu4 and Cu5 occupancies in HRPD data

collected at 1.5 K, implying that at this temperature the interlayer copper is fully
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Figure 3.16: The refined interlayer copper occupancies as a function of tem-
perature for the Cu4(OD)6FX series, obtained from analysis of data collected on
HRPD (1.5 K) and I11 (90 – 300 K). The occupancies presented in the upper left
panel are those from 90 K data.

ordered onto the Cu3 site. Conversely, in FBr a model including disorder, leading

to Cu4 and Cu5 occupancies of 0.144(5) and 0.146(6) at 90 K, respectively, results

in a redistribution of the intensity of the orthorhombic peaks which more closely

matches the collected data, as is clear in the difference profile for this refinement

shown in the top panel of Figure 3.14(a). Even at 1.5 K, there appears to be

some remaining interlayer disorder in FBr which contributes to the low intensity

of the orthorhombic peaks in the HRPD data at this temperature, shown in Fig-

ure 3.14. Meanwhile, the interlayer copper occupancies appear to plateau in FI,

in line with the temperature at which the orthorhombic peak intensities plateau,

indicating that the structural transitional is indeed driven by the disorder-order

at the interplane sites. In Figure 3.15(b), it can be seen that at 1.5 K refining
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the interlayer copper occupancies in FI results in a decrease in the orthorhombic

peak intensity to a greater extent than the observed data. This could mean that

by this temperature the interlayer copper is fully ordered or, alternatively, could

reflect the complexity in modelling this disorder in four phases simultaneously.

Interestingly, inspection of the orthorhombic peaks in Figures 3.13 – 3.15 reveals

that there is still a mismatch between the collected data and the model, even

having incorporating interlayer disorder. Across the series, the broad orthorhom-

bic peak shapes indicate that modelling these data using the Rietveld method,

which evaluates average structure, is insufficient to fully describe the copper dis-

placement at low temperatures. The final Rietveld refinements across the series,

incorporating both multiple phases and interlayer copper disorder, are shown in

Figures 3.17 – 3.19, and the resulting structural models are given in Tables 3.8 –

3.11, with a summary of refined bond lengths and angles presented in Table 3.12.
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Figure 3.17: Two-phase Rietveld refinement of Pnma and P63/mmc structural
models to powder diffraction data collected at 90 K on I11 (top) and 1.5 K on
HRPD Banks 1 and 2 (middle and bottom) for Cu4(OD)6FCl. Reflections for
Pnma and P63/mmc are represented by green and black tick marks, respectively.
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Figure 3.18: Two-phase Rietveld refinement of Pnma and P63/mmc structural
models to powder diffraction data collected at 90 K on I11 (top) and 1.5 K on
HRPD Banks 1 and 2 (middle and bottom) for Cu4(OD)6FBr. Reflections for
Pnma and P63/mmc are represented by red and black tick marks, respectively.
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Figure 3.19: Rietveld refinement using four Pnma models to powder diffraction
data collected at 90 K on I11 (top) and 1.5 K on HRPD Banks 1 and 2 (middle and
bottom) for Cu4(OD)6FI. Only reflections for the first phase have been included
in the main figures. The insets show the most prominent asymmetric peaks in the
data with a comparison single phase and multiphase models. In HRPD Bank 2,
the grey regions in the collected data are from steel in the sample environment
and were excluded from the refinement.
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Table 3.8: Rietveld refinement crystal structure parameters for the Pnma and
P63/mmc models of Cu4(OD)6FCl fitted to PXRD and NPD data collected on I11
at 90 K and HRPD at 1.5 K, respectively. Refined lattice parameters and phase
fractions are given in Table 3.11.

P
n
m
a

(9
0

K
)

Atom Site x y z Occupancy Uiso (Å2)

Cu1 4a 0 0 0 1 0.00314(7)
Cu2 8d 0.2508(1) 0.5140(1) 0.2450(1) 1 0.00314(7)
Cu3 4c 0.1850(2) 0.25 0.0582(3) 0.950(5) 0.00314(7)
Cu4 4c 0.165(5) 0.25 0.94(1) 0.033(5) 0.00314(7)
Cu5 4c 0.12(1) 0.25 0 0.017(5) 0.00314(7)

F1 4c 0.4928(6) 0.25 0.0054(9) 1 0.017(1)
Cl1 4c 0.3302(3) 0.25 0.5109(4) 1 0.0080(5)
O1 8d 0.2964(2) 0.0965(2) 0.0015(3) 1 0.0013(4)
O2 8d 0.1014(2) 0.0904(2) 0.1998(4) 1 0.0013(4)
O3 8d 0.4007(2) 0.5875(2) 0.3020(4) 1 0.0013(4)

P
6 3
/m

m
c

(9
0

K
)

Cu1 6g 0.5 0 0 1 0.00314(7)
Cu2 6h 0.6278(3) 0.2556(7) 0.25 1

3
0.00314(7)

O1 12k 0.2027(4) 0.7973(4) 0.9095(5) 1 0.0013(4)
F1 2b 0 0 0.75 1 0.017(1)

Cl1 2c 0.6667 0.3333 0.75 1 0.0080(5)

P
n
m
a

(1
.5

K
)

Cu1 4a 0 0 0 1 0.0044(2)
Cu2 8d 0.2488(2) 0.5173(2) 0.2429(2) 1 0.0044(2)
Cu3 4c 0.1859(3) 0.25 0.0608(4) 1 0.0044(2)

F1 4c 0.4987(4) 0.25 0.0086(8) 1 0.0095(3)
Cl1 4c 0.3274(2) 0.25 0.5106(3) 1 0.0079(2)
O1 8d 0.2963(3) 0.0952(3) 0.0008(4) 1 0.0045(2)
O2 8d 0.1042(3) 0.0907(3) 0.1968(4) 1 0.0045(2)
O3 8d 0.4012(3) 0.5892(3) 0.3032(4) 1 0.0045(2)
D1 8d 0.3770(2) 0.1344(4) 0.0041(5) 1 0.0177(2)
D2 8d 0.0619(3) 0.1282(4) 0.3162(4) 1 0.0177(2)
D3 8d 0.4402(3) 0.6367(3) 0.1927(4) 1 0.0177(2)

P
6 3
/m

m
c

(1
.5

K
)

Cu1 6g 0.5 0 0 1 0.0044(2)
Cu2 6h 0.6278(4) 0.2557(7) 0.25 1

3
0.0044(2)

O1 12k 0.2006(2) 0.7994(2) 0.9103(2) 1 0.0045(2)
D1 12k 0.1244(2) 0.8756(2) 0.8656(2) 1 0.0177(2)
F1 2b 0 0 0.75 1 0.0095(3)

Cl1 2c 0.6667 0.3333 0.75 1 0.0079(2)
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Table 3.9: Rietveld refinement crystal structure parameters for the Pnma and
P63/mmc models of Cu4(OD)6FBr fitted to PXRD and NPD data collected on
I11 at 90 K and HRPD at 1.5 K, respectively. Refined lattice parameters and
phase fractions are given in Table 3.11.

P
n
m
a

(9
0

K
)

Atom Site x y z Occupancy Uiso (Å2)

Cu1 4a 0 0 0 1 0.00705(7)
Cu2 8d 0.2518(2) 0.5101(1) 0.2496(3) 1 0.00705(7)
Cu3 4c 0.1841(3) 0.25 0.0518(5) 0.710(5) 0.00705(7)
Cu4 4c 0.186(2) 0.25 0.920(3) 0.144(5) 0.00705(7)
Cu5 4c 0.123(2) 0.25 0 0.146(6) 0.00705(7)

F1 4c 0.5041(9) 0.25 0.001(2) 1 0.0112(6)
Br1 4c 0.3326(2) 0.25 0.5037(3) 1 0.0123(1)
O1 8d 0.2986(6) 0.0880(9) 0.011(1) 1 0.0019(3)
O2 8d 0.1059(7) 0.0922(8) 0.196(1) 1 0.0019(3)
O3 8d 0.4076(6) 0.58877(8) 0.304(1) 1 0.0019(3)

P
6 3
/m

m
c

(9
0

K
)

Cu1 6g 0.5 0 0 1 0.00705(7)
Cu2 6h 0.6283(3) 0.2567(5) 0.25 1

3
0.00705(7)

O1 12k 0.2016(4) 0.7984(4) 0.9052(6) 1 0.0019(3)
F1 2b 0 0 0.75 1 0.0.0123(1)

Br1 2c 0.6667 0.3333 0.75 1 0.0123(1)

P
n
m
a

(1
.5

K
)

Cu1 4a 0 0 0 1 0.0051(1)
Cu2 8d 0.2493(3) 0.5128(2) 0.2455(4) 1 0.0051(1)
Cu3 4c 0.1846(6) 0.25 0.059(1) 0.68(1) 0.0051(1)
Cu4 4c 0.189(2) 0.25 0.942(5) 0.19(1) 0.0051(1)
Cu5 4c 0.128(3) 0.25 0 0.131(9) 0.0051(1)

F1 4c 0.4991(5) 0.25 0.002(1) 1 0.0118(2)
Br1 4c 0.3302(3) 0.25 0.5042(8) 1 0.0055(2)
O1 8d 0.2971(3) 0.0948(4) 0.0050(7) 1 0.0060(1)
O2 8d 0.1044(4) 0.0972(4) 0.1944(6) 1 0.0060(1)
O3 8d 0.3996(4) 0.5874(4) 0.3020(6) 1 0.0060(1)
D1 8d 0.3755(3) 0.1406(4) 0.0040(8) 1 0.0198(1)
D2 8d 0.0608(4) 0.1331(4) 0.3131(6) 1 0.0198(1)
D3 8d 0.4374(4) 0.6364(4) 0.1898(6) 1 0.0198(1)

P
6 3
/m

m
c

(1
.5

K
)

Cu1 6g 0.5 0 0 1 0.0051(1)
Cu2 6h 0.6291(4) 0.2581(9) 0.25 1

3
0.0051(1)

O1 12k 0.2011(2) 0.7988(2) 0.9103(3) 1 0.0060(1)
D1 12k 0.1239(2) 0.8761(2) 0.8693(3) 1 0.0198(1)
F1 2b 0 0 0.75 1 0.0118(2)

Br1 2c 0.6667 0.3333 0.75 1 0.0055(2)
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Table 3.10: Rietveld refinement crystal structure parameters for the Pnma mod-
els of Cu4(OD)6FI fitted to PXRD and NPD data collected on I11 at 90 K and
HRPD at 1.5 K, respectively. Refined lattice parameters and phase fractions are
given in Table 3.11.

P
n
m
a

(9
0

K
)

Atom Site x y z Occupancy Uiso (Å2)

Cu1 4a 0 0 0 1 0.0042(3)
Cu2 8d 0.2520(2) 0.5067(2) 0.2484(2) 1 0.0066(2)
Cu3 4c 0.1845(2) 0.25 0.0602(6) 0.835(9) 0.0047(5)
Cu4 4c 0.179(2) 0.25 0.968(4) 0.096(8) 0.0047(5)
Cu5 4c 0.120(2) 0.25 0 0.069(3) 0.0047(5)

F1 4c 0.4973(7) 0.25 0.003(2) 1 0.0112(6)
I1 4c 0.4973(7) 0.25 0.003(2) 1 0.0123(1)

O1 8d 0.2982(4) 0.0926(6) 0.000(1) 1 0.011(2)
O2 8d 0.1010(7) 0.0952(8) 0.195(1) 1 0.011(2)
O3 8d 0.4024(7) 0.5854(8) 0.310(1) 1 0.011(2)

P
n
m
a

(1
.5

K
)

Cu1 4a 0 0 0 1 0.0023(4)
Cu2 8d 0.2511(3) 0.5079(2) 0.2484(3) 1 0.0032(3)
Cu3 4c 0.1850(2) 0.25 0.0560(2) 1 0.0049(5)

F1 4c 0.4956(2) 0.25 0.0071(6) 1 0.0031(3)
I1 4c 0.3325(3) 0.25 0.5021(5) 1 0.0031(3)

O1 8d 0.2970(1) 0.0975(2) 0.9993(5) 1 0.0039(4)
O2 8d 0.1039(3) 0.0903(3) 0.1947(4) 1 0.0069(7)
O3 8d 0.4004(3) 0.5872(3) 0.3016(4) 1 0.0017(6)
D1 8d 0.3758(2) 0.1369(2) 0.0011(5) 1 0.0172(5)
D2 8d 0.0627(3) 0.1284(3) 0.3146(4) 1 0.0159(7)
D3 8d 0.4389(3) 0.6336(4) 0.1915(4) 1 0.0192(7)
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Table 3.12: Key bond lengths extracted from refinements against NPD data
collected on HRPD for the Cu4(OD)6FX series at 1.5 K.

FCl FBr FI
Bond length (Å)

Cu1–Cu2 (1) 3.29824(3) 3.311(4) 3.344(3)
Cu1–Cu2 (2) 3.36923(3) 3.354(4) 3.333(3)
Cu2–Cu2 3.35418(3) 3.3462(4) 3.3564(2)
Cu1–Cu3 3.159(4) 3.171(5) 3.211(1)
Cu2–Cu3 (1) 2.826(6) 2.836(6) 2.866(3)
Cu2–Cu3 (2) 3.100(6) 3.129(7) 3.172(3)
Cu1–X 3.033(1) 3.034(3) 3.057(2)
Cu2–X 2.776(1) 2.876(5) 2.987(3)
Cu3–X 3.418(2) 3.41(1) 3.443(4)
F1–D1 1.751(4) 1.749(6) 1.749(3)
F1–D2 1.774(4) 1.788(7) 1.832(4)
F1–D3 1.838(5) 1.814(7) 1.887(7)

Bond angle (◦)

Cu1–O2–Cu2 114.32(13) 112.9(2) 116.2(2)
Cu1–O3–Cu2 122.77(13) 121.9(3) 119.6(2)
Cu2–O1–Cu2 117.2(1) 116.5(1) 114.9(1)
Cu2–O1–Cu3 91.7(1) 92.1(4) 91.74(1)
Cu2–O2–Cu3 92.3(1) 93.1(3) 92.1(2)
Cu1–O2–Cu3 107.4(1) 108.6(4) 107.2(2)
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3.5 The Magnetic Behaviour Across the

Cu4(OH)6FX Series

3.5.1 Magnetic Susceptibility and Heat Capacity

The zero-field cooled temperature-dependent magnetic susceptibility data col-

lected in a field of 1 T for FBr was presented in Section 3.3.2, and indicated

a transition to long-range magnetic order at TN = 15 K. Comparable data have

been collected for FCl and FI analogues and are shown in Figure 3.20, along with

FBr data for comparison. In the data collected for FCl, there is an upturn in the

susceptibility at approximately TN = 17 K, which is corroborated by previous re-

ported magnetometry measurements on this material [172, 173]. In addition, data

collected for FI indicates the same is true in this analogue, with an upturn in the

data below approximately TN = 17 K. Curie-Weiss fitting of the high-temperature

inverse susceptibility yields Weiss constants, θ, which indicate that antiferromag-

netic exchange dominates the magnetic behaviour across the series. The value

of θ reflects the sum of all exchange interactions within each system, and the

magnitude of θ decreases on going from FCl to FI, indicating an increase in a fer-

romagnetic component of the magnetic ground states of these systems. Note that

in previous magnetic susceptibility studies on barlowite in smaller fields, there is

a second transition at TN = 13.8 K, which then merges with the high temperature

transition with increasing applied fields up to 0.2 T [119].

The heat capacity measured between 2 – 300 K for the Cu4(OH)6FX series in zero

applied field is shown in Figure 3.21(a). In the absence of suitable non-magnetic

analogues of these materials, the lattice contribution to the total heat capacity

has been approximated by fitting a function Clat = αT 2 +βT 3 between 20 – 30 K,

following the approach of several previous studies on barlowite and claringbul-

lite [119, 150, 158, 160, 172]. An example of the fitting procedure employed is

shown for data collected on FCl in the inset of Figure 3.21(a). Note that it has

not been possible to model this contribution using a more sophisticated method

entailing the Debye-Einstein model for the lattice specific heat behaviour. In her-

bertsmithite, this has been ascribed to the bending modes of the OH groups which

complicate predicting the lattice behaviour [174]. Whilst the polynomial used here

may only provide a first approximation for the lattice contribution, this approach

makes for an easy comparison across samples synthesised by various groups, who

also used this model.

89



4 1 6 2 8

0 . 0 8

0 . 1 6

0 . 2 4

0 1 0 0 2 0 0 3 0 0
0

1 0 0

2 0 0

0 1 0 0 2 0 0 3 0 0
0

1 0 0

2 0 0

0 1 0 0 2 0 0 3 0 0
0

1 0 0

2 0 0

C l B r I
1 0 0

1 1 0

1 2 0

 F C l
 F B r
 F I

� 
(em

u m
ol-1 )

F C l F B r

F I

� 
(em

u m
ol-1 )

0 . 0

0 . 1

0 . 2 � -1 (mol emu -1)

� -1 (mol emu -1)

� -1 (mol emu -1)

0 . 0

0 . 1

0 . 2
� 

(em
u m

ol-1 )

T  ( K ) T  ( K )

� 
(em

u m
ol-1 )

0 . 0

0 . 1

0 . 2

|� 
| (K

)

X  i n  C u 4 ( O H ) 6 F X

3 . 6 8

3 . 7 6

3 . 8 4 �eff  (�B  per f. u.)

Figure 3.20: Temperature dependence of the magnetic susceptibility measured
after zero-field cooling for the Cu4(OH)6FX series in an applied field of 1 T. The
Curie temperatures, θ, and effective magnetic moments, µeff , obtained from fitting
the Curie-Weiss law to the inverse susceptibility are given in the lower panel.

On subtracting this lattice contribution, the remaining magnetic heat capacity

Cmag, given in Figure 3.21(b), reveals the presence of broad anomalies below ap-

proximately 15 K in all three analogues. In FBr, the anomaly is centred at 6 K,

whilst there are clearly two anomalies at 5 K and 15 K in FCl and 7 K and 13 K

in FI, with the less prominent feature present at higher temperature. The entropy

released across the magnetic transitions observed in the Cu4(OH)6FX series has
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Figure 3.21: The heat capacity measured for the Cu4(OH)6FX series in zero
field is shown in (a). The inset in (a) shows the fitting procedure for estimating
the lattice contribution to the heat capacity. The remaining magnetic specific heat
and the recovered entropy are shown in (b) and (c), respectively.

been estimated by integrating each magnetic heat capacity dataset from 2 – 25 K.

The magnetic entropy is expected to plateau at ∆S = Rln(2S+ 1) per ion. These

systems contain four S = 1
2

Cu2+ ions, and so Figure 3.21(c) presents the entropy

as a fraction of the full expected entropy release, 4Rln2, which suggests that the

ground state reaches only ∼ 18 % of this value in each of the analogues.

Similar results displaying two transitions have been shown in previous studies

on barlowite and claringbullite [119, 150, 160, 172]. The recovery of ∼ 1
4

of the

expected entropy has led to the hypothesis that this behaviour is associated with
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the ordering of interlayer Cu2+ ions [150, 160], whilst the missing entropy has been

attributed to the formation of dynamic spin correlations, such as those which exist

in valence bond solids [119]. Indeed, the reduced moments in the average magnetic

structure of barlowite, determined in Section 3.3.2, indicates that the ground state

is not fully ordered in this system. Interestingly, the Cmag determined for FBr re-

sembles that of the sample reported previously which crystallises in the P63/m

structure, rather than Pnma [160]. In this case, the gradual incline in Cmag was

attributed to the short-range ordering of interlayer Cu2+ spins, indicating that

the magnetic transition at higher temperatures is associated with this site. The

P63/m structure is characterised by significant remaining disorder on four differ-

ent interlayer Cu2+ sites (see Figure 3.2). In Section 3.4.3, it was revealed that

there is remaining disorder within the Pnma structure of the FBr sample mea-

sured within this chapter, as well as some remaining P63/mmc structure which

inherently contains interlayer disorder. In FCl, the Pnma interlayer Cu2+ is fully

ordered, but there is some remaining P63/mmc structure, whilst FI is fully or-

thorhombic with a small amount of disorder on the interlayer site. Therefore, if

the transition at higher temperature in Cmag is associated with ordering of the

interlayer spins, the prominence of this anomaly across the series correlates with

the amount of disorder remaining on these interlayer sites at low temperature.

In turn, the differences in the heat capacity data measured across the literature

for barlowite, even amongst samples synthesised by similar routes, could indicate

that the disorder on the interlayer site, and therefore the magnetic behaviour, is

extremely sensitive to even small changes in synthetic conditions.

In the related clinoatacamite, two magnetic transitions are also observed in specific

heat and magnetic susceptibility data, although it was discerned that samples with

improved crystallinity displayed these transitions more prominently in the specific

heat [143]. In vesignieite, the Cu2+ within the kagomé planes possess a dynamic

Jahn-Teller distortion which is retained down to 4 K, inducing a type of orbital

disorder and magnetostructural coupling [100]. However, the magnetic response

in vesignieite varies across samples, and it is thought that there is a connection

between microstructural defects and the annealing time, which in turn affects the

Jahn-Teller behaviour and the prominence of the magnetic transition in magne-

tometry data. Clearly, this indicates that the synthetic route is likely a crucial

factor when considering interlayer disorder and its role in the magnetic response

across the Cu4(OH)6FX series.
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3.5.2 Comparing Magnetic Structures

Further NPD data were collected on the D20 diffractometer for the FCl and FI

members of the Cu4(OD)6FX series, which are shown in Figure 3.22. Similar to

the treatment of data collected for FBr in Section 3.3.2, the high-temperature

data have been subtracted from that collected at 1.5 K to isolate the magnetic

scattering. In addition, a further dataset was measured for FCl at 10 K, between

the two magnetic transitions observed at 5 K and 15 K in heat capacity data.

Initial inspection of the subtracted data shows that the magnetic Bragg peaks are

largely similar across the series, but with subtle differences in intensities. Indeed,

refinement of the Pn′m′a magnetic space group gives good fits to all datasets,

as shown in Figure 3.22. Note that, despite the likelihood of there being several

structural phases in these samples, only one magnetic phase is necessary to model

these data due to the low resolution of D20 which, for example, does not capture

the asymmetry of the nuclear Bragg peaks in FI which were observed in HRPD

data. As such, the results presented here represent the average magnetic structure

within each sample.

The magnetic structures of the Cu4(OH)6FX series are given in Figure 3.23. It

is clear that each analogue has a largely similar magnetic structure: magnetic

moments which point predominantly towards the a-axis, with an antiferromag-

netic canting on Cu2 towards b and a ferromagnetic canting on Cu3 towards c.

Inclusion of moments along all other crystallographic directions was found to be

statistically insignificant in the refinement. However, a comparison of the refined

magnetic moments, shown in Figure 3.24, reveals two observations across the se-

ries. Firstly, the magnitude of all three Cu moments is significantly larger in the

FCl and FI analogues, suggesting that there is no systematic pattern in these pa-

rameters on going down the halide series. Instead, the moment magnitudes appear

to correlate with the remaining interlayer disorder in each analogue determined

in Section 3.4.3. FCl and FI have a higher degree of interlayer site order, which

perhaps results in longer-range magnetic order and larger ordered moment sizes.

Secondly, whilst the magnetic ground states of each analogue contains the same

antiferromagnetic and ferromagnetic cantings, the magnitude of the latter is much

larger in the FI sample. This is a consequence of the intense (111) magnetic Bragg

peak which is not resolved in data collected for FBr or FCl.

The magnetic structure determined for FCl at 10 K can also be described by

the Pn′m′a magnetic model, with even smaller magnetic moments, demonstrating

93



1 5 3 0 4 5 6 0 7 5

� � � � � � � � � � � � � �
             R w p =  2 . 3 2 %

Co
un

ts (
arb

. un
its)

F C l

� � � � � � � � � � � � � �
             R w p =  1 . 5 2 %

Co
un

ts (
arb

. un
its)

2 �   ( ° )

F I

(11
1)

(11
0) (00

1)
(10

1)

� � � � � � � � � � � � �
            R w p =  2 . 0 7 %

Co
un

ts (
arb

. un
its)

F C l

Figure 3.22: Rietveld refinements of the Pn′m′a magnetic structure of
Cu4(OD)FCl to subtracted data collected at 1.5 K (top) and 10 K (middle), and of
Cu4(OD)FCl at 1.5 K (bottom). Grey regions in the collected data were excluded
from the refinements.

that the magnetic transition at 15 K in this material is not a sharp transition,

as is clear from heat capacity data. Comparing refined moments in FCl at 1.5 K

and 10 K, it appears that the magnitude of the refined Cu3 moment along the

a-axis significantly jumps on cooling to below the 5 K magnetic transition, indicat-

ing that it is the ordering of interlayer copper which characterises this transition,

rather than the 15 K transition. The small refined magnetic moments across the

series are indicative of remaining spin frustration even at 1.5 K. Magnetic cor-

relation lengths of 149.4(1) Å and 155.4(1) Å have been estimated from the full
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Figure 3.23: Magnetic structures of the Cu4(OH)6FX series obtained from re-
finement of the Pn′m′a magnetic structure against NPD data collected on D20 at
1.5 K. Dashed lines represent the kagomé network formed from Cu1 and Cu2 ions.

width at half maxima of the (001) magnetic Bragg peak in data collected for FCl

and FI, respectively, whilst similar analysis for FBr suggests a shorter correlation
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length of 119.2(1) Å. This is further indication that there is a correlation between

interlayer order and long-range magnetic order in these systems. Previous 79Br

NMR measurements on barlowite displayed a weak slowing down of critical fluc-

tuations on cooling below 15 K [159], supporting the findings here that there are

significant spin fluctuations persistent in the ordered magnetic state in barlowite

and related systems. Indeed, inspection of the bond lengths and angles at 1.5 K

presented in Table 3.12 indicates that the distortion of the triangles which make

up the kagomé planes across the series is not substantial, meaning these systems

likely remain highly frustrated even in the Pnma structure. In FI, the remaining

frustration may be less pronounced, either due to the more diffuse iodide anion

which facilitates a stronger covalent interaction, and therefore stronger exchange

than the bromide or chloride counterparts or, alternatively, because of the inter-

layer Cu2+ ions which are ordered at low temperature in FI. Both of these factors

may also influence the higher degree of canting on Cu3 observed in the FI sam-

ple. The direct relation between the halide identity in Cu4(OH)6FX, the level of

interlayer copper disorder, and the magnetic (dis)order is yet to be determined.

What is clear from the results throughout this chapter, however, is that the entire

picture is not captured using solely methods which probe long-range crystal and

magnetic order.
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3.6 Conclusions

This chapter has provided a comprehensive investigation of the synthesis, struc-

tures and magnetic behaviours across a family of frustrated S = 1
2

kagomé anti-

ferromagnets. Barlowite, Cu4(OH)6FBr, claringbullite, Cu4(OH)6FCl, and a novel

analogue, Cu4(OH)6FI, each contain a kagomé network of Cu2+ ions, which at

room temperature can be described using a hexagonal P63/mmc symmetry. Upon

cooling, a structural distortion takes place which is characterised by the displace-

ment of interlayer Cu2+ ions. The crystal structures of the samples reported here

are best described at low temperatures by the orthorhombic Pnma model, al-

though a review of the literature suggests that alternative structures crystallise

depending on the synthetic route. There are, however, several further important

observations which are summarised below:

� Across the series, there is evidence for multiple structural phases in pow-

der diffraction data. This is particularly prominent for Cu4(OH)6FI, where

asymmetric (hk4n) peaks are observed in diffraction data, indicating a range

of c parameters within individual samples. This raises the question of the

presence of halide compositional disorder within these systems.

� The presence of a combination of hexagonal and orthorhombic phases in

Cu4(OH)6FBr and Cu4(OH)6FCl at low temperatures indicates that the

structural distortion which emerges across this series is highly sensitive, per-

haps to the presence of small defects.

� Refinement of interlayer Cu2+ occupancies within the Pnma phase across the

series suggests that there is remaining positional disorder on the interlayer

site at 1.5 K, particularly in Cu4(OH)6FBr.

� Heat capacity measurements, as well as prior magnetic susceptibility mea-

surements, indicate that a two-step process below approximately TN < 20 K

is undertaken in the transition to magnetic order across the series. There is

evidence to suggest that the extent of magnetic order is related to the in-

terlayer Cu2+ disorder, with Cu(OH)6FCl and Cu(OH)6FI displaying more

prominent magnetic transitions whilst displaying the least interlayer disor-

der.

� The magnetic structures of the Cu4(OH)6FX series belong to the Pn′m′a

magnetic space group. The refined structures provide further evidence for

correlation between interlayer Cu2+ order and long-range magnetic order,
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with Cu(OH)6FCl and Cu4(OH)6FI displaying larger ordered moments than

their Cu4(OH)6FBr counterpart. Across the series, the small magnetic mo-

ments and the complex spin ordering is indicative of remaining spin dynamics

and an unusual underlying spin Hamiltonian.

However, there are several questions which remain open, and there are many

considerations which should be taken into account in future studies:

� The existence of multiple crystal structures, and even of multiple phases

within individual samples, is a reminder of the need for careful control of

experimental conditions and clear reporting in future studies. Sample de-

pendence appears to be a common theme in the study of copper hydroxide

mineral systems, and future work should aim to gain an understanding of

how these structures form in situ.

� Diffraction data provides an understanding of the long-range crystal and

magnetic structures within materials, and in this respect, the limit of what

can be extracted from diffraction measurements alone has been reached.

Whilst there is value in further single-crystal X-ray, neutron and electron

diffraction analysis—both in terms of halide and copper disorder—future

studies should also make use of local techniques, such as NMR spectroscopy,

alongside total and diffuse scattering. As a result, further insight into the

local crystal and magnetic structures can be probed.

� Finally, a deeper understanding of the ground state crystal and magnetic

structures, and how they relate to each other, can be gained from computa-

tional studies utilising methods such as density-functional theory. This will

enable the determination of the relative stability of the proposed structures

within barlowite and related analogues, as well as the predicted exchange

pathways in their respective magnetic ground states.
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Chapter 4

From Magnetic Order to

Quantum Disorder: A Study of

the Zn-Barlowite Series,

ZnxCu4−x(OH)6FBr

4.1 Introduction

The search for a material bearing a kagomé arrangement of antiferromagnetically

interacting S = 1
2

magnetic ions that, crucially, does not undergo a structural dis-

tortion like that discussed in Chapter 3, is an ongoing challenge in the condensed

matter community. One material that has garnered considerable attention in this

regard is the mineral herbertsmithite, whose “perfect” structure [112] combines the

three essential components of a quantum spin liquid (QSL): (i) antiferromagneti-

cally coupled S = 1
2

Cu2+ ions that form (ii) an array of corner-sharing equilateral

triangles that, in the ideal crystallographic structure, are (iii) well separated by

non-magnetic Zn2+ ions leading to a quasi-two-dimensional structure. Whilst the

discovery of herbertsmithite is a benchmark in the study of QSL physics, the third

point listed is widely contested due to significant antisite disorder which is sus-

pected between the Cu2+ within the kagomé layers and the Zn2+ sites between the

layers. Early studies suggested a dilution of the kagomé layers of 5–7% [175–177],

although a later study utilising X-ray anomalous scattering determined that no

more than 1% Zn2+ occupies the kagomé layers but that approximately 15% of the

interlayer site is occupied by Cu2+ [71]. The true ground state of herbertsmithite

has consequently been called into question as, despite demonstrating the absence

of long-range magnetic order down to 50 mK [152], it is not clear whether the pres-

ence of disorder obscures the low-temperature signatures of a QSL. For example,

the existence or absence of a gap in the spin excitation spectra probed via inelastic
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Figure 4.1: (a) A comparison of the coordination environment of the interlayer
site viewed along the a-axis, between the kagomé layers, in barlowite (distorted
trigonal prismatic), Zn-barlowite (trigonal prismatic) and herbertsmithite (pseudo
octahedral) [112]. (b) The same comparison viewed along the b-axis, perpendicular
to the kagomé layers. In barlowite, the interlayer site is disordered over three
equivalent sites which are one-third occupied. In herbertsmithite, the triangles
which form the kagomé layers are staggered along the c-axis.

neutron scattering measurements [114, 153], and the temperature dependence of

the Knight shift deduced from 17O NMR spectroscopy measurements [154, 156]

are both crucial pieces of information if we are to definitively classify these types

of materials.

Following the discovery that barlowite—which is structurally similar to herbert-

smithite as described in Chapter 3—does order magnetically, an alternative target

material was suggested where the interlayer Cu2 site in barlowite is replaced with

diamagnetic isovalent ions [119]. This would result in well-defined kagomé layers

of Cu2+, thus relieving the interlayer interactions which presumably facilitate mag-

netic ordering in the parent material. Promising dopants, determined through den-
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sity functional theory (DFT) calculations, included Mg2+ and Zn2+, both of which

have been successfully doped into clinoatacamite to yield (Zn-)herbertsmithite and

Mg-herbertsmithite [178, 179]. It was suggested that the similar ionic radii of Zn2+

(74 pm) and Mg2+ (72 pm) compared to Cu2+ (73 pm) would, in theory, prevent

lattice distortion upon substitution. Moreover, the open-shell d9 electron config-

uration of Cu2+ would preferentially opt for the lower symmetry square planar

geometry of the Cu1 site within the kagomé planes (although the coordination

of this site is better described as a [4+2] distorted octahedron), leaving the in-

terlayer trigonal prismatic Cu2 position (displayed in Figure 4.1) energetically

favoured by Mg2+ or Zn2+ ions. Larger ions were also originally postulated as

potential dopants, including Sn2+ (118 pm) and Cd2+ (95 pm) [119]. However,

later calculations demonstrated that these candidates are energetically more likely

to occupy in-plane Cu1 sites than their smaller counterparts, which would in turn

have the effect of distorting the kagomé planes [163]. Crucially, substitution of

the Cu2 interlayer site in barlowite with Zn2+ or Mg2+ was predicted to decrease

the degree of antisite disorder by at least one order of magnitude when compared

to that in herbertsmithite [162]. If this is the case, the effect of disorder on the

ground state of the kagomé QSL could be deduced from comparisons to herbert-

smithite.

Following these predictions, there have been a handful of studies in which a suc-

cessful synthesis of the Zn-barlowite series, with formula ZnxCu4−x(OH)6FBr, has

been described. These studies do indeed support the idea of a suppression of the

antiferromagnetism in the parent material with increasing x, and are supported

by magnetic susceptibility and specific heat measurements [150, 151, 158, 160].

Moreover, probes including 19F NMR spectroscopy, inelastic neutron scattering

and Raman spectroscopy appear to point towards a gapless Z2 QSL ground state

in Zn-barlowite [180–182]. Single crystal studies are far fewer, and indeed there

is yet to be a successful synthesis of fully-substituted Zn-barlowite (x = 1) in

single crystal form [150, 151]. It is also interesting to note that there have been

no successful reports on Mg-doping, with one attempt presenting the synthesis

of α-MgCu4(OH)6Br2 instead, which is isostructural to kapellasite [183]. In this

case the failure to produce Mg-barlowite was due to the insolubility of the MgF2

starting material.

The aforementioned studies are predominantly supported by bulk analysis tech-

niques, and the intermediate compositions in the Zn-barlowite series remain largely
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unexplored by local techniques, such as muon spectroscopy. The muon is sensi-

tive to magnetic moments as small as 10−5 T, which makes it an ideal probe to

study materials which exhibit small magnetic moments, such as those observed

in quantum systems where the magnetic moments may be suppressed due to ef-

fects including magnetic frustration [126]. Additionally, the timescale on which

the muon probes matter is suited to the dynamics characteristic of frustrated

magnets [130]. Indeed, µSR has proved invaluable in characterising similar fam-

ilies of magnetically frustrated materials. The most relevant example is in the

Zn-paratacamite series, ZnxCu4−x(OH)6Cl2, the end-member of which is herbert-

smithite. In this study, the development from antiferromagnetic order in the x = 0

member, clinoatacamite, to quantum disorder for compositions with x > 0.50 was

demonstrated [134]. Given the similarities in the structural and magnetic re-

sponses in the Zn-paratacamite and Zn-barlowite series, the exploration of the

latter using a similar experimental approach will be insightful to compare the two

systems. Moreover, barlowite is an intriguing system from the perspective of the

muon, because it contains both fluoride and hydroxide anions which are known to

form µ–F and µ–OH complexes which often result in distinct oscillations in zero

field data for systems which contain them [184]. This makes the determination

of the muon stopping sites, the ambiguity of which is a major drawback in the

quantitative analysis of muon spectroscopy data, more straightforward.

The following chapter presents a comprehensive discussion of the synthesis and

characterisation of the Zn-barlowite series, ZnxCu4−x(OH)6FBr, using DC mag-

netic susceptibility, neutron powder diffraction (NPD), and muon spin relaxation

(µSR) measurements with supporting muon-site DFT calculations. The transi-

tion from a magnetically ordered to a dynamically fluctuating ground state, and

the intermediate states between these two end-members, is explored using these

techniques. The work within this chapter has been published in npj Quantum

Materials [185].

4.2 Experimental Methods

4.2.1 Synthesis and Chemical Characterisation

Polycrystalline samples of ZnxCu4−x(OH)6FBr were prepared via a hydrothermal

synthesis in which CuCO3·Cu(OH)2 (Alfa Aesar, Cu 55%), CuBr2 (Sigma Aldrich,

99%), ZnBr2 (Sigma Aldrich, 99%) and NH4F (Alfa Aesar, 98%) were combined
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with H2O and sealed in a Teflon-lined stainless steel autoclave. The ratio of CuBr2

to ZnBr2 was varied as shown in Table 4.1. The reaction mixtures were heated

at a rate of 10 ◦C/min to 200 ◦C and held for 72 hours, and the autoclave al-

lowed to cool to room temperature at 5 ◦C/min, with the exception of the fully

Zn-substituted sample, x = 0.99, where the autoclave was heated at 1 ◦C/min to

210 ◦C, held for 24 hours and cooled at a rate of 0.1 ◦C/min to room temperature

(following a heating profile similar to that employed in [160]). The resulting prod-

ucts, coloured turquoise to pale blue depending on the level of Zn-substitution,

were filtered and washed several times with H2O, dried in air and ground in an

agate pestle and mortar. Deuterated samples were also synthesised for NPD mea-

surements by substituting H2O for D2O as outlined in Table 4.1, and deuteration

was confirmed using infra-red spectroscopy. The Cu and Zn content was deter-

mined using inductively coupled plasma optical emission spectroscopy (ICP-OES)

on an Agilent 5110 SVDV. All samples measured were digested in dilute HNO3.

Absolute values obtained from ICP-OES measurements are shown in Table 4.2.

The final Zn content, x, was computed via,

x =
4

NCu/NZn + 1
, (4.1)

where NCu and NZn are the molar quantities of Cu and Zn, respectively, obtained

by taking the average of the values in Table 4.2 and dividing by the molar mass

of the ion of interest. Errors were obtained by propagating the standard error of

the absolute values shown in Table 4.2.

Table 4.1: Summary of the reaction quantities used for the synthesis of
ZnxCu4−x(OH)6FBr. Reaction conditions are detailed in the main text.

Reagent / mmol Volume / mL
x CuCO3 ·Cu(OH)2 CuBr2 ZnBr2 NH4F H2O/D2O

a Autoclave

0 4 8 0 12 20 50
0.153(2) 4 4 4 4 20a 50
0.159(3) 2 2 2 2 20 50
0.32(1) 1 1.5 0.5 4 10 23
0.50(1) 4 2 6 4 20a 50
0.52(1) 2 2 4 4 20 50
0.60(1) 6 2 6 5 20a 50
0.66(1) 2 1 3 4 10 23
0.99(1) 0.5 0.25 0.75 1 2 23
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Note that the fully-substituted x = 0.99(1) sample was highly irreproducible, with

only one successful synthesis in around 50 attempts. Failed attempts either re-

sulted in lower Zn-substitution (x ≈ 0.6) or significant Zn(OH)F impurity. Lower

Zn-dopant levels are reproducible, although there appeared to be no systematic

way in which to produce them and synthesis outcomes appeared to be highly de-

pendent on the size of autoclave and overall mass of reactants rather than the

ratio of Cu:Zn reactants used (see Table 4.1), indicating that pressure inside the

autoclave is an important factor here. Indeed, incorporating x > 0.66 Zn2+ into

the structure was extremely challenging. Even so, this level of interlayer Zn2+

means that around 34% of the interlayer sites contain Cu2+, which is approach-

ing that in herbertsmithite when considering the estimated ∼15% of defect Cu2+

spins thought to reside on the interlayer site [71]. Whilst another Zn-barlowite

study reports similar difficulties, with polycrystalline samples containing Zn levels

of x ≈ 0.46 [150], two studies report polycrystalline samples containing x > 0.92

[151, 158] via similar synthetic routes. Meanwhile, single crystal attempts report

Zn levels of no more than x = 0.56 [151]. This implies that a greater level of

control and understanding of the synthesis of Zn-barlowite is still required.

4.2.2 Neutron Powder Diffraction

Time-of-flight NPD data were collected on a deuterated Zn-barlowite sample with

Zn content of x = 0.60(1) on the high-resolution powder diffractometer (HRPD)

at the ISIS Neutron and Muon Source at the Rutherford Appleton Laboratory.

The 1.5 g sample was packed into a flat plate steel-framed sample holder with

vanadium windows and data were collected at 300 K and 1.5 K in a helium cryo-

stat. Additional samples with x = 0.153(2) and x = 0.50(1) were measured on the

General Materials (GEM) diffractometer at ISIS. 1.5 g samples were packed into

cylindrical vanadium cans and data were collected at 200 K and 2 K, again in a

helium cryostat. Rietveld refinements were carried out using the GSAS package

[94, 95] on data collected in Banks 1 – 2 and Banks 1 – 6 on HRPD and GEM,

respectively.

4.2.3 Magnetic Susceptibility

DC magnetic susceptibilities of the ZnxCu4−x(OH)6FBr series were measured on

a Quantum Design Magnetic Properties Measurement System (MPMS) with a

SQUID magnetometer. Samples masses ranging from 6–30 mg were packed into

gelatin capsules and mounted in clear plastic straw sample holders. Data were
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collected in an applied field of 1 T from 2 – 300 K in a zero-field cooled (ZFC)

and field cooled (FC) cycle.

4.2.4 Muon Spin Relaxation

Muon spin relaxation and rotation data were collected on the MuSR spectrome-

ter at the ISIS Neutron and Muon Source. Samples ranging from 60 to 500 mg

and x = 0.00 to 0.99(1) were packed into silver foil sachets with sizes ranging

from 2.25 cm2 to 4 cm2, attached to a silver backing plate with vacuum grease

and loaded into a 4He cryostat. For x = 0.99(1), the small sample size of 60 mg

required that two additional silver sheets were placed in front of the sachet to

ensure the muons stopped within the sample. For x = 0.66(1) and 0.99(1), sam-

ples were additionally measured in a 3He/4He dilution fridge. Data were collected

in zero field (ZF), longitudinal field (LF) and transverse field (TF) geometries

and analysed using the MANTID software [186]. Additional data were collected

and analysed by Prof Fabrice Bert (Université Paris-Saclay) on a separate sample

of Cu4(OH)6FBr on the General Purpose Surface-Muon (GPS) instrument of the

Swiss Muon Source at Paul Scherrer Institute. The 90 mg sample was contained

in an aluminium foil packet, suspended in the muon beam using a silver fork-type

holder and measured in VETO mode to reduce background signal.

DFT muon-site calculations were carried out by Prof Tom Lancaster (Durham

University) using the MuFinder software [187] and the plane-wave-based code

CASTEP [188] using the local density approximation. A supercell consisting of

1 × 1 × 2 unit cells of the Pnma low-temperature structural model of barlowite

was used in order to minimise the effects of muon self-interaction resulting from

the periodic boundary conditions. Muons, modelled by an ultrasoft hydrogen

pseudopotential, were initialised in low-symmetry positions and the structure was

allowed to relax (keeping the unit cell fixed) until the change in energy per ion was

less than 1× 10−5 eV. A cutoff energy of 544 eV and a 1× 2× 1 Monkhorst-Pack

grid [189] were selected for k-point sampling.
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4.3 Neutron Powder Diffraction and Structural

Characterisation

At room temperature, Zn-substituted barlowite with x = 0.60(1) is found to

crystallise in the hexagonal P63/mmc space group, as in the parent material bar-

lowite, and Rietveld refinements of this structural model to high-resolution NPD

data collected on the HRPD instrument are shown in Figure 4.2, with the final

refined model shown in Table 4.3. The background was refined using a shifted

Chebyschev function with 8 and 10 terms for Bank 1 and Bank 2, respectively.

Isotropic atomic displacement parameters (Uiso) were refined independently for

each distinct site. As described in Chapter 3, the hexagonal model of barlowite

is formed from perfect kagomé layers of Cu2+ with additional Cu2+/Zn2+ ions

between the layers. However, whilst in the unsubstituted materials explored in

Chapter 3 the interlayer Cu2+ ions are disordered over three equivalent sites, in

Zn-substituted samples the Zn2+ ions, which are not Jahn-Teller active, are found

to order onto one site in a trigonal prismatic coordination, shown in Figure 4.1.

This is reflected in the Rwp values obtained from a Rietveld refinement at 300 K

with the Zn2+ on a general 6h position (2.60%) compared to the special position 2d

(2.47%) and in the occupancy of the Zn1 site, which refines to be a negative value

when Zn2 is in a general position. Meanwhile, any remaining interlayer Cu2+ ions

remain on 6h sites in distorted trigonal prismatic coordination, and their disorder

is reflected in the larger refined Uiso values obtained for these sites. Deuterium and

hydrogen occupancies were refined and indicate a level of deuteration of > 98% for

all samples. An important result from the data is that, upon cooling, the hexag-

onal structure is retained down to 1.5 K in this sample, and Rietveld refinements

and structural parameters at this temperature are shown in Figure 4.3 and Table

4.4, respectively. This suggests that Zn-barlowite does not undergo the symmetry

lowering to Pnma that the parent material does, as discussed in Chapter 3, likely

due to the aforementioned order on the interlayer Zn2+ sites.

Data collected on Bank 3 of GEM for Zn-barlowite samples containing x= 0.153(2)

and x = 0.50(1) at 200 K and 2 K are shown in Figure 4.5 and Figure 4.4, respec-

tively, and data collected from all banks are shown in Appendix Figures 1–4. The

background for all GEM datasets was refined using a shifted Chebyschev func-

tion with 8 terms in each bank. Uiso parameters were refined independently for

each distinct site. The crystal structure of the lightly-doped x = 0.152(2) sample

at 200 K is tentatively assigned to the orthorhombic Pnma structure based on
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Figure 4.2: Neutron powder diffraction data collected at 300 K for
Zn0.60Cu3.40(OH)6FBr on HRPD. The solid blue line shows Rietveld refinements of
the P63/mmc structural model to the data. The difference curve is shown in grey,
whilst reflections are shown by green tick marks. Data represented by grey points
indicate peaks arising due to aluminium and steel from the sample environment,
and were excluded from the refinement. Overall Rwp = 2.47%.
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Figure 4.3: Neutron powder diffraction data collected at 1.5 K for
Zn0.60Cu3.40(OH)6FBr on HRPD. The solid blue line shows Rietveld refinements
of the P63/mmc structural model to the data. The difference curve is shown in
grey, whilst reflections are shown by green tick marks. Data represented by grey
points indicate peaks arising due to Al and steel from the sample environment,
and were excluded from the refinement. Overall Rwp = 2.65%.
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Figure 4.4: (a) Neutron powder diffraction data collected in Bank 3 of the GEM
diffractometer at 200 K and 2 K for Zn0.50Cu3.50(OH)6FBr on HRPD. The solid
blue line shows Rietveld refinements of the P63/mmc structural model to the data.
The difference curve is shown in grey, whilst reflections are shown by green tick
marks. Overall Rwp = 2.52% at 200 K and Rwp = 2.63% at 2 K. (b) Expansion
of the region in which additional Bragg peaks are expected to occur in the Pnma
structural model, where green vertical lines are error bars on the collected data.
In this case, the peaks do not appear to be present.
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Table 4.3: Rietveld refinement crystal structure parameters for the P63/mmc
model fitted to neutron powder diffraction data collected on HRPD at 300 K for
Zn0.60Cu3.40(OD)6FBr. Refined lattice parameters are a = b = 6.67521(5) Å and
c = 9.31232(8) Å.

Atom Site x y z Occupancy Uiso (Å2)

Cu1 6g 0.5 0 0 0.994(7) 0.0117(3)
Zn1 6g 0.5 0 0 0.006(7) 0.0117(3)
Cu2 6h 0.6312(7) 0.262(1) 0.25 0.139(7) 0.015(3)
Zn2 2d 0.6667 0.3333 0.25 0.58(2) 0.006(1)
F 2b 0 0 0.75 1 0.020(5)
Br 2c 0.6667 0.3333 0.75 1 0.0185(4)
O1 12k 0.20221(7) 0.79779(7) 0.90832(6) 1 0.0115(3)
D1 12k 0.12429(3) 0.87533(6) 0.86634(7) 0.982(2) 0.0231(4)
H1 12k 0.12429(3) 0.87533(6) 0.86634(7) 0.018(2) 0.0231(4)

a comparison of the Rwp values obtained (2.46% vs 2.73%) for a refinement of

this structure compared to the hexagonal structure. However, it is hard to defini-

tively assign a space group to these data given that the statistics make it unclear

whether additional weak orthorhombic peaks are present, which were observed in

the parent material at low temperature and described in Chapter 3. Even so, at

2 K these additional peaks are visible in the diffraction pattern, indicating that

the lightly doped x = 0.153(2) sample does undergo a symmetry lowering with

decreasing temperature. The inset in Figure 4.5 shows the region in which these

Table 4.4: Rietveld refinement crystal structure parameters for the P63/mmc
model fitted to neutron powder diffraction data collected on HRPD at 1.5 K for
Zn0.60Cu3.40(OD)6FBr. Refined lattice parameters are a = b = 6.66277(5) Å and
c = 9.28506(7) Å.

Atom Site x y z Occupancy Uiso (Å2)

Cu1 6g 0.5 0 0 0.994(7) 0.0067(2)
Zn1 6g 0.5 0 0 0.006(7) 0.0067(2)
Cu2 6h 0.6322(5) 0.265(1) 0.25 0.139(7) 0.014(1)
Zn2 2d 0.6667 0.3333 0.25 0.58(2) 0.004(1)
F 2b 0 0 0.75 1 0.009(4)
Br 2c 0.6667 0.3333 0.75 1 0.0076(3)
O1 12k 0.20202(6) 0.79798(6) 0.90790(1) 1 0.0069(2)
D1 12k 0.12426(5) 0.87574(5) 0.86563(6) 0.982(2) 0.0172(3)
H1 12k 0.12426(5) 0.87574(5) 0.86563(6) 0.018(2) 0.0172(3)
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Table 4.5: Rietveld refinement crystal structure parameters for the P63/mmc
model fitted to neutron powder diffraction data collected on GEM at 200 K for
Zn0.50Cu3.50(OD)6FBr. Refined lattice parameters are a = b = 6.6687(2) Å and
c = 9.2964(3) Å.

Atom Site x y z Occupancy Uiso (Å2)

Cu1 6g 0.5 0 0 0.991(3) 0.0067(1)
Zn1 6g 0.5 0 0 0.009(3) 0.0067(1)
Cu2 6h 0.6300(3) 0.2600(6) 0.25 0.176(3) 0.0036(7)
Zn2 2d 0.6667 0.3333 0.25 0.473(9) 0.0036(6)
F 2b 0 0 0.75 1 0.0142(3)
Br 2c 0.6667 0.3333 0.75 1 0.0109(2)
O1 12k 0.20194(5) 0.79806(5) 0.90807(4) 1 0.0067(1)
D1 12k 0.12453(4) 0.87547(4) 0.86619(5) 0.992(1) 0.0173(2)
H1 12k 0.12453(4) 0.87547(4) 0.86619(5) 0.008(1) 0.0173(2)

additional peaks are expected. Meanwhile, the x = 0.50(1) sample crystallises in

the hexagonal P63/mmc space group at 200 K and appears to retain this structure

down to 2 K. This is in agreement with another subsequent study [181], and is the

first indicator that the x = 0.50 composition is a critical point in the Zn-barlowite

series, which will be demonstrated throughout this chapter.

A full characterisation of the Zn-barlowite series should take into account the

presence or absence of antisite disorder within their crystal structures, given that

Table 4.6: Rietveld refinement crystal structure parameters for the P63/mmc
model fitted to neutron powder diffraction data collected on GEM at 2 K for
Zn0.50Cu3.50(OD)6FBr. Refined lattice parameters are a = b = 6.6636(2) Å and
c = 9.2817(2) Å.

Atom Site x y z Occupancy Uiso (Å2)

Cu1 6g 0.5 0 0 0.991(3) 0.00384(8)
Zn1 6g 0.5 0 0 0.009(3) 0.00384(8)
Cu2 6h 0.6295(2) 0.2590(4) 0.25 0.176(3) 0.0024(4)
Zn2 2d 0.6667 0.3333 0.25 0.473(9) 0.0019(4)
F 2b 0 0 0.75 1 0.0081(2)
Br 2c 0.6667 0.3333 0.75 1 0.0039(2)
O1 12k 0.20179(4) 0.79821(4) 0.90791(4) 1 0.00429(8)
D1 12k 0.12426(4) 0.87574(4) 0.86578(4) 0.992(1) 0.0141(1)
H1 12k 0.12426(4) 0.87574(4) 0.86578(4) 0.008(1) 0.0141(1)
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Figure 4.5: (a) Neutron powder diffraction data collected in Bank 3 of the GEM
diffractometer at 200 K and 2 K for Zn0.15Cu3.85(OH)6FBr on HRPD. The solid
blue line shows Rietveld refinements of the Pnma structural model to the data.
The difference curve is shown in grey, whilst reflections are shown by green tick
marks. Overall Rwp = 2.46% at 200 K and Rwp = 2.30% at 2 K. (b) Expansion of
the region in which additional Bragg peaks are observed in the Pnma structural
model, where green vertical lines are error bars on the collected data.
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Table 4.7: Rietveld refinement crystal structure parameters for the Pnma
model fitted to neutron powder diffraction data collected on GEM at 200 K
for Zn0.15Cu3.85(OD)6FBr. Refined lattice parameters are a = 11.5640(5) Å,
b = 9.2940(3) Å and c = 6.6800(3) Å.

Atom Site x y z Occupancy Uiso (Å2)

Cu1 4a 0 0 0 1 0.0060(6)
Cu2 8d 0.2506(2) 0.5082(2) 0.2462(3) 1 0.0057(3)
Cu3 4c 0.1835(3) 0.25 0.0499(4) 0.75(1) 0.005(2)
Zn3 4c 0.1835(3) 0.25 0.0499(4) 0.25(1) 0.01(1)
F 4c 0.4982(5) 0.25 0.0026(6) 1 0.0143(3)
Br 4c 0.3324(4) 0.25 0.4968(4) 1 0.0095(2)
O1 8d 0.2957(2) 0.0977(2) 0.0009(4) 1 0.0036(4)
O2 8d 0.1005(3) 0.0878(3) 0.0878(3) 1 0.0062(5)
O3 8d 0.4009(3) 0.5889(3) 0.3026(5) 1 0.0079(5)
D1 8d 0.3783(3) 0.1250(3) -0.0012(5) 0.988(6) 0.0154(7)
D2 8d 0.0639(3) 0.1351(3) 0.3123(4) 0.964(5) 0.0153(9)
D3 8d 0.4401(3) 0.6406(2) 0.1925(4) 1 0.0122(5)

this is a widely contested point in the study of herbertsmithite [71, 175–177]. To

account for this in structural refinements to NPD datasets, an additional Zn site

(Zn1) was placed within the kagomé layers and the occupancies of Zn1/Zn2 and

Cu1/Cu2 sites were refined for high-temperature runs with a total Zn:Cu ratio

constrained to that obtained from ICP-OES measurements. The coherent neu-

tron scattering lengths of Cu and Zn are sufficiently different to allow for this

analysis (bCu = 7.718(4) fm and bZn = 5.680(5) fm [190]). The obtained occupan-

cies were then fixed for refinements to low-temperature data. The exception to

this procedure is the lightly-doped x = 0.153(2) sample, in which refining a Zn

occupancy within the kagomé layers resulted in negative Uiso parameters. As a

consequence, only the occupancies of the interlayer Zn3/Cu3 sites in the Pnma

structure were refined, and the resulting structural models are shown in Table 4.7

for 200 K data and Table 4.8 for 2 K data, respectively. The refined Zn3 occu-

pancy of 0.25(1) is higher than the composition obtained from ICP-OES. This is

likely an indication that the low-statistics data collected on GEM, which has a

much poorer resolution than HRPD, is inadequate for refining such small occu-

pancies. For both GEM data collected for x = 0.50(1) and HRPD data collected

for x = 0.60(1), refinements indicate that there is negligible Zn occupancy within

the kagomé layers, as shown by Tables 4.3–4.6.
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Table 4.8: Rietveld refinement crystal structure parameters for the Pnma
model fitted to neutron powder diffraction data collected on GEM at 2 K
for Zn0.15Cu3.85(OD)6FBr. Refined lattice parameters are a = 11.5451(3) Å,
b = 9.2811(2) Å and c = 6.6818(2) Å.

Atom Site x y z Occupancy Uiso (Å2)

Cu1 4a 0 0 0 1 0.0031(4)
Cu2 8d 0.2507(2) 0.5094(1) 0.2462(2) 1 0.0023(2)
Cu3 4c 0.1836(2) 0.25 0.0522(2) 0.75 0.0034(2)
Zn3 4c 0.1836(2) 0.25 0.0522(2) 0.25 0.0034(2)
F 4c 0.4986(3) 0.25 0.0047(5) 1 0.0080(2)
Br 4c 0.3314(2) 0.25 0.4994(3) 1 0.0035(1)
O1 8d 0.2966(2) 0.0967(2) 0.0011(3) 1 0.0025(3)
O2 8d 0.1007(2) 0.0903(2) 0.1984(3) 1 0.0041(4)
O3 8d 0.4015(2) 0.5882(2) 0.3032(3) 1 0.0036(3)
D1 8d 0.3779(2) 0.1285(2) 0.0005(4) 0.988 0.0013(5)
D2 8d 0.0637(2) 0.1340(2) 0.3139(3) 0.964 0.0121(5)
D3 8d 0.4404(2) 0.6395(2) 0.1915(3) 1 0.0112(4)

4.4 Magnetic Susceptibility and Bulk Magnetic

Characterisation

The magnetic susceptibility data measured for the ZnxCu4−x(OH)6FBr series be-

tween 2 – 300 K in an applied field of 1 T are shown in Figure 4.6. No significant

splitting between ZFC and FC susceptibilities is observed in data collected for all

samples, and thus for the Zn-containing samples only ZFC data are shown. Data

for Cu-only barlowite indicate the onset of magnetic ordering at TN = 15 K, and

the nature of this magnetic ordering is described in Chapter 3. In Figure 4.7 it can

be seen that upon zinc doping the upturn in the magnetic susceptibility gradually

shifts to lower temperatures. This likely indicates a suppression of the ferro-

magnetic coupling between the kagomé layers which was described for the parent

material in Chapter 3. No indication of a transition to long-range magnetic order

is observed in Zn-barlowite when x > 0.66(1), although a Curie tail is present.

This feature has also been observed in herbertsmithite and may indicate copper

defects in the structures of both materials [154]. High temperature data follow

Curie-Weiss behaviour and can be modelled between 150 – 300 K, as shown by fits

of the Curie-Weiss law in Figure 4.6. The Weiss temperatures, θ, along with the

effective magnetic moments per formula unit deduced from the Curie constant, C,
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Figure 4.6: Temperature dependence of the magnetic susceptibility measured for
the ZnxCu4−x(OH)6FBr series, with Curie-Weiss fits to the inverse susceptibility
shown on the right hand axes.

are shown in Figure 4.7. θ is negative and increases in magnitude with increasing

zinc content, demonstrating the increasingly dominant antiferromagnetic interac-

tions across the series as the ferromagnetic exchange is suppressed. Meanwhile,

µeff per formula unit decreases with increasing Zn content, which is intuitive given

the replacement of paramagnetic Cu2+ with diamagnetic Zn2+ across the series.
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Figure 4.7: The low-temperature magnetic susceptibility for the
ZnxCu4−x(OH)6FBr series (left) and the Weiss temperature, θ, and effec-
tive magnetic moment, µeff , obtained from Curie-Weiss fits (right). The dashed
line indicates the expected variation in µeff with increasing x.

4.5 Muon Spectroscopy and Local Magnetic Char-

acterisation

4.5.1 Zero Field Measurements

Figure 4.8 shows the muon decay asymmetry measured for barlowite, Cu4(OH)6FBr,

in ZF on the MuSR spectrometer. At 20 K (above TN), the observed relaxation

is a consequence of the muon spin depolarisation due to the randomly oriented

and non-interacting nuclear magnetic moments, which are static on the time scale

of the muon experiment. Here, any contribution to the relaxation from unpaired

electrons, whose spins are assumed to be dynamic at this temperature, is minimal.

The long-time oscillations observed in the data indicate the formation of entangled

states which are a result of dipolar coupling between the muon and nuclear spins.

The most likely stopping sites for the positively charged muons are those in regions

of high electron density, in this case, near the F–, OH– or Br– anions. In order to

identify the most probable muon stopping sites and assess the degree of perturba-

tion the muon-probe causes in the system, DFT calculations were computed. The

results of these calculations show that there are two classes of muon stopping site.

The first involves the muon localising approximately 1.0 Å away from the oxygen

atoms in the hydroxide groups that connect the Cu2+ ions within the kagomé lay-

ers of barlowite. This forms a triangular µ–OH complex, with the muon-proton
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distance found to be 1.54 Å in the lowest-energy sites, as shown in Figure 4.9. This

type of muonium complex has been observed in several copper-hydroxide minerals

bearing a kagomé arrangement of magnetic ions [134, 178, 191–193]. A second

class of muon stopping sites are found to localise at a distance of 1.1 Å from the

fluoride anions which lie between the kagomé layers, as depicted in Figure 4.9.

The formation of this class of muon stopping site is unsurprising given the high

electronegativity of the fluoride anion and the characteristic oscillations in the

data, which are a manifestation of the strong dipole-dipole interaction between

the fluoride nuclear spin and the muon spin [133, 194]. However, calculations

show that these µ–F sites lie at substantially higher energies above the lowest

energy µ–OH sites (≈ 1 eV). This suggests—on purely energetic grounds—that

the formation of µ–F complexes in barlowite is unfavourable compared to µ–OH.

However, in these types of DFT calculations, the pathway that the muon takes

on the journey to its final stopping site is not taken into account, and rather the

muon is placed randomly in low-symmetry sites and the structure allowed to relax

[136]. In reality it is possible that the muons can be captured in local potential

minima during their stopping process.

A model incorporating the two stopping sites predicted from DFT calculations was

devised which, as shown in Figure 4.8, successfully describes the time-dependent

asymmetry measured in ZF for barlowite in the paramagnetic regime:

A(t) = fFPF(t) exp
(
−
γ2
µ∆2

Ft
2

2

)
+ fOHPOH(t) exp

(
−
γ2
µ∆2

OHt
2

2

)
+Abg exp(−λbgt).

(4.2)

Here, Abg accounts for the background contribution of muons that stop outside the

sample, which is weakly relaxing, and the expressions PF(t) and POH(t) describe

the dipolar interactions between the nuclear magnetic moments of fluoride and

hydroxide groups and the muon spin at each class of stopping site within the

sample, given by [184],

PF(OH)(t) =
1

6
+

1

3
cos
(ωF(OH)t

2

)
+

1

6
cos
(
ωF(OH)t

)
+

1

3
cos
(3ωF(OH)t

2

)
. (4.3)

The oscillation frequencies ωF and ωOH are related to the respective µ–F and µ–H

distances, dF(H), through,
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Figure 4.8: (a) The time-dependent muon decay asymmetry measured in zero
field at 20 K and 5.2 K on the MuSR spectrometer for barlowite, Cu4(OH)6FBr.
The solid line is a fit of Equation 4.3 to the 20 K data, and parameters obtained
from this fit are shown in Table 4.10. The dashed horizontal line is a prediction
for the position of the “one-third tail” at 5.2 K, deduced from subtracting the
background from the initial asymmetry in the 20 K data and dividing by three.
(b) The analogous data at short times measured on the GPS spectrometer at
4.2 K, where the solid line is a fit of Equation 4.6 to the data (left). The dashed
lines indicate the two oscillating components contributing to the data. A Fourier
transform of the time-dependent data (right) reveals two distinct frequencies. A
comparison of the parameters obtained from the fits in parts (a) and (b) is shown
in Table 4.9.
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ωF(OH) =
µ0h̄γµγF(H)

4πd3
F(H)

, (4.4)

where µ0 is the permeability of free space and γµ = 2π×135.5 MHz T−1, γF = 2π×
40.1 MHz T−1 and γH = 2π × 42.6 MHz T−1 are the gyromagnetic ratios of the

muon spin and the fluorine and hydrogen nuclear spins, respectively. The DFT

calculations indicate that the muon can come to rest at the oxygen site of the OH−

in several different configurations, but which are separated in energy by < 0.1 eV.

This is accounted for by the Gaussian damping terms included in Equation 4.3,

where ∆F and ∆OH describe the distribution of nuclear fields which the muon

experiences in each class of stopping site.

The implementation of muon-site calculations here is crucial, given that the lack

of information on the location of the muon stopping site is a common limitation of

µSR experiments, and that typically these types of data are modelled through a

trial-and-error approach. Indeed, the high-temperature data collected here in ZF

can be described using, for example, a model which incorporates an F–µ–F type

entangled state [133], as shown in Appendix Figure 5. However, this is not sup-

ported by DFT calculations and signifies the importance of performing these types

of computations. In addition, muon-site calculations using the method decribed

in this chapter allow for a prediction of the muon-induced distortion of the crystal

structure, which is important given that the muon response at low temperatures

will be governed, in the case of magnetically-ordered barlowite, by its interac-

tion with the magnetic fields induced by copper ions both between and within

the kagomé layers. In this case, Figure 4.9 demonstrates that the kagomé planes

remain largely intact upon muon implantation, with the nearest Cu2+ within the

planes moving 0.094 Å and 0.149 Å from their original position in the µ–F and

µ–OH classes of stopping site, respectively. Meanwhile, the interlayer Cu2+ is

shifted by 0.0982 Å and 0.0528 Å in µ–F and µ–OH states, respectively.

Figure 4.8 shows the ZF data collected for barlowite below TN. Here, the spins

of the implanted muons are rapidly depolarised due to the internal electronic

magnetic fields arising from the ordered Cu2+ moments in barlowite. The initial

asymmetry in the MuSR measurements is lost owing to the time resolution of the

pulsed beam utilised by the MuSR spectrometer. However, a ‘one-third tail’ is

observed in the baseline asymmetry, which arises due to the presence of static

magnetic moments in polycrystalline samples. This can be understood by consid-
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Figure 4.9: The two classes of muon stopping sites, µ–F (left) and µ–OH (right)
determined from DFT calculations. The structures are viewed (a) along the a-
axis, between the kagomé layers and (b) along the b-axis, perpendicular to the
kagomé layers. Faded spheres indicate the unperturbed crystal structure before
muon implantation.

ering that, in a sample with randomly oriented crystallites, statistically one-third

of the implanted muons have their spin aligned parallel with the local field. The

polarisation of one-third of the implanted muons is, therefore, unaffected by the

development of internal fields [195]. An estimate for the one-third tail is shown

by the dashed line in Figure 4.8(a). The weak relaxation in the tail described

by λbg in Equation 4.3 is due to a fraction of muons interacting with the silver

sample holder. Figure 4.8(b) shows ZF data collected on the GPS instrument at

PSI, which is a continuous muon source and provides sufficient time-resolution to
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capture the spontaneous oscillations apparent below 0.25 µs in the ZF asymmetry

signal at 4.2 K, below TN. These oscillations are characteristic of the muon spin

precession around static internal fields of electronic origin at a frequency given by

νi = (γµ/2π)Bloc
i , where i stands for one muon stopping site and Bloc

i is the field

at that muon site arising from the neighbouring static Cu2+ moments. The spon-

taneous oscillations in the ZF asymmetry data collected below TN in Figure 4.8

can be modelled in terms of two classes of muon stopping site with the following

expression,

A(t) =
2∑
i=1

Ai

[2

3
cos(2πνi + φ) exp(−σ2

i t
2) +

1

3
exp(−λt)

]
+ Abg, (4.5)

where Ai is the fraction of muons stopping at each stopping site and Abg is a

background term. The cosine term describes the resultant oscillations in the data

with a gaussian damping described by σ, whilst the second term accounts for the

one-third tail. It is important to note that the relaxing term, λ, in the one-third

tail is due to the small fraction of muons which stop in the aluminium foil used

to hold the sample, and does not indicate residual dynamics in this case. This is

unlike what is observed in clinoatacamite, the parent material to herbertsmithite,

in which a coexistence between magnetic order and spin fluctuation was demon-

strated in the relaxing tail of similar µSR measurements at low temperatures [128].

The results here are consistent with both DFT calculations and the ZF asymmetry

above TN which also point towards two muon stopping sites. The two dominant

oscillating frequencies from this model, ν1 = 6.3(2) MHz and ν2 = 13.7(2) MHz,

are clearly resolved in the Fourier transform of the GPS data, as shown in Fig-

ure 4.8. Additionally, the fitted amplitudes of each component, a1 = 64(2)% and

a2 = 36(2)%, are comparable to the stopping site fractions, fF = 69(4)% and

fOH = 31(4)%, obtained from fitting the ZF data above TN in Figure 4.8 (see

Table 4.9). This comparison can be used to assign the former signal to µ–F and

the latter to the µ–OH classes of muon stopping site.

An additional comparison across these datasets can be made by taking the ex-

perimentally determined local fields which, from the fitted oscillating frequencies

presented in Figure 4.8(b), are Bloc
F = 46 mT and Bloc

OH = 101 mT, and comparing

them to estimates for the local electronic magnetic moment dipolar fields of the

calculated muon stopping site classes. This calculation is based on the known

magnetic structure for barlowite below TN [165], which was described in Chapter
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of Equation 4.3 to the data, and the fitted parameters are shown in Table 4.10.
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Table 4.9: A comparison of the fraction of muons stopping at each site, f , ob-
tained from fits of Equation 4.3 to zero field MuSR data at 20 K and Equation 4.6
to zero field PSI data at 4.2 K, both shown in Figure 4.8, along with a comparison
between experiment and calculation of the µ–F(H) bond lengths, d, and their local
dipolar fields, Bloc, below TN.

f (%) d (Å) Bloc (mT)
µ+ Stopping Site MuSR GPS MuSR DFT GPS Calculated

F− 69(4) 64(2) 1.22(1) 1.11 46(2) 55
OH− 31(4) 36(2) 1.50(3) 1.54 101(2) 120

3. For the lowest-energy µ–OH stopping sites, these calculations yield local fields

around 120 mT, along with a few around 75 mT, although this is under the as-

sumption that the crystal structure remains unperturbed by the incoming muon.

If the muon-induced distortion is taken into account, in which the closest Cu2+

ion within the kagomé planes is moved 0.45 Å away from its original position (see

Figure 4.9), even smaller fields are obtained of down to 50 mT. The Bloc
OH fields

calculated are, therefore, clearly sensitive to this distortion induced by the muon,

although it is likely that the effect is overestimated due to the relatively small

supercell size used in these calculations. The average Bloc
F for the µ–F class of

stopping sites is around 55 mT, and inclusion of the muon-induced distortion has

little effect on the fields obtained. This is logical given that, although the fluoride

site is shifted by 0.65 Å away from its original position due to muon implanta-

tion, there is negligible distortion of the kagomé planes, as depicted in Figure 4.9.

Crucially, however, these calculated fields are comparable to the fields determined

from data collected at PSI, and this reinforces the possibility of the formation of

µ–F stopping sites in barlowite despite their overall higher energy compared with

µ–OH. A comparison of the three datasets i.e. MuSR, PSI and calculations, are

shown in Table 4.9.

The ZF asymmetry at 20 K measured for ZnxCu4−x(OH)6FBr, displayed in Fig-

ure 4.10, shows a similar response to the parent compound: a slow decrease in

asymmetry with time due to depolarisation of the muon spin, and oscillations at

long times characteristic of dipolar coupling between the muon and nuclear spins.

The background contribution, however, inevitably varies with the different sample

sizes implemented in these measurements. DFT calculations have been undertaken

in which the inclusion of Zn2+ ions and the hexagonal space group symmetry of

the Zn-substituted samples yields similar classes of muon stopping sites compared
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with the parent orthorhombic structure. Equation 4.3 can be successfully used

to describe these data and is shown in Figure 4.10 with the fitting parameters

given in Table 4.10, which do not vary significantly across the series. This further

suggests that the muon stopping sites do not alter across the series. Upon cooling,

qualitatively it can be seen that the rate of depolarisation of the muon spin de-

creases as the Zn2+ content is increased further, indicating that until x = 0.52(1)

dynamic magnetic correlations increasingly dominate the ZF asymmetry at low

temperature. Moreover, the one-third tail observed in the parent compound is

not recovered in all Zn-containing samples, indicating a dynamic fraction down to

the lowest measurable temperatures. Finally, for samples with x > 0.66(1), the

asymmetry observed at low temperature is comparable to that at 20 K, and can

additionally be modelled using Equation 4.3, again with negligible variation in the

fitted parameters (see Table 4.10). It can be inferred from this that there is no

development of a static local field at low temperatures, and that the muon spin

remains coupled to weak nuclear moments in these samples even at 50 mK in the

case of the fully substituted x = 0.99(1) sample.

4.5.2 Transverse Field Measurements

In order to quantitatively track the effect observed in ZF data with increasing Zn

content, x, a TF field of 20 G was applied to intermediate samples within the

ZnxCu4−x(OH)6FBr series and measurements were taken at temperatures span-

ning the magnetic ordering regime in barlowite. The applied field is deliberately

chosen to be weak compared to the magnitude of the internal fields in the mag-

netically ordered material. This ensures that above TN the muon spin will precess

at a frequency, νTF, which is characteristic of the applied transverse magnetic

field, resulting in oscillations in the measured signal. Below TN, the development

of local internal fields dominates the muon spin depolarisation and can result in

a loss of asymmetry and a dephasing of the oscillations. Both of these features

are demonstrated for barlowite in Figure 4.11. The observed oscillations can be

modelled by,

A(t) = [Ap exp(−λTFt) + Abg exp(−σ2
bgt

2)]× cos(2πνTFt+ φ) +B, (4.6)

where Ap provides a measure of the paramagnetic volume fraction of the sam-

ple and Abg gives the background contribution of muons that stop in the silver

sample holder, and is fixed within a given sample to the value at high temper-
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Figure 4.11: (a) The muon decay asymmetry measured in transverse field on
the MuSR spectrometer for the ZnxCu4−x(OH)6FBr series. (b) The oscillating
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(right).

127



ature. Both of these components cause a damping of the oscillations described

by λTF and σbg, respectively. The baseline B accounts for the fraction of muons

with their spin polarisation aligned with the local magnetic fields in the ordered

state of the sample in question, and can be tracked in a similar manner to the

one-third tail described in ZF data. For example, in the x = 0 sample below TN,

B tends to one-third of the asymmetry we observe in the paramagnetic state and

Ap(5.2 K) = 0, meaning that the observed oscillations at 5.2 K originate from a

background contribution. By fitting this model to TF data collected over a range

of temperatures, Ap can be closely tracked. The normalised inverse of this value

[i.e. 1−Ap(T )/Ap(20 K)], represents the frozen volume fraction of static magnetic

moments within a sample. For example, in data collected for the x = 0 sample, a

sudden drop in Ap at TN = 15 K corresponds to a dramatic increase in the static

volume fraction, demonstrated in Figure 4.11. The same analysis can be applied

to samples in the Zn-barlowite series upon increasing Zn2+ content, and this pro-

vides a quantitative analysis which reinforces the observed asymmetry for these

samples measured in ZF. Figure 4.11(b) shows the temperature dependence of

the frozen volume fraction for ZnxCu4−x(OH)6FBr with x = 0.159(3) and 0.32(1).

For x = 0.159(3) an extended magnetic ordering regime is calculated, while for

the x = 0.32(1) sample, the frozen fraction at base temperature is vastly reduced

compared with the parent x = 0 compound. Taken together with ZF data, these

results suggest a coexistence of static and dynamic magnetic correlations within

these intermediate samples.

4.5.3 Longitudinal Field Measurements

A final set of measurements in an applied LF were performed on samples with

x = 0.66(1) and x = 0.99(1), where ZF data indicate an absence of ordered internal

moments at low temperatures (see Figure 4.10). Such an applied longitudinal

field has the effect of decoupling the muon spin from nuclear magnetic moments,

which are weak in comparison to moments arising from dynamic or static electron

moments, allowing us to track the dynamical correlations within these highly-

substituted samples. Initially, a field scan was implemented to determine the

strength of field needed to decouple the nuclear moments, which is shown in Figure

4.12 for x = 0.66(1) K at 150 mK. Here, it is clear that an applied LF of 100 G

is sufficient to remove the characteristic features of the muon entanglement with

nuclear moments which dominate ZF data. Larger applied fields simply result in

a modest decrease in the relaxation observed, which can be attributed to a weak

decoupling of fluctuating electron moments. LF data, shown in Figure 4.13(a) at
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various temperatures, can be modelled using an exponential function,

A(t) = Ar exp(−λt) + Abg (4.7)

where λ is the muon spin relaxation rate, Ar is the relaxing amplitude and Abg

is the background contribution. Figure 4.13(b) shows the fitted parameter λ as a

function of temperature for x = 0.66(1) and x = 0.99(1) samples. The magnitude

of λ is described by the Redfield equation, given by [196],

λ =
2γ2

µ∆2τ

1 + γ2
µB

2
LFτ

2
, (4.8)

where BLF is the applied longitudinal-field and ∆ and τ are the internal electronic

magnetic field distribution and its fluctuation time, respectively. Figure 4.13,

therefore, demonstrates a slowing down of dynamic fluctuations below 1 K for

both samples with a plateau in λ at low temperature—in the case of x = 0.99(1),

down to at least 50 mK—which indicates an absence of ordering or freezing of

magnetic moments, and instead suggests the presence of dynamic fluctuations

with a temperature-independent fluctuation time. Intuitively, one might expect

that ∆ will decrease as paramagnetic Cu2+ is replaced with diamagnetic Zn2+,
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and that τ will correspondingly increase as the system approaches a liquid-like

state and static magnetic order is suppressed, resulting in a decrease in the over-

all magnitude of λ with increasing x. This is indeed what was observed in the

Zn-paratacamite series, where the magnitude of λ was shown to decrease with

increasing Zn2+ substitution [134]. It is, therefore, initially intriguing that the

opposite is observed in Zn-barlowite. In reality, however, the contributions of ∆

and τ to the overall muon spin relaxation rate as we move across the series may

not be so straightforward, as it is possible that at low temperatures, the muon is

predominantly coupled to the residual interlayer Cu2+ moments. The coupling of

the muon predominantly to interlayer spins has been demonstrated with an anal-

ogous mineral Zn-brochantite, ZnCu3(OH)6SO4, where it was additionally shown

that the interlayer spins are correlated with the kagomé spins via a Kondo-like

effect [197, 198]. If this is the case for Zn-barlowite, there will be a decrease in

the dominant dipolar fields coupling to the muon spin as the concentration of

these defect spins decreases with increasing x. This may explain the variation in

the magnitude of λ between samples shown in Figure 4.13(b) compared with the

herbertsmithite series [134].

The plateau observed in the muon spin relaxation rate is a characteristic feature

described in the literature and is attributed to the presence of a QSL ground state

[47, 134, 139, 199–201], which is characterised by persistent magnetic fluctuations

down to T = 0 K. However, Equation 4.9 demonstrates that the magnitude of the

plateau is dependent on several different sample and experimental factors. For ex-

ample, it has already been demonstrated that sample composition has a marked

effect on this parameter. Additionally, variations in experimental setup such as

the background signal and the chosen applied longitudinal field will have an effect

on the reported value of λ. A consequence of this is that it is difficult to compare

this parameter across different QSL candidates, even within the same family of

materials. Instead, by plotting the normalised relaxation rate, λnorm, as a func-

tion of temperature, the dynamical moment correlations can be directly compared

across datasets. Indeed, for the two compositions explored in applied longitudinal

fields, which have already been demonstrated to be magnetically disordered, the

magnitude of ∆ is expected to be largely temperature-independent within a given

sample, meaning λnorm allows for the temperature-dependent parameter τ to be di-

rectly probed. Figure 4.13(b) (right) shows λnorm for x = 0.66(1), x = 0.99(1) and

for data collected previously for herbertsmithite [134]. The values for λnorm were

obtained by normalising the collected data between 0 and 1 with respect to the
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Figure 4.13: (a) The muon decay asymmetry measured in longitudinal fields for
x = 0.99(1) (top) and x = 0.66(1) (bottom) samples of the ZnxCu4−x(OH)6FBr
series. (b) The muon spin relaxation rate, λ, as a function of temperature for
x = 0.66(1) and x = 0.99(1) samples, determined from fits to Equation 4.8 (left).
The normalised muon spin relaxation rate, λnorm, as a function of temperature for
x = 0.66(1) and x = 0.99(1) samples and for herbertsmithite, as deduced from
data taken from reference [134] (right).

131



maximum and minimum values of λ within each data set. The results demonstrate

a marked similarity in the temperature dependence of λnorm between x = 0.66(1)

and x = 0.99(1) samples. This suggests that the dynamical field fluctuations in

the x = 0.66(1) sample are robust to the interlayer exchange interactions which

will inevitably be mediated through Cu2+ ions which lay between the kagomé

planes. Consequently, it follows that fully-substituted Zn-barlowite should also be

insensitive to the presence of antisite disorder. Additionally, a plot of comparable

data for herbertsmithite reveals further similarity in the temperature dependence

of the muon spin relaxation rate in herbertsmithite and Zn-barlowite, perhaps

indicating some universality in the progression to the suspected QSL ground state

in these hydroxy-halide systems.
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4.6 Conclusions

Polycrystalline samples of the Zn-barlowite series, ZnxCu4−x(OH)6FBr, have been

prepared via hydrothermal synthesis techniques, and a comprehensive study com-

bining NPD, magnetic susceptibility and muon spectroscopy measurements is sum-

marised as follows:

� NPD data indicate that the hexagonal P63/mmc structure is retained at all

temperatures when x > 0.50, and refinement of Cu2+ and Zn2+ occupancies

suggests that there is negligible antisite disorder within their crystal struc-

tures. This conclusion is important because the maintenance of the kagomé

layers within Zn-barlowite is crucial to understanding its low-temperature

magnetic behaviour.

� Following the discovery that the x = 0 end-member orders antiferromagneti-

cally below TN = 15 K, magnetic susceptibility measurements have revealed

that upon replacing the interlayer Cu2+ site with diamagnetic Zn2+, the

magnetic ordering temperature is suppressed across the series. This is de-

spite strong exchange interactions indicated by Curie-Weiss analysis, where

for x = 0.99(1) θ = 185(1) K and there is no evidence for a transition to

long-range magnetic order down to 2 K.

� µSR measurements support these observations, with the parent x = 0 mate-

rial undergoing magnetic ordering below TN = 15 K, as evidenced by both

ZF and TF measurements. Modelling of the latter datasets have also allowed

for the magnetically frozen fraction to be tracked as a function of tempera-

ture for intermediate samples, indicating a coexistence of static and dynamic

magnetic moments at low temperatures.

� Finally, an important result from LF measurements is that samples with

x > 0.66 retain a dynamically fluctuating state down to 50 mK, indicating

that Zn-barlowite has a frustration index f > 3700. From bulk and local

magnetic studies, therefore, it is concluded that the evidence presented in

this chapter points towards the presence of a QSL state in highly-substituted

Zn-barlowite samples.

The findings within this chapter are illustrated in the low-temperature magnetic

phase diagram for the Zn-barlowite series which has been constructed from this

study, shown in Figure 4.14. This is notably similar to that deduced for the Zn-

paratacamite series [134], and is well-reproduced by another recent µSR study
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Figure 4.14: Phase diagram for the Zn-barlowite series, ZnxCu4−x(OH)6FBr,
where the low-temperature frozen fraction is obtained from transverse field mea-
surements for x = 0, x = 0.159(1) and x = 0.32(1) samples and from longitudinal
field measurements for x = 0.66(1) and x = 0.99(1) samples. For x = 0.52(1), an
estimate for the low-temperature fraction was made by taking the asymmetry at
t0 in zero field as a proportion of the full asymmetry at high temperature.

[181]. Both systems indicate that the x ≈ 0.50 composition marks a critical point

above which dynamic magnetic moment correlations persist down to the lowest

measurable temperatures. These findings are particularly pleasing given a recent

study in which single crystals of Zn-barlowite with x = 0.56 were found to remain

dynamic down to 2 K, as deduced from bulk magnetometry measurements [151].

However, there remain several avenues that may be taken to explore this family

of materials further:

� Whilst NPD is a valuable tool for the initial exploration of antisite disor-

der, further methods which probe different length scales will be required

to explore this idea further. Indeed, a comprehensive study implementing

site-specific X-ray anomalous diffraction and extended X-ray absorption fine

structure (EXAFS) measurements has recently offered convincing evidence

that there is no Zn occupancy of the kagomé layers [202], and this supports

the present study.

� The nature of this QSL ground state, which can be probed via inelastic

neutron and NMR spectroscopies, will make a compelling future study, al-

though the development of reliable synthetic techniques for good-quality
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single crystals will be crucial to unravelling the impact of structural defects

on the low-temperature magnetic ground state across the series.

� Further direct comparison to similar systems, including Zn-paratacamite and

Zn-claringbullite, the latter of which is still largely unexplored [173], will be

interesting.

� One additional intriguing viewpoint, which has been predominantly explored

in the magnetically ordered barlowite [151, 160], is that there is some sam-

ple dependence with respect to the crystal structure and magnetic response

observed in this family of materials. It will, therefore, be crucial to investi-

gate if the same is true of the Zn-doped analogues if we are to completely

understand this series and the potential QSL state which lies within it.

The conclusions from this chapter are underpinned by complementary muon-site

DFT calculations, in which the computed classes of muon stopping sites, µ–F

and µ–OH, are confirmed via modelling of the distinct oscillations in ZF data

for all samples measured. Moreover, the muon-induced distortion is found to be

minimal, providing confidence that the muon is probing the intrinsic magnetism

of the Zn-barlowite series. This is further supported by comparisons between

experimentally determined local fields in barlowite to those calculated based on

the computed muon stopping sites. In this sense, the Zn-barlowite series provides

an ideal model in which to test the robustness of these DFT calculations, given

that it contains a magnetically ordered analogue with which to perform these types

of comparisons. From this we can infer that the quantum disordered ground state

in Zn-barlowite is adequately probed by the muon. Overall, this combined study,

therefore, illustrates the significance of implementing muon-site DFT calculations

in µSR studies more widely, as this approach is a useful tool to guide and interpret

the modelling of complex muon data.
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Chapter 5

Unconventional Magnetism in a

Family of Kagomé Metal-Organic

Frameworks

5.1 Introduction

In the discovery of novel quantum materials, a drive towards minimising site dis-

order has led to increasing interest in hybrid inorganic-organic systems as alter-

natives to purely inorganic compounds. In this instance, separating the magnetic

layers with organic components often diminishes the issue of disorder which is

common in purely inorganic systems [71, 72, 151]. The ability to modify this

organic component also opens up the possibility of exploring families of closely

related materials [86]. Metal-organic frameworks (MOFs) are one class of hy-

brid materials which are of interest in this regard, and consist of metal-containing

nodes linked by multitopic organic ligands. The combinatorial variety of organic

linkers and metallic centres available makes MOFs a diverse class of solid state

materials with the potential for a number of topological isomers depending on the

three-dimensional connectivity. MOFs are of interest for many applications such

as gas storage [203], catalysis [204] and sensing [205], in addition to their potential

for novel magnetic materials [73]. This versatility has been explored, for exam-

ple, in multifunctional MOFs which combine magnetic functionality and porosity

[206]. However, more recent computational studies [207, 208] which propose the

existence of unconventional physical phenomena arising in two-dimensional MOFs

has led to growing interest in this class of materials in the field of quantum mag-

netism [209].

There are numerous examples of MOFs bearing a kagomé arrangement of magnetic

ions [210–214], but often these structures are imperfect and are complicated by the
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presence of long exchange pathways and interpenetrating lattices [215]. The first

example of an ideal kagomé network composed of S = 1
2

Cu2+ ions was a compound

exploiting isophthalic acid pillars to separate the kagomé layers, known as Cu(1,3-

bdc), where 1,3-bdc = 1,3-benzenedicarboxylate. The highly symmetric struc-

ture, containing half of a crystallographically independent Cu2+ ion, was found

to exhibit strong antiferromagnetic interactions via Curie-Weiss analysis, but the

system orders magnetically at 2 K, indicating the presence of highly frustrated

magnetism [211]. However, neutron scattering studies subsequently revealed the

presence of ferromagnetic kagomé layers in this system, which are coupled weakly

via an antiferromagnetic interaction along a seven-atom superexchange pathway

between Cu2+ ions in different layers [216]. Whilst not, therefore, a candidate for

quantum spin liquid physics, Cu(1,3-bdc) has been shown to demonstrate topologi-

cal magnon bands, a unique physical property from which the quantum Hall effect

can emerge. Indeed, there is growing interest in kagomé ferromagnets because

they are predicted to display such unique electronic properties, which may have

applications in the field of spintronics [217]. Another example of a Cu2+ based

kagomé MOF is the 2D Cu3(HHTP)2, where HHTP = hexahydroxytriphenylene,

which not only evades long-range magnetic ordering down to 38 mK [213], but is

also a semiconductor, demonstrating the potential for multifunctionality in these

types of materials. However, even this MOF suffers from disorder via the pres-

ence of an observable amount of diamagnetic Cu+ cations thought to occur due

to structural defects.

Another kagomé MOF that has gained recognition is Cu3(CO3)2(bpe)3·2ClO4,

where bpe = 1,2-bis(4-pyridyl)ethane [218]. This MOF adopts a structure con-

taining kagomé layers of Cu2+ ions that are ligated by CO 2–
3 and separated by a

pillaring ligand, in this case the flexible bpe which displays orientational disorder

about its alkyl bond, as depicted in Figure 5.1. Initial reports on this MOF sparked

intrigue because the heat capacity data does not present a sharp anomaly associ-

ated with long-range magnetic order, despite magnetic susceptibility and 1H NMR

studies indicating ferromagnetic order below TC ≈ 12 K [218–220]. In a more re-

cent study, however, it has been hypothesised that this MOF displays short-range

canted antiferromagnetic order, with competing ferromagnetic and antiferromag-

netic interactions within the kagomé layers, based on in-field AC magnetic suscep-

tibility and the absence of magnetic scattering in neutron powder diffraction data

[92]. As a result of these conflicting models, there is scope for the clarification of the

magnetic behaviour in this material. Furthermore, the bidentate bpe ligand used
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Figure 5.1: The structure of Cu3(CO3)2(bpe)3.2ClO4, based on the original report
by Kanoo et al [218], which contains kagomé layers of Cu2+, represented by dashed
lines, that are separated by pillaring ligands of bpe, whose orientation is randomly
disordered. Disordered ClO –

4 occupy the hexagonal channels. For clarity, protons
have been excluded.

to pillar the kagomé layers into a three-dimensional MOF (see Figure 5.1) can be

varied, which may provide a means to explore a family of related materials whose

magnetic exchange interactions and dimensionality can be carefully controlled.

Two analogues have already been reported, where the bpe linker is replaced by

1,2-bis(4-pyridyl)ethylene (bpy) [219] and 4,4’-bipyridylacetylene (bpa) [221]. In

the former, the more rigid and electronically delocalised bpy linker is thought to

better facilitate exchange between the kagomé layers, whilst the latter has been

described as a metamagnet in which antiferromagnetically coupled kagomé layers

align ferromagnetically with the application of a field. This demonstrates that the

choice of pillaring linker plays a crucial role in the selected magnetic ground state

in this family of MOFs and warrants further investigation.

In this chapter, the syntheses of two previously reported MOFs belonging to a fam-

ily with formula Cu3(CO3)2(X )3·2ClO4, where X = bpe, bpy, are presented, along

with a new member of this family where X = 4,4’-azopyridine (azpy). Through

the combination of bulk magnetometry and powder X-ray and neutron diffrac-

tion methods, a comparison across the members of this family is made with an

aim to understand the role of the pillaring linker and its orientational disorder on

the magnetic properties displayed by these systems. Crucially, some clarification

of the nature of the magnetic exchange in this family is gained through neutron

powder diffraction and muon spectroscopy measurements.
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5.2 Experimental Methods

5.2.1 Synthesis

Samples of Cu3(CO3)2(X )3.2ClO4, where X = bpe (1,2-bis(4-pyridyl)ethane), bpy

(1,2-di(4-pyridyl)ethylene) or azpy (4,4’-azopyridine) were synthesised using a

method based on the Solvay process [79]. Cu3(CO3)2(bpe)3.2ClO4 (hereafter re-

ferred to as MOF–bpe) was produced by dissolving 1 mmol of Cu(ClO4)2.6H2O

(Sigma Aldrich) in 25 mL aqueous ammonia (Sigma Aldrich, 28–30% NH3 ba-

sis) in a beaker. Next, in a separate beaker 1 mmol of 1,2-bis(4-pyridyl)ethane

(Acros Organics, 97%) was stirred with gentle warming in 25 mL distilled H2O

until dissolved. The bpe solution was then added dropwise to the copper solu-

tion and left to stir for approximately one hour, resulting in a deep blue solu-

tion. A similar procedure was followed for Cu3(CO3)2(bpy)3·2ClO4 (MOF–bpy)

and Cu3(CO3)2(azpy)3·2ClO4 (MOF–azpy), except that the Cu(ClO4)2.6H2O was

dissolved in 25 mL ammonium hydroxide (14–15% NH3 basis), and the organics

bpy (Sigma Aldrich, 97%) and azpy (Sigma Aldrich) were dissolved in a mixture

of 12 mL ammonium hydroxide (28–30% NH3 basis), and 12 mL methanol or

ethanol for MOF–bpy and MOF–azpy, respectively. The solutions were covered in

parafilm and left for 7 days to allow for slow evaporation of ammonia, leaving poly-

crystalline purple products alongside a clear solution. The samples were filtered

and washed thoroughly with distilled water and acetone. An additional sample of

MOF–bpe was synthesised using partially deuterated bpe (∼ 85% D) synthesised

by the ISIS Deuteration Facility, along with D2O (Sigma Aldrich, 99.9% D). Fi-

nally, single crystals were grown by Tristan Dolling, whilst structure solution was

performed by Dr Samuel Ivko, both in the School of Chemistry at the University

of Birmingham.

5.2.2 Powder X-Ray and Neutron Diffraction

Synchrotron powder X-ray diffraction (PXRD) data were collected for MOF–bpe,

MOF–bpy and MOF–azpy on the I11 beamline of the Diamond Light Source at

the Rutherford Appleton Laboratory. Samples were packed into borosilicate glass

capillaries and attached to a brass holder. Data were collected at 300 K using the

PSD detector and X-ray wavelength, λ = 0.826522 Å. All datasets were analysed

using the GSAS package [94, 95]. Backgrounds in each dataset were defined man-

ually using 20 terms.
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Neutron powder diffraction (NPD) data were collected on the WISH diffractome-

ter of the ISIS Neutron and Muon Source at the Rutherford Appleton Laboratory.

1 g samples were packed into cylindrical vanadium cans and data were collected

at 1.5 K, as well as at 20 K, 30 K and 25 K for MOF–bpe, MOF–bpy and MOF–

azpy, respectively. Rietveld analysis for data collected at higher temperatures was

conducted using the GSAS-II package [222]. All magnetic Rietveld refinements

were completed using FullProf [96].

5.2.3 Magnetometry

Temperature-dependent DC magnetic susceptibilities for MOF–bpe, MOF–bpy

and MOF–azpy were collected on a Quantum Design Magnetic Properties Mea-

surement System (MPMS) with a SQUID magnetometer. 20 mg samples were

packed into gelatin capsules and loaded into clear plastic straw sample holders.

Data were collected in an applied field of 1 T beween 2 – 300 K in zero-field cooled

(ZFC) and field cooled (FC) cycles. Heat capacity data were collected on pressed

powders with masses of 1.7 mg (MOF–bpe), 4.3 mg (MOF–bpy) and 1.2 mg (MOF–

azpy) on a Quantum Design Physical Properties Measurement System (PPMS) in

zero field between 2 – 300 K. The addenda for each was measured and subtracted

to account for background signal. Two data points per temperature were collected

and averaged.

5.2.4 Muon Spin Relaxation

Muon spin relaxation and rotation (µSR) spectra for MOF–bpe were collected on

the General Purpose Surface-Muon (GPS) instrument of the Swiss Muon Source

at Paul Scherrer Institute. A 1 g sample was contained in an aluminium foil packet

and loaded into a 4He cryostat. Measurements were taken in zero field (ZF) and

transverse field (TF) using the up and down detectors of the GPS instrument, with

the initial muon spin rotated upward by 50◦. This configuration leads to larger

asymmetry and faster counting times compared to the forwards and backwards

detectors. All data were analysed using the Musrfit programme [223].
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5.3 Results and Discussion

5.3.1 New Crystal Structure Describing Linker Disorder

The crystal structure of MOF–bpe was originally reported to crystallise in the

P 6̄ space group, and subsequent studies agreed [92, 218, 219]. Figure 5.2 depicts

this structure, which contains distorted kagomé layers of Cu2+ that are ligated by

CO 2–
3 anions and stacked along the c-axis. The kagomé motif is formed from alter-

nately sized equilateral triangles, forming a so-called “breathing” kagomé network

[224, 225]. The kagomé layers are bound together by bpe ligands which adopt

an anti conformation, whilst highly disordered perchlorate counterions, ClO –
4 , are

required to charge-balance and occupy the hexagonal channels formed from the

kagomé layers. To add further complexity, the carbon atoms within the alkane

part of the bpe linker, denoted C1 and C2 in Figure 5.2, have orientational dis-

order and are occupied in a 0.5:0.5 ratio due to the rotational degree of freedom

of the linker, which leads to two conformers. The P 6̄ space group, by definition,

contains a three-fold axis and a mirror plane perpendicular to that axis, so that

the C1A and C1B, and C2A and C2B sites are equivalent in the model originally

proposed. However, considering one of the conformers of the bpe linker (i.e. re-

moving C1A and C2A in Figure 5.2), there clearly does not exist a mirror plane

at its centre. The same space group has been used to describe MOF–bpy, an

isostructural analogue where the alkane bond in bpe is replaced by an alkene bond

in bpy. However, single crystals of MOF–bpy have not been reported to date, and

Rietveld analysis of PXRD data have been conducted using a modified CIF from

the original Kanoo et al report, where C1 and H1 atoms were removed and C2

and H2 occupancies corrected to one, to account for the alkene bond [219]. Figure

5.2, however, clearly demonstrates that this approach does not represent the trans

configuration of the bpy alkene moiety accurately. Furthermore, in the P 6̄ space

group the pyridyl groups of the bpy linker would lie perpendicular to the alkene

group which links them together, rather than lying planar in the crystal structure

as would be expected considering well-established hybridisation rules of carbon

atoms.

An improved synthetic approach has made the synthesis of single crystals of MOF–

bpe and MOF–bpy possible, and an alternative model described by the P3 space

group has been solved at 100 K, which better accounts for the orientational dis-

order of the organic linkers within these systems. There are two distinct organic
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Figure 5.2: A comparison of the P 6̄ [218] and P3 crystal structures of MOF–
bpe, alongside the P3 structures of MOF–bpy and MOF–azpy. Note that the
C1A/C1B and C2A/C2B sites are equivalent in the P 6̄ bpe linker, and the dashed
line represents a mirror plane in this space group. The dark and light orange
and brown spheres represent the two conformers of the organic linkers which are
occupied in a 0.5:0.5 ratio.
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linkers in both models, denoted A and B, whose occupancies refine to 0.5 each at

100 K, as depicted in Figure 5.2. In MOF–bpe, the pyridyl groups are parallel to

each other, but are staggered due to the alkane bond. In MOF–bpy, the linkers

are planar as would be expected, and in both analogues the linkers are rotated by

180◦ about the c-axis with respect to each other. A third analogue, MOF–azpy

(where azpy = 4,4’-azopyridine), has been synthesised. Here, the double bond of

bpy is replaced by a N–N double bond, and so this analogue is expected to present

similar orientational disorder to MOF–bpy. Indeed, analysis of single crystal X-

ray diffraction data collected for MOF–azpy indicates that its structure is best

described by a similar P3 model, which is shown in Figure 5.2. In all three MOFs,

the Cu2+ ion is in a highly distorted octahedral coordination environment, with

two Cu–N bonds from the dipyridyl linkers (trans to each other) and two Cu–O

bonds, as well as two elongated Cu-O bonds. The alternately-sized equilateral

triangles within the kagomé planes are retained in in all three of these models,

whilst modelling the extreme disorder on the perchlorate anions remains challeng-

ing. The full structural parameters for the P3 models of all three MOFs at 100 K

are given in the appendix.

Synchrotron PXRD data were collected at room temperature for powder sam-

ples of MOF–bpe, MOF–bpy and MOF–azpy, and are presented in Figure 5.3. Le

Bail fits were conducted using the P3 structural model, resulting in refined lat-

tice parameters of a = 9.41602(8) Å and c = 13.3347(2) Å, a = 9.31744(9) Å

and c = 13.4027(2) Å, and a = 9.3117(1) Å and c = 12.9771(2) Å for MOF–bpe,

MOF–bpy and MOF–azpy, respectively. Further structural refinement using the

Rietveld method was unsuccessful, and resulted in negative atomic displacement

parameters. A close inspection of the peak shapes in the powder diffraction data

goes some way to explaining this. In particular, MOF–azpy contains extremely

sharp (00l) Bragg peaks in comparison to (hk0) peaks, and this effect is evident,

although subtle, in both MOF–bpe and MOF–bpy, as shown in the insets of Figure

5.3. Fitting a Pseudo-Voigt function to (101) and (002) Bragg peaks across all

three materials yields full-width at half maxima values, shown in Table 5.1, which

quantify this amplified effect in MOF–azpy.

Preferred orientation, where crystallites have a non-random distribution of orien-

tations, is common in layered systems [226], but is unlikely in this case because

such an effect normally yields systematically intense peaks, but not such a dis-

parity in peak widths. In addition, measuring the samples in both capillary and
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Figure 5.3: Le Bail fits of the P3 structural model of MOF–bpe, MOF–bpy and
MOF–azpy to PXRD data collected on the I11 instrument at 300 K. The insets
reveal the sharp (00l) Bragg peaks which are particularly evident in data collected
for MOF–azpy.

flat-plate geometries yields similar peak effects, whereas preferred orientation is

typically enhanced in the latter geometry. There are several possible alternative

explanations for this peak shape behaviour. Sample texture, where there are in-

sufficient crystallites to provide an adequate powder average, is one such example.

For instance, if the MOFs crystallise in rod-like formations, the c-axis will have

a larger dimension than the a- and b-axes, resulting in sharper (00l) peaks. Con-

versely, the effect observed may be better explained in terms of broadening of
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Table 5.1: The full-width at half maxima of the (101) and (001) peaks in PXRD
data collected at 300 K for MOF–bpe, MOF–bpy and MOF–azpy. The (00l) Bragg
peaks are sharper than (hk0) Bragg peaks across the series, but this effect is
prominent in MOF–azpy.

FWHM (Å)
(101) (001)

MOF–bpe 0.00491(5) 0.00439(5)
MOF–bpy 0.00834(7) 0.00719(5)
MOF–azpy 0.00687(7) 0.00386(7)

peaks in the (hk0) planes, which may occur because of the disorder of the organic

linkers which manifests along these directions. This type of phenomenon has been

observed in paracrystalline materials, where the lattice is highly disordered and

unit cells with variable sizes emerge [227, 228]. In the data presented here, the dis-

order of the organic linkers could cause a local distortion of the unit cell along the

a- and b-axes, resulting in a distribution of cell lengths and broadening of peaks

describing planes along these directions. Crucially, the disorder in paracrystals is

not random, and this raises the question of whether the disorder present in this

family of MOFs is correlated.

5.3.2 Bulk Magnetic Properties

The temperature-dependent magnetic susceptibility data collected for MOF–bpe,

MOF–bpy and MOF–azpy are shown in Figure 5.4. A temperature-independent

diamagnetic contribution, χD, was subtracted from each dataset (5.16× 10−4 emu

mol−1, 4.98 × 10−4 emu mol−1 and 4.41 × 10−4 emu mol−1 for MOF–bpe, MOF–

bpy and MOF–azpy, respectively), which were calculated using tabulated values

of Pascal’s constants [229]. In an applied field of 1 T, the data for MOF–bpe and

MOF–bpy reveal an upturn below approximately 20 K. The inverse susceptibility

follows Curie-Weiss behaviour at high temperatures, and modelling the 100 – 300 K

region using the Curie-Weiss law yields parameters that are summarised in Table

5.2, where the positive values of the Weiss temperature, θ, indicate that ferromag-

netic exchange dominates the magnetic ground states in these two MOFs. On the

other hand, the magnetic susceptibility for MOF–azpy displays an upturn below

approximately 15 K, and Curie-Weiss analysis yields a small negative θ. This

indicates that there is a significant change in the interplay between antiferromag-

netic and ferromagnetic interactions upon changing the organic linker, and that

the modification in the strength or type of exchange does not scale simply with
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Figure 5.4: Temperature-dependent magnetic susceptibility measured in an ap-
plied field of 1 T for MOF–bpe, MOF–bpy and MOF–azpy in a zero-field cooled
cycle. Curie-Weiss fits of the inverse susceptibility are shown on the right-hand
axes, and the lower right panel is a comparison of the low-temperature magnetic
susceptibility across the series. Note that the anomaly in the inverse susceptibility
data for MOF–azpy at ∼ 150 K is an instrumental error.

the separation of the kagomé layers. In previous studies on MOF–bpe, θ varies

from −2.13 K to 60 K [218–220]. Furthermore, the coercive field obtained from

hysteresis loops for this material varies from 8.5 Oe to 600 Oe [218, 219]. These

discrepancies indicate that the magnetic susceptibility may vary from sample to

sample. The origin of the ferromagnetic and antiferromagnetic contributions to

the magnetic susceptiblity is also unclear, with one of the aforementioned stud-

ies suggesting a dominant ferromagnetic interlayer exchange [219], and another

suggesting weak interlayer exchange and competitive ferromagnetic and antiferro-

magnetic exchange within the kagomé layers [92]. Meanwhile, analogues of these

MOFs with alternative organic components have been proposed as containing

dominant ferromagnetic exchange within the planes [221, 230]. As a consequence,

an understanding of the magnetic structures of these systems is crucial to eluci-
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Table 5.2: Parameters obtained from fits of the Curie-Weiss law to magnetic
susceptibility data between 100 – 300 K, shown in Figure 5.4, and TC obtained
from muon spectroscopy data (MOF–bpe) or estimated from heat capacity data
(MOF–bpy and MOF–azpy).

θ (K) C (emu mol−1 K) µeff (µB per f. u.) TC (K)

MOF–bpe 26.86(4) 1.481(1) 3.442(4) 5.99(1)
MOF–bpy 15.2(3) 1.572(3) 3.55(1) 7.5
MOF–azpy −5.1(1) 1.603(1) 3.581(4) 5.5

dating the bulk magnetic behaviour observed.

Heat capacity data measured in zero applied field from 2 − 300 K are shown for

all three MOFs in Figure 5.5(a). Data collected for MOF–bpe and MOF–bpy do

not evidence an inflection point which would be indicative of long-range mag-

netic order. The absence of a sharp magnetic anomaly is one of the intriguing

characteristics of MOF–bpe which has drawn attention to this family of materials

[92, 218, 220]. Instead, there are broad features centred at ∼ 7 K. Conversely, the

temperature-dependent heat capacity for MOF–azpy displays a sharper anomaly.

A clearer look at the magnetic contribution to the heat capacity can be found

by subtracting an estimate for the lattice specific heat. Jain et al previously ac-

counted for this using a non-magnetic cadmium analogue of MOF–bpe, the data

for which was modelled using four Debye functions,

CD =
4∑
i=1

[
9NR

(
θD
i

T

)3 ∫ TD
T

0

x4ex

(ex − 1)2
dx

]
, (5.1)

where each Debye function accounts for the four types of atoms in the unit cell,

grouped together via mass (Cd, C/N/O, Cl and H). N is the number of atoms in

the formula unit for each group, and θD
i is the Debye temperature. The fitted De-

bye temperature for cadmium was then scaled down to account for the difference in

masses between cadmium and copper [92]. Using the Debye model and parameters

determined by Jain et al, a similar approach has been taken here to estimate the

lattice contribution, with N in Equation 3.1 adjusted accordingly between MOFs.

The magnetic heat capacity, Cmag, is then determined by subtracting the lattice

contribution from the total heat capacity, as displayed in Figure 5.5(b). Here, the

differences in the variation of Cmag with temperature across the three MOFs is

clear; MOF–bpe and MOF–bpy display features peaking at ∼ 7 K, with the for-

mer noticeably broader than the latter. Meanwhile, Cmag for MOF–azpy displays a
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much sharper anomaly at TC = 5.5 K. The magnetic entropy released across these

transitions can be estimated by integrating Cmag for each MOF between 2 – 20 K.

Figure 5.5(d) presents the entropy as a fraction of the total expected entropy for

three S = 1
2

ions, ∆S = 3Rln(2S+ 1). MOF–bpy and MOF–azpy appear to reach

the full entropy expected, whereas MOF–bpe reaches just 1
2

of the full entropy,

suggesting the presence of only a partially ordered magnetic ground state in this

system. Of course, the lattice behaviours of MOF–bpy and MOF–azpy are likely

to deviate from that measured for the cadmium analogue of MOF–bpe, meaning

that the entropy change presented here is merely an estimate.
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Figure 5.5: (a) The total heat capacity measured between 2 – 300 K for MOF–
bpe, MOF–bpy and MOF–azpy in zero field. (b) The weak magnetic anomalies
observed at low temperatures, and estimates for the lattice contribution to the heat
capacity represented as dashed lines, determined as described in the text. (c) The
magnetic contribution to the measured heat capacity. (d) The entropy released
through the magnetic transitions as a fraction of the total expected entropy release,
3Rln2.
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5.3.3 Magnetic Structure Determination Using Neutron

Powder Diffraction

NPD data were collected on the WISH diffractometer for samples of MOF–bpe,

MOF–bpy and MOF–azpy. The MOF–bpe sample measured was partially deuter-

ated, which makes conducting a full Rietveld refinement on data collected at 20 K

difficult due to the inability to determine which proton sites are substituted with

deuterium. MOF–azpy, on the other hand, whilst fully protonated suffers from

sharp (00l) Bragg peaks, as described in PXRD data in Section 3.3.1 and shown

in WISH data in Figure 5.6. As a result, full Rietveld analysis of data collected

for these two materials was not possible and, particularly for MOF–bpe, the scale

factor deduced when conducting a magnetic Rietveld refinement is inaccurate (for

example, an Rwp = 9.53% was obtained for a fit of the P3 model to high resolu-

tion data in Bank 5). For MOF–bpy, however, the sample was fully protonated

and the resolution of the data produced by the WISH diffractometer precludes
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Figure 5.6: Rietveld refinement of the P3 structure of MOF–azpy against data
collected on WISH at 30 K in banks 1 and 5, where sharp (004) and (006) Bragg
peaks are evident. Refined lattice parameters are a = 9.20444(9) Å and c =
12.9574(6) Å. The final statistical factor across all five banks is Rwp = 2.68%.
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the observation of sharp (00l) peaks, meaning that a full Rietveld refinement of

the P3 crystal structure to data collected at 30 K was possible. Here, the two

bpy linkers (A and B) were defined as rigid bodies within the GSAS-II software,

and their respective origins and rotation angles, defined as a vector and azimuthal

rotation angle, were allowed to refine freely within the unit cell. The thermal mo-

tion was refined isotropically and constrained across the atoms in each rigid body.

Atomic positions and Uiso values for the perchlorate moieties were also fixed due
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Figure 5.7: Rietveld and rigid body refinement of the P3 structure of MOF–
bpy against data collected on WISH at 30 K. Refined lattice parameters are a =
9.194(2) Å and c = 12.944(3) Å. The final statistical factor across all five banks
is Rwp = 2.38%.
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to the significant disorder that they display. To further simplify the refinement,

the isotropic atomic displacement parameters, Uiso, were constrained across the

carbonate ligands. The resultant structural parameters of MOF–bpy at 30 K are

shown in Table 2. Note that the refined Uiso values for the Cu1 and carbonate

sites are unphysically large. This may relate to the broadening of the (hk0) Bragg

peaks which were observed in PXRD data; the disorder of the bpy linkers—which

are well defined in the rigid body model—could locally distort the kagomé layers,

and therefore the carbonate linkers, which may then be manifested in the Rietveld

refinement via large displacement parameters. Importantly, the P3 structure de-

scribes the data well, as shown in Figure 5.7, and there is no evidence for any

symmetry lowering at this temperature or at 1.5 K.

Table 5.3: Rietveld refinement crystal structure parameters for the P3 model
of MOF–bpy fitted to NPD data collected on WISH at 30 K. Atoms denoted A
and B were defined as two separate rigid bodies with refined origins of [0.155(1),
0.804(1), 0.957(1)] and [0.149(1), 0.810(1), 0.950(1)] for A and B linkers, respec-
tively. Refined lattice parameters are a = b = 9.2069(5) Å and c = 13.3964(6) Å.
The final statistical factors are Rwp = 1.85% and χ2 = 1.83.

Atom Site x y z Occupancy Uiso

Cu1 3d 0.136(2) 0.781(1) 0.454(2) 1 0.041(3)

Carbonate

C13 1a 0 1 0.451(3) 1 0.033(2)

C14 1b 0.33333 0.66667 0.452(3) 1 0.033

O9 3d 0.386(2) 0.828(2) 0.452(3) 1 0.033

O10 3d 0.994(2) 0.848(2) 0.451(3) 1 0.033

Linker A

N1A 3d 0.11391 0.76832 0.30777 0.5 0.020(4)

C1A 3d 0.97421 0.67254 0.25648 0.5 0.020

H1A 3d 0.87467 0.60478 0.29303 0.5 0.020

C2A 3d 0.25664 0.86387 0.25456 0.5 0.020

H2A 3d 0.35781 0.93151 0.28980 0.5 0.020

C3A 3d 0.65980 0.66707 0.15427 0.5 0.020

H3A 3d 0.86278 0.59435 0.12222 0.5 0.020

C4A 3d 0.25911 0.86733 0.15055 0.5 0.020

H4A 3d 0.36056 0.93512 0.11531 0.5 0.020

C5A 3d 0.10509 0.76667 0.09768 0.5 0.020

Continued on next page
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Table 5.3 – continued from previous page

Atom Site x y z Occupancy Uiso

C6A 3d 0.09185 0.75845 0.98857 0.5 0.020

H6A 3d 0.84830 0.68502 0.96090 0.5 0.020

C7A 3d 0.21745 0.84576 0.92391 0.5 0.020

H7A 3d 0.32587 0.91743 0.95078 0.5 0.020

C8A 3d 0.19935 0.83773 0.81240 0.5 0.020

C9A 3d 0.05175 0.73621 0.76266 0.5 0.020

H9A 3d 0.95218 0.66452 0.79823 0.5 0.020

C10A 3d 0.34692 0.94524 0.75779 0.5 0.020

H10A 3d 0.44823 0.01776 0.79122 0.5 0.020

C11A 3d 0.33737 0.94050 0.65795 0.5 0.020

H11A 3d 0.43617 0.01063 0.62087 0.5 0.020

C12A 3d 0.05391 0.74151 0.65935 0.5 0.020

H12A 3d 0.95283 0.67338 0.62391 0.5 0.020

N2A 3d 0.19499 0.84059 0.60731 0.5 0.020

Linker B

N1B 3d 0.16690 0.81972 0.30015 0.5 0.018(3)

C1B 3d 0.02772 0.74792 0.24534 0.5 0.018

H1B 3d 0.92184 0.69321 0.27803 0.5 0.018

C2B 3d 0.31533 0.89799 0.25211 0.5 0.018

H2B 3d 0.41342 0.94987 0.29203 0.5 0.018

C3B 3d 0.03374 0.75054 0.14154 0.5 0.018

H3B 3d 0.93256 0.69910 0.10385 0.5 0.018

C4B 3d 0.33565 0.91057 0.15202 0.5 0.018

H4B 3d 0.44338 0.96926 0.12214 0.5 0.018

C5B 3d 0.18596 0.82842 0.82842 0.5 0.018

C6B 3d 0.20651 0.83842 0.98344 0.5 0.018

H6B 3d 0.31808 0.89350 0.95902 0.5 0.018

C7B 3d 0.08560 0.77845 0.91535 0.5 0.018

H7B 3d 0.97388 0.72285 0.93965 0.5 0.018

C8B 3d 0.10662 0.78951 0.80703 0.5 0.018

C9B 3d 0.96626 0.71486 0.74728 0.5 0.018

H9B 3d 0.85804 0.65659 0.77638 0.5 0.018

C10B 3d 0.26639 0.86655 0.75963 0.5 0.018

H10B 3d 0.36619 0.91299 0.79817 0.5 0.018

Continued on next page
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Table 5.3 – continued from previous page

Atom Site x y z Occupancy Uiso

C11B 3d 0.27379 0.87332 0.65409 0.5 0.018

H11B 3d 0.37894 0.92686 0.62149 0.5 0.018

C12B 3d 0.98470 0.72770 0.64580 0.5 0.018

H12B 3d 0.88628 0.67820 0.60597 0.5 0.018

N2B 3d 0.13197 0.80392 0.59923 0.5 0.018

Perchlorates

Cl1 3d 0.66400 0.33100 0.97070 0.333 0.005

O1 3d 0.55300 0.18600 0.91500 0.333 0.005

O2 3d 0.59200 0.29200 0.07400 0.333 0.005

O3 3d 0.65330 0.47720 0.95440 0.333 0.005

O4 3d 0.82120 0.35350 0.00350 0.333 0.005

Cl2 3d 0.66300 0.33300 0.47070 0.333 0.005

O5 3d 0.84300 0.45700 0.46800 0.333 0.005

O6 3d 0.61400 0.22400 0.38200 0.333 0.005

O7 3d 0.56600 0.41900 0.47600 0.333 0.005

O8 3d 0.63400 0.24400 0.56740 0.333 0.005

Upon cooling below TC, weak magnetic intensity develops in all three datasets

which is most evident in subtracted data collected in Bank 1 of the WISH diffrac-

tometer, as shown in Figure 5.8. In all three analogues, a magnetic Bragg peak

is present at twice the length of the c-axis, implying a doubling of the magnetic

unit cell along c and a propagation vector k = (0, 0, 0.5) with respect to the

crystal structure. Another peak is observed at one third of the expanded cell,

corresponding to the (003) magnetic Bragg peak. In MOF–bpe, additional inten-

sity is present at ∼ 13.3 Å, corresponding to the (002) magnetic Bragg peak. A

small amount of scattering is observed at the corresponding position in MOF–

bpy, although the intensity is within error of the background and may be due to

peak shift due to thermal contraction. Magnetic structure determination for all

three datasets using the Bilbao Crystallographic Server [106–108] suggests just

one possible magnetic space group—namely Pc3—consistent with a P3 crystal

structure (or even P 6̄, the space group originally proposed to describe these sys-

tems) and k = (0, 0, 0.5). However, inspection of the systematic absences reveals

that all (00l) magnetic peaks are forbidden within this space group. The Pc3

magnetic structure contains one magnetic site, a three-fold axis, and magnetic
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moments which are antiparallel between adjacent planes. This means that a fer-

romagnetic component is not permitted by Pc3 symmetry, which is inconsistent

with the magnetic susceptibility data presented for these materials. Instead, the

low-temperature magnetic structures must be described by the lower symmetry

P1 magnetic space group—the only subgroup of Pc3—which breaks the symmetry

of the underlying crystal structure.
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Figure 5.8: Magnetic Rietveld refinements of the constrained P1 model to NPD
data at 1.5 K, from which data collected at 20 K (MOF–bpe), 30 K (MOF–bpy)
and 25 K (MOF–azpy) has been subtracted. The grey regions in the data were
excluded from the fits because they are positions of strong nuclear positions.
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The P1 magnetic structure contains no symmetry constraints, so that each of the

six magnetic moments within the magnetic unit cell are free to point in any di-

rection. As a result, a refinement of this model against the data presented here,

where very few magnetic Bragg peaks are visible, requires several constraints.

Firstly, only (00l) peaks are observed, and so the moments along the z-direction

can be fixed to zero, as the (00l) peaks do not yield information about the mo-

ment directions out of the bc plane. In MOF–bpy and MOF–azpy, where there is

negligible magnetic intensity at the (002) position, the moments on adjacent lay-

ers must be equal and opposite, i.e. the magnetic moments must be completely

antiferromagnetically aligned between kagomé layers, such as shown in Figure 5.9.

Within the kagomé layers, determining where the three magnetic moments point

is impossible with so few Bragg peaks, although the simplest solution is one where

the intralayer exchange is fully ferromagnetic. In MOF–bpy and MOF–azpy, the

magnetic moments were constrained to be equal and opposite within the adjacent

planes, and only the moments along the x-direction were refined, resulting in total

refined magnetic moments of 0.497(4) µB and 0.495(3) µB on each Cu2+ for MOF–

bpy and MOF–azpy, respectively, and yielding a good fit to each dataset, as shown

in Figure 5.8. In contrast, in MOF–bpe there is a (002) magnetic peak, suggesting

there is a difference in the moment magnitudes or spin directions on going from

one layer to the next within the doubled unit cell. One solution, shown in Figure

5.9(a), is where the intraplane exchange is ferromagnetic, the interplane exchange

is predominantly antiferromagnetic, but there is some misalignment between the

moments on adjacent layers, which yields magnetic moments of approximately

0.5 µB per Cu2+ site. This larger ferromagnetic component is in agreement with

the hysteresis loop determined in MOF–bpe, which displayed a coercive field of

Hc = 600 Oe, compared to Hc = 60 Oe for MOF–bpy [219]. In addition, both

NMR and ESR studies suggest ferromagnetic order prevails in MOF–bpe [220].

In a previous study, the small magnitude of θ from Curie-Weiss analysis of mag-

netic susceptibility data was attributed to a competition between nearest-neighbour

ferromagnetic and next-nearest-neighbour antiferromagnetic exchange within the

frustrated kagomé layers, under the assumption that the large distance between

the planes does not facilitate strong exchange. Instead, a weak interplane ferro-

magnetic exchange was proposed, which is sensitive to applied fields of 125 Oe or

higher [92]. Interestingly, in the same study the absence of magnetic scattering

in NPD data was reported, likely due to insufficient range in d-spacing in the

collected data. However, reports of similar framework systems containing kagomé

155



Figure 5.9: (a) In the proposed magnetic structures of MOF–bpe, MOF–bpy
and MOF–azpy, ferromagnetically aligned magnetic moments of Cu2+ within the
kagomé layers are aligned antiferromagnetically along c. (b) In MOF–bpy and
MOF–azpy (top), the magnetic moments are perfectly aligned between adjacent
layers, whilst in MOF–bpe (bottom) one proposed structure is where the moments
are misaligned, which leads to (002) magnetic peak intensity. (c) The magnetic
exchange is likely mediated through dx2−y2 orbitals which lie in the equatorial plane
of the distorted octrahedra (solid bonds), whilst the lower energy dz2 orbitals lie
along the longer Cu-O bonds, represented by a dashed line. (d) The strength and
nature of the magnetic exchange along the short Cu-O bonds can be predicted
using the CuOO bond angles defined by φ1 and φ2, here shown for MOF–bpy at
1.5 K, and the DFT model implemented by Mateus et al [231].
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layers chelated by CO2−
3 , this time with 4,4’bipyridylacetylene and 2,4’-bipyridine

as the organic components, indicate that ferromagnetic exchange between the

Cu2+ within the kagomé layers dominates, as deduced from modelling magnetic

susceptibility data [221, 230]. One DFT study, which looked at Cu2+ bridged by

carbonate in a macrocycle, has explored the effect of the orientation of the dx2−y2

orbitals of the Cu2+—which are oriented along the short Cu-O bonds within the

ab-plane and along the Cu-N bonds, but perpendicular to the long Cu-O bonds

within the kagomé layers, see Figure 5.9—via the angles depicted in Figure 5.9(c),

on the sign and magnitude of the magnetic exchange in such systems. This study

suggests that when the orbitals are in a syn-anti conformation—i.e. where the

Cu–O angles are orthogonal to each other—ferromagnetic exchange dominates.

In the model for MOF–bpy, which could be fully refined against WISH data, the

alternating equilateral triangles which form the distorted kagomé networks have

sizes of 3.94(3) Å and 4.45(3) Å at 1.5 K, and the bond angles defined in Figure

5.9(c) are φ1 = 61.13(2)◦ and φ1 = 238.87◦, and φ2 = 106.31◦ and φ2 = 193.85◦.

This places the exchange firmly in the ferromagnetic region according to the cal-

culations undertaken by Mateus et al, but indicates that there will be significant

modifications to the strength of exchange in each of the triangles. This DFT

model, however, was designed for discrete triangles within a complex, rather than

an extended solid, which would require a more in-depth approach.

Although the magnetic structure within the kagomé planes in the materials pre-

sented here is preliminary and will await further single crystal magnetometry

and NPD measurements, the doubling of the unit cell along c observed in WISH

data confirms that antiferromagnetic exchange along this direction emerges. The

breaking of the underlying crystal symmetry may be due to local distortions of the

kagomé network due to disorder within the organic linkers, which in turn will cause

subtle changes in the kagomé bond lengths and angles and modify the exchange

both within and between the planes. On the other hand, it cannot be ruled out

that there is a subtle structural symmetry lowering which is not observed in the

present data. The overall angle between the Cu2+ ions in adjacent kagomé layers

will vary considerably considering the orientational disorder of the linker, implying

that subtle changes in the magnetic ground states are likely to occur depending

on the identity of the organic linker and the level of disorder which it displays.

The identity of the linker which separates two-dimensional magnetic planes has

been demonstrated to have a profound effect on the magnetic ground states in

coordination polymers, even in the presence of shorter intralayer exchange path-
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ways [232]. In the materials discussed here, the extended π-systems in MOF–bpy

and MOF–azpy makes these linkers more rigid and electronically delocalised than

their bpe counterpart, and can enable spin-spin coupling mechanisms which better

facilitate interplane antiferromagnetic exchange. This may explain the trend in

θ values across the analogues, which demonstrate increasingly dominant antifer-

romagnetic interactions with increasing π conjugation. Previously, the raising of

TC from 5.7 K to 9.3 K on replacing bpe with bpy was attributed to this stronger

interlayer exchange, and so it is intriguing that MOF–azpy appears to have a lower

TC. This indicates that there is a more complex relationship between the identity

of the organic linker and the magnetic ground state. Another factor to consider at

this point is the role of the ClO –
4 counterions, whose orientation in relation to the

metal centre and the pillaring ligands have been demonstrated via first-principles

computations to play a role in increasing the spin density along the magnetic ex-

change pathway between metal centres, perhaps through hydrogen bonding to the

organic linker [233].

5.3.4 Probing Long-Range Order Using Muon Spectroscopy

The magnetic heat capacity presented in Section 5.3.2 indicates that there is a

fraction of missing entropy released across the magnetic transition in MOF–bpe.

Moreover, the refined magnetic moments for all three MOFs from WISH data pre-

sented in Section 5.3.3 are roughly 0.5 µB per Cu2+. Both of these observations

point towards a partially ordered magnetic ground state in these systems. To

understand whether MOF–bpe undergoes long-range magnetic order, muon spin

relaxation data were collected on the GPS instrument at PSI. Initially, data were

collected in a transverse field (TF) to determine the calibration parameter, α,

which corrects for count mismatch between the two detectors. At 40 K, the data

display an oscillation with a frequency, νTF, proportional to the applied field. How-

ever, the full asymmetry expected for this instrumental configuration (∼ 0.282) is

not displayed at this temperature, indicating that there is an additional process

which influences the muon spin polarisation. In zero field data at 25 K, still well

into the paramagnetic regime, the value of the full initial asymmetry is also low

compared to the instrumental value, and there is an unusual fast relaxing compo-

nent present in the data at short times. One explanation for this behaviour may

be the formation of muonium, which is a neutral state where the muon picks up

an electron and the spins of each particle are bound by a hyperfine interaction

[126, 234]. For this reason, α cannot be determined accurately, and therefore it

is noted that the corrected asymmetry for subsequent measurements cannot be
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determined.

Further measurements in a transverse field of 50 G were collected in order to

track TC. As the sample is cooled and an internal magnetic field develops, the

muon spin is preferentially depolarised by this local internal field, so that by 1.5 K

there is only a weak background signal from muons which stop in the aluminium

sample holder and precess in the external field. The data can be modelled at all

temperatures using,

A(t) = Ap exp(−λTFt) cos(2πνTFt+ φ) + Abg, (5.2)

where Ap represents the paramagnetic volume fraction of the sample and λTF ac-

counts for any damping of the oscillating signal. The baseline Abg encompasses

the background signal from the aluminium sample holder (Abg ≈ 0.05) as well as

the fraction of muons which have their spin polarisation initially aligned with the

local magnetic fields in the sample. A plot of Ap as a function of temperature,

shown in Figure 5.10, demonstrates a clear drop off between 5 – 10 K, indicating

that magnetic ordering takes place in this region. This is in agreement with the

temperature at which the broad magnetic anomaly is observed in heat capacity

data presented in Section 5.3.2. However, it is intriguing that the transition regime

appears extended via analysis of these transverse field data.

Next, data were collected in zero field across the magnetic transition regime. In

all zero field datasets, the fast-relaxing component with unknown origin persists

at all temperatures. At 25 K, there is an additional slowly relaxing component

which is indicative of muon spin relaxation in the presence of weak nuclear mag-

netic moments. Upon cooling, spontaneous oscillations at short times are evident

in the data, indicative of muon spin precession in an internal field with a frequency

proportional to that field. By 1.5 K, the asymmetry of the tail at longer times

begins to recover and is flat, indicating that MOF–bpe undergoes long-range mag-

netic order. However, the presence of a one-third tail is ambiguous in this case

because an accurate α was unable to be determined. In order to quantify these

observations, a model was devised which describes the muon spin precession about

an external field,

A(t) = As cos(2πν + φ) exp(−σ2
st

2) + Af exp(−λf) + Abg. (5.3)
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Figure 5.10: The temperature-dependent muon decay asymmetry measured for
MOF–bpe in transverse field (top) and zero field (middle), from which the para-
magnetic asymmetry, AP, and the local magnetic field, Bloc, can be determined,
respectively. The solid line on the lower right panel is from a fit of Equation 5.4
to the data.

Here, Af represents the fast exponential decay present in all datasets, with a

relaxation rate, λf , which appears to increase with decreasing temperature. As

represents the amplitude of the spontaneous oscillations which have a frequency,

ν, proportional to the local magnetic field at the muon stopping site, Bloc, which

arises from static Cu2+ moments, with a relation ν = (γµ/2π)Bloc. A plot of

Bloc as a function of temperature, shown in Figure 5.10, can be modelled using a
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critical law function,

Bloc = Bloc
0 [1− (T/TC)]β, (5.4)

which yields Bloc
0 = 147(3) G and TN = 5.99(1) K, as well as a critical exponent

β = 0.30(2), which is typical of three-dimensional magnetic ordering [15].

At 1.5 K, the internal field reaches a relatively small ∼ 137 G. The small internal

field is, therefore, an explanation for the extended transition regime evident from

analysis of data collected in transverse field. The chosen applied field of 50 G is, in

this case, comparable to the internal field within the sample close to the transition

temperature, and so it is challenging to distinguish between the two contributions

to the data around this temperature region. The small internal field also coincides

with the recent AC magnetic susceptibility study on MOF–bpe which demon-

strated the fragile nature of the magnetic ground state in weak applied fields of

125 G [92]. However, only tentative conclusions can be made from the muon spin

relaxation data described here, due to the fast exponential component in the data

which may be contributing to the damping of the spontaneous oscillations, which

could disguise components with higher frequencies.

What can certainly be gleaned from the analysis of zero field data, however, is that

MOF–bpe undergoes long-range, three-dimensional ordering at TC = 5.99(1) K,

and that there are no residual dynamics present at 1.5 K based on the absence

of a relaxing tail in the asymmetry data. This, alongside the magnetic scattering

presented in Section 3.3.3, contradicts the recent report on this material which

describes the magnetic ground state of MOF–bpe as a short-range canted anti-

ferromagnet which lacks conventional long-range magnetic order [92]. Instead,

the weak magnetic scattering observed, alongside the broad magnetic anomaly in

heat capacity data, is possibly a consequence of the significant disorder within

the crystal structure of MOF–bpe, alongside the two-dimensionality of the crys-

tal structure which may disguise the magnetic transition in heat capacity data

[124]. Further muon spectroscopy measurements on MOF–bpy and MOF–azpy

will elucidate whether long-range magnetic ordering also characterises their mag-

netic ground states.
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5.4 Conclusions

The synthesis of a family of metal-organic frameworks which contain a kagomé

network of Cu2+ ions bound by an organic pyridyl linker has been described. Two

of these, MOF–bpe and MOF–bpy, are already known, but due to a new synthetic

route to single crystals, a new crystal structure, described by space group P3, has

been proposed for these systems which more accurately represents the geometry

and orientational disorder present in the organic linkers. A third, novel member of

this family has also been synthesised, where the organic linker has been replaced by

4,4’-azopyridine to create MOF–azpy. A combination of powder diffraction, bulk

magnetometry and muon spectroscopy studies has led to several key findings:

� Synchrotron powder diffraction data exhibit systematically sharp (00l) Bragg

peaks, which may be due to correlated disorder of the organic linkers in these

systems. The effect is particularly pronounced for MOF–azpy.

� Bulk magnetometry measurements indicate that there is a profound varia-

tion in the magnetic behaviour within this family of MOFs, indicating that

the identity of the organic linker binding the kagomé layers together influ-

ences the interplay between ferromagnetic and antiferromagnetic exchange

within and between the layers. Heat capacity data for MOF–bpe and MOF–

bpy reveal weak magnetic anomalies, whilst MOF–azpy exhibits a stronger

transition.

� The high flux and long d-spacing range of the WISH diffractometer has en-

abled the observation of magnetic Bragg peaks in NPD data which, crucially,

disputes a recent study [92]. The magnetic unit cells of all three MOFs are

doubled along the c-axis with respect to the underlying crystal structures,

and indicate that antiferromagnetic exchange between the kagomé layers is

facilitated by the organic linkers. Again, this is in contrast to several studies

which postulated ferromagnetic exchange between the layers [92, 218, 219].

Interestingly, the magnetic structure of MOF–bpe contains a ferromagnetic

component which is not observed in the other analogues, which perhaps is

related to the increased linker flexibility in this system.

� The magnetic structures break the symmetry of the underlying crystal struc-

tures, suggesting that there is either a subtle structural distortion which is

unobservable with current data, or that the disorder within these systems

causes local distortions which may explain this symmetry breaking.

162



� Finally, muon spectroscopy measurements on MOF–bpe indicate that this

system undergoes long-range, three-dimensional magnetic ordering at TC =

5.99(1) K. This implies that the weak magnetic transition observed by many

in heat capacity measurements is likely a result of structural disorder and

the two-dimensional nature of these materials.

Whilst the materials presented here are unlikely models for the kagomé antiferro-

magnet, these results are reminiscent of the first proposed kagomé MOF, Cu-(1,3-

bdc), whose magnetic structure was also ultimately found to contain antiferromag-

netically coupled ferromagnetic layers [211]. As a result, there is building interest

in kagomé ferromagnets, with the aforementioned material displaying signs of a

magnon Hall effect [216]. Thus, whether the dominant exchange in the family of

MOFs discussed within this chapter is ferromagnetic or antiferromagnetic, they do

provide potential to uncover unconventional physics, and pose many interesting

questions which should be addressed in future studies:

� The disorder in this family of materials is particularly interesting as it ap-

pears to affect the magnetic response observed across the series. An interest-

ing comparison can be made to MOF–bpa, where bpa = 4,4’-bipyridylacetylene,

in which the two-fold rotational symmetry of the linear bpa linker precludes

the orientational disorder observed in the other members of this family.

� Careful analysis of single crystal X-ray diffraction data as a function of

temperature will provide information on whether the structural disorder in

these systems is a dynamic effect, and whether the disorder is correlated in

some way. In addition, such measurements could reveal subtle symmetry

lowering which may occur in this family of MOFs.

� Furthermore, the growth of large single crystals may enable a more detailed

insight into the magnetic structures of these systems and elucidate the nature

of the exchange within the distorted kagomé layers. Further DFT calcula-

tions, leading on from Mateus et al [231], will also provide crucial under-

standing in this regard.

� The synthesis of new members of this family will provide further insight

into the role of the organic linker in these systems. Synthetic routes to new

analogues should utilise control over the pH [230], as well as post-synthetic

modification routes such as ligand exchange [235, 236]. There also exist two

more related materials, where the unidentate organic linkers 4-aminopyridine

[237] and 2,4’-bipyridine [230] are incorporated. These systems are truly
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two-dimensional as the distinct layers are not covalently bonded, and so

an in-depth exploration of the magnetic behaviour of these analogues will

provide an interesting comparison to the ones studied within this chapter to

elucidate the role of the linker.
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Chapter 6

Geometrically Frustrated

Magnetism and

Low-Dimensionality in a Hybrid

Coordination Framework,

KFe(C2O4)F

6.1 Introduction

The conception of the quantum spin liquid was originally hypothesised in the con-

text of Heisenberg spins on the triangular lattice [49]. Whilst the presence of a spin

liquid ground state in such materials with these characteristics was later shown

to be false—Heisenberg spins with purely nearest-neighbour interactions adopt a

non-collinear configuration where each is aligned at 120 degrees with respect to its

neighbour [32]—perturbations to the ideal model which cause interactions beyond

the nearest neighbour can indeed lead to the formation of spin liquid states. For

example, the family of organic salts related to κ-(BEDT-TTF)2Cu2(CN)3 contain

dimers of BEDT-TTF (bis(ethylenedithio)-tetrathiafulvalene), which each con-

tain a S = 1
2

source and form an anisotropic triangular network [238]. Members

of this family are not only quantum spin liquid candidates [63, 64], but also dis-

play superconducting behaviour under pressure [239]. Additionally, the presence

of anisotropic exchange in triangular systems can result in intriguing magnetic

ground states. For example, in the triangular material Cs2CuCl4 [240, 241] the

formation of spinons above TN in the inelastic neutron scattering spectrum was

originally proposed to be due to an underlying two-dimensional QSL state [242].

However, this was subsequently attributed to the one-dimensional chains which

characterise its crystal structure [243]. These examples, depicted in Figure 6.1,
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Figure 6.1: The key structural features of materials discussed in the text which
bear a triangular arrangement of spins, represented by dashed lines. In κ-(BEDT-
TTF)2Cu2(CN)3 [238], partially oxidised dimers of BEDT-TTF represent trian-
gular layers, which are separated by [Cu2(CN3)]

– anionic layers (not shown). In
Cs2CuCl4 [240], triangular layers form in the bc-plane, although the magnetic
ground state is described by a one-dimensional chain of Cu2+ spins along the b-
axis [243]. In Ln(HCO2)3 [244], one-dimensional behaviour (red dashed line) has
been observed along the stacking direction of the triangular planes [98]. Mean-
while, in Co3(OH)2(C4O4)2 [245] strong exchange dominates through the short
Co-O-Co pathway [246].

illustrate that a triangular arrangement of magnetic ions offers the potential for a

rich variety of unusual magnetic ground states, and that new material realisations

of such triangular and low-dimensional systems are worthwhile pursuits.

In this regard, hybrid coordination frameworks offer a great deal of versatility in

which to explore the synthesis of new magnetically frustrated systems. As was

introduced in Chapter 5, the diversity of organic linkers available to the syn-

thetic chemist offers a wealth of new potential materials with a breadth of topolo-

gies. Whilst the metal-organic frameworks explored in Chapter 5 utilised organic

parts to separate the quasi-two-dimensional layers, organic components can also
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be utilised to control the topology within the two-dimensional layers. In coordina-

tion frameworks, for example, the organic linkers are typically shorter compared

to those in metal-organic frameworks, and thus are ideal for controlling intralayer

topology and for facilitating superexchange [247]. Indeed, there are several ex-

amples of coordination frameworks that contain geometrically frustrated arrays of

magnetic ions. One example is the family of lanthanide-based Ln(HCO2)3 mate-

rials, in which the formate linkers bind the lanthanide centres into a triangular

arrangement, shown in Figure 6.1 [248]. In this case, analysis of diffuse neu-

tron scattering data indicates these materials resemble a one-dimensional chain

just above their magnetic ordering temperatures, which is thought to contribute

to their enhanced magnetocaloric properties [98]. Other examples of frustrated

coordination frameworks include kagomé structures [211, 249], three-dimensional

structures composed of frustrated subunits [250], mixed triangular-kagomé [251]

and even more elusive structure types such as star-like arrays, where a recent

example is thought to negate long-range magnetic ordering at all temperatures

[45, 252]. The resultant topology in these hybrid materials depends on several

factors, such as the metal ion used and the binding mode of the organic linker.

The latter is demonstrated by the squarate dianion, (C4O4)
2–, in the coordination

framework Co3(OH)2(C4O4)2 [245].xH2O [253]. Here, the Co2+ ions are connected

into triangular layers via one-atom (Co-O-Co) and four-atom (Co-O-C-C-O-Co)

bridges, also shown in Figure 6.1, and one-dimensional behaviour has been demon-

strated depending on the level of hydration [246].

The oxalate linker, (C2O4)
2–, is another example where the binding modes adopted

facilitate the formation of one topology over another as well as the nature of the

superexchange, and its versatility in this regard has been exploited in several ex-

amples of magnetically frustrated and low-dimensional frameworks [254–257]. For

example, a recent report presenting a hybrid material in which oxalate linkers

bind Cu2+ ions into a honeycomb arrangement shows promise as a QSL candidate

[257]. Another example is in the KTi(C2O4)2·xH2O polymorphs, the structures of

which vary from frustrated square to diamond-type structures depending on the

synthetic conditions [122]. A family of materials composed of triangular layers

of [Fe(C2O4)]∞ are also of interest, because the chosen coordination of the ox-

alate linker—either through cis or syn-anti modes, or a combination of the two—

connects the Fe2+ ions into either a distorted kagomé [123, 258–260] or a distorted

triangular structure [123, 261], as depicted in Figure 6.2. The resulting topol-

ogy is ultimately dictated by the chosen ion which separates the magnetic layers.
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(a)

(b)

Figure 6.2: (a) The distorted triangular magnetic sublattice, represented by or-
ange circles, formed from two syn-anti and one cis binding mode of the oxalate
linker, shown by grey and red circles. This type of bonding results in three dif-
ferent bond lengths within the triangles. (b) An alternative magnetic sublattice,
where the oxalate linkers bind in all syn-anti conformations, results in equilateral
triangles in a distorted kagomé array.

One particularly intriguing material in this family of oxalates is KFe(C2O4)F, in

which fluoride anions connect together distorted triangular layers of [Fe(C2O4)]∞.

The initial report of this material by Yao et al [123] presented magnetic suscep-

tibility data that demonstrate a broad maximum below 100 K, indicative of the

onset of short-range magnetic correlations. Meanwhile, a sharp upturn in the

susceptibility below 20 K indicates a transition to long-range magnetic order. It

was hypothesised that this may indicate a crossover from a one-dimensional to

a three-dimensional magnetic sublattice. As a result of this intriguing magnetic

behaviour, further investigation into the magnetic properties of this system is re-

quired to determine the relationship between the crystal structure of KFe(C2O4)F

and the magnetic features previously observed. This chapter reports a compre-

hensive neutron powder diffraction (NPD) study to understand the nature of the
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magnetic ground state in KFe(C2O4)F, which is supported by additional muon

spectroscopy data. This work is published in Inorganic Chemistry [262].

6.2 Experimental Methods

6.2.1 Synthesis

The sample of KFe(C2O4)F characterised throughout this chapter was prepared by

Dr Wenjiao Yao in the School of Chemistry at the University of St Andrews via

a hydrothermal method [123]. Commercially sourced Fe(C2O4) ·2H2O, C2H2O4,

KBF4 and K2CO3 in a 1:3:2:4 ratio were sealed in a 23 mL stainless steal Teflon-

lined autoclave. The autoclave was heated to 160 ◦C, held at this temperature for

48 hours, and then removed from the oven to allow to cool to room temperature.

The product, a 1 g yellow-orange polycrystalline sample, was collected by filtration

and washed with distilled water and acetone.

6.2.2 Neutron Powder Diffraction

Time-of-flight NPD data were collected on the same 1 g sample of KFe(C2O4)F

on the General Materials (GEM) diffractometer of the ISIS Neutron and Muon

Source. The sample was packed into a cylindrical vanadium can and cooled to 2 K

in a helium cryostat. Data were collected from 2 – 150 K at regular temperature

intervals. Rietveld refinements were conducted against data collected in all six

banks simultaneously at each temperature using the GSAS [94, 95] and FullProf

[96] packages for nuclear and magnetic structure refinements, respectively.

6.2.3 Muon Spectroscopy

Muon spin relaxation data were collected on the 1 g sample of KFe(C2O4)F on the

MuSR instrument of the ISIS Neutron and Muon Source. The powder sample was

packed to a density of 170 mg/cm2 in an aluminium sample plate, and data were

measured between 10 – 200 K in zero field and in an applied longitudinal field of

100 G. Data were analysed by Lewis Farrar in the Department of Chemistry at the

University of Liverpool in the Windows Muon Data Analysis (WiMDA) program

[263].
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6.3 Results and Discussion

6.3.1 Crystal Structure Characterisation Using Neutron

Powder Diffraction

The NPD patterns for KFe(C2O4)F collected on the GEM diffractometer at 150 K

are displayed in Figure 6.3, and a Rietveld refinement of the orthorhombic Cmc21

structural model confirms the crystal structure solved previously through single-

crystal X-ray diffraction [123]. Backgrounds for each bank were modelled using a

shifted Chebyschev function with 12 background terms. It was possible to refine

all atomic coordinates independently, and atomic displacement parameters were

refined isotropically with constraints across like-atoms. The final structural model

at 150 K is shown in Table 6.1. This crystal structure is retained down to 2 K

with an isotropic reduction in the lattice parameters and atomic displacement pa-

rameters with decreasing temperature, as presented in Figure 6.4.

The resulting crystal structure of KFe(C2O4)F is shown in Figure 6.5. From the

perspective of frustrated magnetism, the structure possesses two interesting fea-

tures. The first is the presence of laterally slanted triangles of Fe2+ ions that are

connected via cis and syn-anti bonding modes of the oxalate linker and that lay

Table 6.1: Crystal structure parameters obtained from Rietveld refinement of
the Cmc21 model to NPD data collected at 150 K. Refined lattice parameters are
a = 7.739(2) Å, b = 11.863(3) Å and c = 10.407(3) Å. The final statistical factors
are Rwp = 3.21% and χ2 = 2.480.

Atom Site x y z Uiso

Fe 8b 0.2533(2) 0.42631(7) 0.1544(2) 0.0048(2)
K1 4a 0.5 0.3326(6) 0.8691(5) 0.0139(7)
K2 4a 0.0 0.6620(5) 0.3473(6) 0.0139
O1 8b 0.2427(3) 0.5121(2) 0.4574(2) 0.0082(2)
O2 8b 0.2668(3) 0.3533(2) 0.3417(2) 0.0082
O3 8b 0.2782(3) 0.3912(2) 0.6744(2) 0.0082
O4 8b 0.2903(3) 0.2340(2) 0.5571(3) 0.0082
C1 8b 0.2557(3) 0.4077(1) 0.4449(1) 0.0055(3)
C2 8b 0.2781(3) 0.3367(2) 0.5703(2) 0.0055
F1 4a 0.0 0.4554(3) 0.1821(4) 0.0240(7)
F2 4a 0.5 0.3995(3) 0.1333(4) 0.0240
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Figure 6.3: Rietveld refinement of the Cmc21 structural model to NPD data
collected on each bank of the GEM diffractometer at 150 K. Data points are
shown in green, the fitted curves are shown in blue and Bragg peak positions are
represented by light green tick marks.

within the bc-plane. The triangular layers are stacked along the a-axis and are

perfectly eclipsed. The Fe2+ ions, which have a d6 high-spin electron configura-

tion, are octahedrally coordinated with four bonds to oxygen anions of the oxalate

linkers and two bonds to fluoride anions. The second notable structural feature,

therefore, is the quasi-one-dimensional Fe–F–Fe chains which run along the a-axis,

perpendicular to the triangular planes. Finally, K+ cations occupy positions be-

tween the triangular layers, within the same plane as the fluoride anions.
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temperature for KFe(C2O4)F, as obtained from Rietveld and Le Bail fits of the
Cmc21 structural model to data collected on GEM.

The oxalate linker adopts a planar conformation with approximate D2h symmetry

and a dihedral angle in the region of 3.2◦, as expected for bidentate coordination

in the absence of particularly large cations or bulky counterions [264]. The com-

bination of cis and syn-anti conformations results in three different Fe–Fe bond

lengths within the triangular planes: 6.680(1) Å through the Fe–O–C–C–O–Fe cis

linkage and 5.489(2) Å and 5.932(2) Å via two Fe–O–C–O–Fe syn-anti bonding

modes. The Fe2+ octahedra are slightly distorted, with four Fe–O bond lengths

ranging from 2.129 – 2.200 Å and Fe–F1 and Fe–F2 bond lengths of 1.982(2) Å

and 1.983(2) Å, respectively, and bond angles within the octahedra ranging from

75.6◦ – 93.4◦. A consideration of Goodenough-Kanamori rules [23–25] implies

that strong antiferromagnetic exchange interactions are predicted to dominate

along the a-axis due to the Fe–F–Fe chains, which contain angles of 153.6(2)◦ for

Fe–F1–Fe and 156.1(2)◦ for Fe–F2–Fe.
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Figure 6.5: The crystal structure of KFe(C2O4)F, which contains a distorted
triangular network of Fe2+ in the bc-plane (left), whilst K+ ions occupy interlayer
positions. Meanwhile, Fe–F–Fe chains run along the a-axis (right).

It is interesting to note that the synthesis of alkali metal analogues of KFe(C2O4)F

results in significantly different structure types. For example, attempts to replace

K+ in KFe(C2O4)F with Na+ yields Na2Fe(C2O4)F2 instead, which consists of

zigzag chains of [Fe(C2O4)F2]
2– [265] rather than the triangular structure type

presented here. The identity of the bridge which binds the layers together also in-

fluences the final crystal structure. For instance, in the two-dimensional materials

Li2[Fe(C2O4)Cl2][Fe(C2O4)(H2O)2]·2H2O [123] and K2Fe(C2O4)(HPO4)(OH2)·H2O

[261], the same laterally slanted triangular layers appear, but they are staggered

because the chloride and hydrogen phosphate anions, respectively, fail to bind the

layers together. Clearly, the coordination of the fluoride anion to triangular layers

above and below in KFe(C2O4)F plays a key role in stabilising the eclipsed stacking

of the layers. Meanwhile, Na2Fe(C2O4)(SO4)·H2O was previously synthesised using

the same route as KFe(C2O4)F with the replacement of KBF4 with sulphuric acid

and K2CO3 with Na2CO3, but yields a distorted kagomé structure instead, where

each oxalate linker is bound in a syn-anti configuration [123]. In other examples of

distorted kagomé structures the oxalate linker plays the additional role of binding

the layers together via a syn-anti mode, such as in (NH4)2Fe(C2O4)2·H2O [259] and

Na2K4(Fe(C2O4)2)3·3H2O [260]. These observations demonstrate that the identity

of both the alkali metal and the bridging anion dictates the overall symmetry in

this family of oxalate materials.
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6.3.2 Observation of Magnetic Ordering Using Muon Spin

Relaxation

The initial study of KFe(C2O4)F by Yao et al [123] reported temperature-dependent

magnetic susceptibility data which could be modelled using a Curie-Weiss law

above 100 K, with a Weiss constant θ = −301(2) K, indicating dominant antifer-

romagnetic exchange interactions. The data also demonstrated a broad maximum

centred at 100 K which was successfully modelled using a one-dimensional spin

chain model with an intrachain coupling constant J = 8.46(4) K. These results

are, therefore, consistent with the observation of chains within the crystal struc-

ture of KFe(C2O4)F. Muon spectroscopy has proved to be a key experimental tool

in the study of low-dimensional magnetism [266], and is an excellent probe for the

presence of any remaining dynamics which may persist in such low-dimensional

systems.

The muon decay asymmetry measured in zero field (ZF) at 200 K is shown in

Figure 6.6, where the relaxation observed is characteristic of muon depolarisation

due to the nuclear magnetic moments of nuclei within the crystal structure of

KFe(C2O4)F. Intriguingly, there are no features indicative of muon entanglement,

which might be expected due to the presence of fluoride anions in the system.

This suggests that the muon comes to rest at a position away from the F− sites
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Figure 6.6: The muon decay asymmetry measured in zero field for KFe(C2O4)F
at 200 K and 1.5 K.
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Figure 6.7: (a) The muon decay asymmetry measured for KFe(C2O4)F in a
longitudinal field of 100 G between 2 – 200 K. Solid lines are fits of Equation 6.1
to the data. (b) The fitted muon spin relaxation rate, λ (left), and stretching
component, α (right), as a function of temperature. The dashed line represents
TN.

between the layers. It can be inferred from this that the muon stopping sites are

likely near the oxalate linkers, within the triangular planes, and should, therefore,

provide an excellent probe for the magnetism within KFe(C2O4)F. Upon cooling

to 1.5 K, a loss of the initial asymmetry indicates a fast depolarisation of the

muon spin as internal magnetic fields develop. The characteristic one-third tail

commonly observed in polycrystalline samples in the presence of a static internal

field is absent here, although the lack of a relaxing component in the tail, clearly

shown in Figure 6.6, indicates that there are no residual dynamics present at this
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temperature.

A longitudinal field (LF) of 100 G was applied to the sample and the muon decay

asymmetry was measured at regular intervals between 1.5 – 200 K, as displayed for

selected temperatures in Figure 6.7. The applied field has the effect of decoupling

the muon spin from nuclear spins, so that the muon directly probes magnetism

arising from unpaired electrons in the system. As a consequence, the increase in

the decay of the asymmetry as the temperature is lowered indicates the devel-

opment of an internal magnetic field which depolarises the muon spin. This is

particularly evident below ∼ 40 K, where the muon spin is rapidly depolarised at

a rate beyond the time resolution of the MuSR spectrometer, leading to a loss of

asymmetry at temperatures below this point. By 2 K, a recovery of the baseline to

approximately one-third of the initial asymmetry at high temperatures is further

evidence for completely static magnetic moments. To quantify these observations,

data collected in a LF were modelled using a stretched exponential,

A(t) = A0 exp(−λt)α + AB. (6.1)

Here, A0 represents the initial asymmetry, and was fixed at the high temperature

fitted value to account for the loss of asymmetry at lower temperatures. AB is

a background term accounting for muons stopping in the sample environment,

whilst λ is the muon spin relaxation rate and α is a stretching component. The

fitted values of λ and α are shown in Figure 6.7. Above 100 K, the data can be

modelled by a simple exponential where α ≈ 1, which is typical of muon spin

relaxation caused by electrons in a paramagnetic regime. However, as the sample

is cooled below 100 K, α tends towards ∼ 1
3
, which suggests that a more complex

distribution of internal fields develops at these low temperatures. Meanwhile, the

muon relaxation rate, λ, rapidly increases below ∼ 20 K. Taken together with the

previously reported magnetometry results, in which an upturn in the magnetic

susceptibility was observed at the same temperature, it can be concluded that

KFe(C2O4)F undergoes a transition to long-range magnetic order at TN ≈ 20 K.

6.3.3 Magnetic Structure Determination Using Neutron

Powder Diffraction

A key question that Yao et al discussed in their initial report of KFe(C2O4)F

is whether the one-dimensional behaviour they observed in magnetic suscepti-

bility measurements stems from the Fe–F–Fe chains within its crystal structure
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Figure 6.8: The evolution of (111) and (110) magnetic Bragg peaks in NPD data
collected for KFe(C2O4)F below 20 K. The temperature variation of the refined
magnetic moment of Fe2+ in KFe(C2O4)F is shown in the inset. The dashed line is
a guide to the eye to demonstrate the critical behaviour of the magnetic moment,
represented by Equation 6.2.

or, alternatively, from a more complex exchange pathway within the triangular

layers. In order to address this and understand the nature of the magnetic or-

dering in KFe(C2O4)F, NPD data was collected below 20 K. Upon cooling below

this temperature, additional magnetic scattering was observed in reflection posi-

tions of allowed nuclear Bragg peaks of the Cmc21 space group, which indicates

a magnetic propagation vector k = (0, 0, 0). The evolution of the (111) and (110)

magnetic Bragg peaks are shown in Figure 6.8. Using k = (0, 0, 0) and the nu-

clear space group Cmc21, a set of possible magnetic space groups was determined

using the BasIreps and ISODISTORT [267] programmes. There are four possible

symmetry-allowed irreducible representations from this search (mΓ1, mΓ2, mΓ3,

mΓ4 in Miller-Love notation [268]), which correspond to Cmc21, Cm′c′21, Cmc′2′1

and Cm′c2′1 magnetic space groups.

Magnetic structure refinements were implemented by fixing the scale factor and
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Figure 6.10: The magnetic structure of KFe(C2O4)F at 1.5 K, which belongs to
the Cmc′2′1 magnetic space group. The structure is formed from antiferromag-
netically coupled chains which run along the a-axis and are mediated by fluoride
anions (green spheres). The chains are packed onto the distorted triangular layers
in the bc-plane.

profile parameters from a refinement of the Cmc21 structural model at 20 K. The

lattice parameters were then allowed to refine at 1.5 K, along with the magnetic

moments along each crystallographic axis for each of the proposed magnetic space

groups in turn. A comparison of each of these fits to the magnetic (111) Bragg

peak is given in Figure 6.9. Here, it is clear that Cmc′2′1 is the most appropriate

model to describe the magnetic scattering, and a fit of this to the full diffraction

pattern collected at 1.5 K in Bank 3, where the magnetic scattering is most evi-

dent, is also shown in Figure 6.9. In the final fitted model, the magnetic moments

along the b- and c-axes were refined, yielding my = 3.41(4) µB and mz = 1.02(8)

µB, respectively. The fit was not significantly improved with the inclusion of re-

finement of the moment along the a-axis (χ2 = 3.22 vs χ2 = 3.28), and resulted in

unstable refinements for temperatures larger than 16 K. Therefore, this component

was fixed to zero for all subsequent refinements. The total moment magnitude at

1.5 K is 3.56(4) µB, which is comparable to the saturisation magnetisation, µsat,

expected for Fe2+. The temperature dependence of the refined total magnetic

moment is shown in Figure 6.8. A critical law, given by,

µ(T ) = µ0[1− (T/TN)]β, (6.2)

can be used to model this temperature dependence. Given that there are so few

data points around the suspected ordering temperature, this fit provides an esti-

mate of TN ≈ 18.5 K and β ≈ 0.3, which is typical of three-dimensional ordering

[15].
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Figure 6.11: The isothermal magnetisation of KFe(C2O4)F measured at 300 K
and 2 K. At 2 K, no significant hysteresis is observed, indicating antiferromagnetic
ordering.

The resulting magnetic structure at 1.5 K consists of antiferromagnetically coupled

Fe2+ ions that run along the a-axis, shown in Figure 6.10(a), and that are packed

onto the triangular layers that form in the bc-plane. The magnetic moments point

predominantly towards the b-axis, with a small antiferromagnetic canting towards

c, as depicted in Figure 6.10(b). This structure is consistent with isothermal

magnetisation data at 2 K, which do not provide evidence for any significant hys-

teresis, and instead give a response typical of three-dimensional antiferromagnetic

ordering, as shown in Figure 6.11. The magnetic structure depicted in Figure 6.10

is also consistent with the presence of one-dimensional antiferromagnetic chains,

which were predicted through the spin chain modelling of magnetic susceptibility

data [123]. This dominant antiferromagnetic interaction is likely mediated through

Fe–F–Fe superexchange.
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6.4 Conclusions

The crystal and magnetic structures of an oxalate fluoride framework, KFe(C2O4)F,

have been determined via a comprehensive NPD study. As previously reported,

the crystal structure is described by the Cmc21 space group and is composed of

Fe–F–Fe chains which run along the a-axis, perpendicular to distorted triangu-

lar planes which lay in the bc-plane. Further key findings are summarised below,

alongside the directions which future studies should take:

� Consistent with previous magnetometry measurements, KFe(C2O4)F un-

dergoes a transition to long-range three-dimensional magnetic ordering at

TN ≈ 18.5 K, as confirmed by muon spin relaxation and temperature-

dependent NPD measurements. The magnetic structure belongs to the

Cmc′2′1 magnetic space group, and has the prominent feature of antiferro-

magnetic chains of Fe–F–Fe running along the a-axis, presumably mediated

by exchange through the fluoride anions.

� The findings within this work confirm the presence of quasi-one-dimensional

behaviour within KFe(C2O4)F. This observation in triangular magnets is

common [98, 243, 246], and raises the question of whether the low magnetic

ordering temperature in KFe(C2O4)F in comparison to its calculated Weiss

temperature is a result of the geometric frustration stemming from triangu-

lar layers, or simply due to the low-dimensional features within its crystal

structure.

� Calculation of the various nearest-neighbour exchange couplings along with

inelastic neutron scattering to determine the spin Hamiltonian will be a cru-

cial future study to investigate the interplay between these two contributions

in KFe(C2O4)F further.

� Future synthetic routes to related members of this oxalate family could in-

clude the incorporation of organics with longer alkyl chains, which would

have the effect of increasing the size of the triangular layers and consequently

separating the one-dimensional chains. On the other hand, the synthesis of

analogues with larger separating halide ions, perhaps under different syn-

thetic conditions, may assist in increasing the frustration within the trian-

gular layers.

Aside from the structural interest in KFe(C2O4)F from a frustrated magnetism per-

spective, this coordination framework, along with several analogues utilising dif-
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ferent separating counterions and alkali metals [260, 269], are promising in terms

of their potential electrochemical properties. This is due to the large channels

within the structure through which alkali metals may diffuse, combined with the

variable oxidation state of Fe. Indeed, KFe(C2O4)F has already proven to be a

promising cathode material in potassium-ion batteries [270], along with the com-

positionally similar (although structurally rather different) Na2Fe(C2O4)F2 [265]

and Li2Fe(C2O4)2 [271] in sodium- and lithium-ion batteries, respectively.
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Chapter 7

Summary and Outlook

This thesis has explored the structural and magnetic properties of several systems

that contain a frustrated arrangement of magnetic ions. In each chapter a compre-

hensive outlook has already been provided, and the most important conclusions

from each study are summarised below:

� Barlowite, Cu4(OH)6FBr, and its halide analogues: In Chapter 3,

the unusual structural distortion in a family of kagomé antiferromagnets—

where a Jahn-Teller distorted interlayer Cu2+ ion orders to varying extents

at low temperature across the series—was shown to be closely linked to their

magnetically ordered states and the levels of disorder that they display. In

turn, it was also hypothesised that the synthetic route is anticipated to

give rise to varying levels of sample defects, and therefore goes some way to

explaining the variation in the reported crystal structures of barlowite across

different research groups [119, 150, 151]. This is a theme that is resonated in

the study of similar copper hydroxide minerals [100], and indeed, in all Cu2+

systems Jahn-Teller distortion is likely to play a role in the deviation from the

ideal kagomé structure. Even so, the work contained herein has advanced

our understanding of the structural and magnetic behaviour in barlowite,

and lays the groundwork for future local structure studies on barlowite and

related Cu-based minerals.

� Zn-barlowite, ZnxCu4−x(OH)6FBr: The Zn-barlowite series, where the

aforementioned interlayer Cu2+ is replaced by diamagnetic Zn2+, was ex-

plored in Chapter 4 via muon spectroscopy, which has provided insight into

the dynamics that emerge through ion substitution. Importantly, members

of this series with x > 0.66 show evidence for persistent dynamics at 50 mK,

which points towards a quantum spin liquid state in these samples. This is

the first step towards confirming that the early DFT calculations which pre-

dicted this behaviour are reasonable, and that the quest for realising a QSL

state in Zn-barlowite with reduced disorder is a rational one [162, 163]. Cer-
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tainly, it will be interesting to uncover the effects of ion substitution on the

dynamic behaviour in the halide analogues of barlowite. Furthermore, this

chapter demonstrated how the use of complementary DFT muon-site calcu-

lations can aid in the interpretation of complex muon data, and that this is

an approach that should be routinely adopted to support claims stemming

from muon spectroscopy experiments.

� Cu3(CO3)2(X )3·2ClO4, X = bpe, bpy, azpy : The metal-organic frame-

works studied in Chapter 5 demonstrate the diversity afforded by incorpo-

rating organic components into frustrated magnets. In this study, the use

of neutron powder diffraction has progressed our understanding of the na-

ture of the exchange within these kagomé MOFs, whose magnetic ground

states are characterised by antiferromagnetic exchange between the quasi-

two-dimensional layers. However, it is evident that predicting the magnetic

behaviour through organic components is not as straightforward as that in,

for example, simple oxides. Moreover, this work has demonstrated that fea-

tures such as low-dimensionality and disorder can have a profound effect

on the structural and magnetic features anticipated in many analytical pro-

cedures, and so the selection of appropriate instruments and techniques is

crucial to our understanding of the complex behaviour prominent in mag-

netic hybrid systems.

� KFe(C2O4)F: The hybrid coordination framework KFe(C2O4)F contains

distorted triangles of Fe2+ magnetic ions, but it is in fact the one-dimensional

Fe–F–Fe chains also present in the crystal structure which are likely perti-

nent to the low TN observed in this material in comparison to the scale of

its exchange interactions. This was shown in Chapter 6 through a neutron

powder diffraction study, where the resultant magnetic structure indicates

that strong antiferromagnetic exchange along these chains is likely a cru-

cial feature of the magnetic ground state of this material. In particular, this

study demonstrates that a triangular arrangement of magnetic ions is not al-

ways indicative of frustration, and other features such as low dimensionality

should be considered too.

A theme that runs throughout this thesis is that of structural disorder, which

ultimately results in deviations from the desired structure types relevant to mag-

netic frustration that were introduced in Chapter 1. For instance, in Chapter

3, both compositional and occupational disorder are present in barlowite and its

halide analogues, and this is thought to influence the ensuing structural distortion,
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which in turn impacts the observed magnetic properties in this family of materials.

Meanwhile, whilst this work and other studies suggest that site disorder is mini-

mal in Zn-barlowite, it is still ambiguous how even small amounts of Cu2+/Zn2+

disorder may affect the (disordered) magnetic ground state in this QSL candidate.

In the MOFs discussed in Chapter 5, orientational disorder of the counterions and

linkers makes gaining a full understanding of the crystal structure, and therefore

an understanding of the magnetic behaviour, difficult to elucidate. There are two

approaches towards tackling this ongoing issue. The first is through aiming to min-

imise disorder, and for this to be achieved a clear understanding of the factors that

cause this disorder must be attained. The development of methods that observe

the formation of solid state materials in situ will be an important contribution

to this issue, alongside the ability to carefully control the experimental environ-

ment, both of which will also circumvent the sample dependence issues seen across

the field. Of course, the synthesis of single crystals is also an important focus in

this regard. Even so, real materials will always contain some level of defects, and

advances in using computational methods to understand the cause and effect of

disorder is crucial. An alternative approach is to use disorder to our advantage.

The experimental methods used within this thesis are predisposed to investigate

long-range order, but there is increasingly more interest in using diffuse scattering

to detect correlated disorder, which is found to be essential for many functional

properties [272, 273]. On the other hand, there are ever more theoretical and

experimental studies that propose the possibility of a disorder-induced quantum

spin liquid state [274, 275]. Perhaps finding the “perfect” frustrated magnet is an

unrealistic goal, and aspiring to understand and harness the disorder in materials

that already exist is crucial to the future of quantum materials.
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Appendix

I Full Rietveld Analysis of GEM data for

Zn0.50Cu3.50(OH)6FBr and Zn0.15Cu3.85(OH)6FBr

Table 1 shows the structural parameters obtained from a refinement of the P63/mmc

structural model to GEM data collected for Zn0.15Cu3.85OH6FBr. The lower sym-

metry Pnma model, described in Chapter 4, gives a better fit to the data. Figures

1 – 4 show the full Rietveld analysis of data collected in all six banks of GEM for

Zn0.15Cu3.85(OH)6FBr and Zn0.5Cu3.5(OH)6FBr at 200 K and 2 K.

Table 1: Rietveld refinement structure parameters for the alternative P63/mmc
model fitted to neutron powder diffraction data collected on GEM at 200 K for
Zn0.15Cu3.85(OD)6FBr. Refined lattice parameters are a = b = 6.6740(2) Å and
c = 9.2883(3) Å. The overall Rwp = 2.73%, whilst the overall Rwp = 2.46% for a
refinement of the Pnma model, which is shown in the main text.

Atom Site x y z Occupancy Uiso (Å2)

Cu1 6g 0.5 0 0 0.991(3) 0.00384(8)
Cu2 6h 0.6284(2) 0.2569(3) 0.25 0.281(2) 0.0020(3)
Zn2 2d 0.6667 0.3333 0.25 0.156(7) 0.0020(3)
F 2b 0 0 0.75 1 0.0152(3)
Br 2c 0.6667 0.3333 0.75 1 0.0113(2)
O1 12k 0.20178(4) 0.79822(4) 0.90835(4) 1 0.0072(1)
D1 12k 0.12447(4) 0.87553(4) 0.86622(4) 0.982(1) 0.0166(1)
H1 12k 0.12447(4) 0.87553(4) 0.86622(4) 0.008(1) 0.0166(1)
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Figure 1: Neutron powder diffraction data collected at 200 K for
Zn0.50Cu3.50(OH)6FBr on the GEM diffractometer. The solid blue line shows Ri-
etveld refinements of the P63/mmc structural model to the data. The difference
curve is shown in grey, whilst reflections are shown by green tick marks. Overall
Rwp = 2.52%.
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Figure 2: Neutron powder diffraction data collected at 2 K for
Zn0.50Cu3.50(OH)6FBr on the GEM diffractometer. The solid blue line shows Ri-
etveld refinements of the P63/mmc structural model to the data. The difference
curve is shown in grey, whilst reflections are shown by green tick marks. Overall
Rwp = 2.63%.
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Figure 3: Neutron powder diffraction data collected at 200 K for
Zn0.15Cu3.85(OH)6FBr on the GEM diffractometer. The solid blue line shows Ri-
etveld refinements of the P63/mmc structural model to the data. The difference
curve is shown in grey, whilst reflections are shown by green tick marks. Overall
Rwp = 2.46%.
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Figure 4: Neutron powder diffraction data collected at 2 K for
Zn0.15Cu3.85(OH)6FBr on the GEM diffractometer. The solid blue line shows Ri-
etveld refinements of the P63/mmc structural model to the data. The difference
curve is shown in grey, whilst reflections are shown by green tick marks. Overall
Rwp = 2.30 %.
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II Alternative Zero Field µSR Model

Figure 5 shows the muon decay asymmetry measured in zero field for barlowite,

Cu4(OH)6FBr, at 20 K. Initial observation of the oscillations in the data, described

in the main text in Chapter 4, pointed towards the formation of an F–µ–F entan-

gled state which is commonly observed in fluoride containing materials. Indeed,

it is possible to model the observed oscillations by a combination of expressions

describing the formation of a muon complex involving protons (from the hydroxide

groups) and fluorine:

A(t) =
[
fFPFµF + fFPOH(t) exp

(−∆2
OHt

2

2

)
+ fBrPKB(t)

]
A exp−λt

β

+Abg, (1)

where PFµF is described by Equation 2.13, and PKB(t) is the Kubo-Toyabe function

and accounts for muons stopping near the Br− anions. Here, the Gaussian damping

accounts for the distribution of muons stopping near nuclei in a µ–OH complex. A

small dynamical relaxation is allowed through the exponential multiplying factor.

A fit of this model to ZF data collected barlowite is shown in Figure 5. However,

upon close inspection of the low-temperature crystal structure of barlowite, it is

unclear where exactly the muon could stop, especially given that the above model
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Figure 5: The time-dependent muon decay asymmetry measured in zero field at
20 K on the MuSR spectrometer for barlowite, Cu4(OH)6FBr. The solid line is an
alternative fit to the data than that presented in the main text, using Equation
1. The dashed lines represent the contributions from F–µ–F and µ–OH entangled
states, as well as a Kubo-Toyabe term which accounts for µ–Br formation.
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suggests a µ–F distance of 2.80(2) Å, which would result in a highly distorted

crystal structure. This example demonstrates the importance of performing muon-

site calculations to guide the analysis of these types of data, as was demonstrated

in Chapter 4.

III Single Crystal Structure Solution for the

Cu3(CO3)2(X )3·2ClO4 Metal-Organic Frame-

works

Structural solutions for MOF–bpe, MOF–bpy and MOF–azpy single crystal X-ray

diffraction data measured at 100 K are given in Tables 2 – 4. Data were collected

on an Agilent Supernova with an AtlasS2 CCD detector, and the structures were

solved and refined using ShelXS and ShelXL in Olex2, respectively.

Table 2: Crystal structure parameters for the P3 model of MOF–bpy from
structure solution of single crystal XRD data collected at 100 K. Refined lattice
parameters are a = b = 9.2297(2) Å and c = 13.3817(4) Å. The final R-factor =
4.58%.

Atom Site x y z Occupancy Uiso

Cu1 3d 0.1850(1) 0.3300(1) 0.47082(8) 1 0.0353(3)

Carbonate

C13 1a 0 0 0.4712(7) 1 0.032(2)

C14 1b 0.33333 0.66667 0.4711(6) 1 0.028(2)

O9 3d 0.1844(5) 0.5413(5) 0.4707(3) 1 0.0370(9)

O10 3d 0.1578(5) 0.1043(4) 0.4707(3) 1 0.0296(8)

Linker A

N1A 3d 0.171(3) 0.327(4) 0.615(3) 0.502(5) 0.030(3)

C1A 3d 0.297(2) 0.271(2) 0.274(1) 0.502 0.033(2)

H1A 3d 0.354909 0.230234 0.313256 0.502 0.040

C2A 3d 0.136(2) 0.395(2) 0.265(1) 0.502 0.034(2)

H2A 3d 0.0781 0.4435 0.2964 0.502 0.041

C3A 3d 0.304(2) 0.263(2) 0.172(8) 0.502 0.030(1)

H3A 3d 0.3666 0.2180 0.1418 0.502 0.036

C4A 3d 0.136(2) 0.389(2) 0.161(1) 0.502 0.031(1)

H4A 3d 0.0791 0.4330 0.1237 0.502 0.037

C5A 3d 0.219(2) 0.318(1) 0.112(1) 0.502 0.027(1)
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Atom Site x y z Occupancy Uiso

C6A 3d 0.228(1) 0.306(1) 0.004(1) 0.502 0.026(1)

H6A 3d 0.2879 0.2549 0.9785 0.502 0.031

C7A 3d 0.159(1) 0.360(1) 0.937(1) 0.502 0.026(1)

H7A 3d 0.1015 0.4142 0.9616 0.502 0.031

C8A 3d 0.164(2) 0.344(1) 0.829(1) 0.502 0.026(1)

C9A 3d 0.254(2) 0.282(2) 0.780(1) 0.502 0.030(1)

H9A 3d 0.3151 0.2435 0.8170 0.502 0.036

C10A 3d 0.074(1) 0.398(1) 0.769(1) 0.502 0.031(1)

H10A 3d 0.0095 0.4400 0.7989 0.502 0.037

C11A 3d 0.082(2) 0.389(2) 0.668(1) 0.502 0.034(2)

H11A 3d 0.0214 0.4273 0.6303 0.502 0.041

C12A 3d 0.254(2) 0.276(2) 0.674(1) 0.5 0.033(2)

H12A 3d 0.3169 0.2321 0.6423 0.502 0.040

N2A 3d 0.170(3) 0.327(4) 0.320(4) 0.502 0.030(3)

Linker B

N1B 3d 0.211(3) 0.337(3) 0.324(3) 0.498(5) 0.030(3)

C1B 3d 0.253(2) 0.275(2) 0.267(1) 0.498 0.034(1)

H1B 3d 0.3154 0.2323 0.3000 0.498 0.041

C2B 3d 0.080(2) 0.388(2) 0.273(1) 0.498 0.033(2)

H2B 3d 0.0189 0.4246 0.3127 0.498 0.040

C3B 3d 0.252(2) 0.282(2) 0.164(1) 0.498 0.031(1)

H3B 3d 0.3128 0.2428 0.1258 0.498 0.037

C4B 3d 0.075(2) 0.399(1) 0.172(1) 0.498 0.030(1)

H4B 3d 0.0120 0.4427 0.1417 0.498 0.036

C5B 3d 0.165(2) 0.346(1) 0.115(1) 0.498 0.027(1)

C6B 3d 0.160(1) 0.360(1) 0.004(1) 0.498 0.026(1)

H6B 3d 0.1011 0.4126 0.7873 0.498 0.031

C7B 3d 0.229(1) 0.307(1) 0.938(1) 0.498 0.026(1)

H7B 3d 0.2892 0.2560 0.9626 0.498 0.031

C8B 3d 0.221(2) 0.319(1) 0.829(1) 0.498 0.027(1)

C9B 3d 0.304(2) 0.263(2) 0.770(1) 0.498 0.031(1)

H9B 3d 0.3662 0.2176 0.7997 0.498 0.037

C10B 3d 0.136(2) 0.389(2) 0.781(1) 0.498 0.030(1)

H10B 3d 0.0794 0.4333 0.8186 0.498 0.036
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Atom Site x y z Occupancy Uiso

C11B 3d 0.136(2) 0.394(2) 0.677(1) 0.498 0.033(2)

H11B 3d 0.0782 0.4413 0.6438 0.498 0.040

C12B 3d 0.299(2) 0.272(2) 0.667(2) 0.498 0.034

H12B 3d 0.3569 0.2325 0.6287 0.498 0.041

N2B 3d 0.212(3) 0.337(4) 0.624(3) 0.498 0.030(3)

Perchlorates

Cl1 3d 0.659(3) 0.327(3) 0.975(1) 0.333 0.024(1)

O1 3d 0.541(4) 0.167(3) 0.933(2) 0.333 0.027(4)

O2 3d 0.607(3) 0.325(4) 0.078(1) 0.333 0.042(4)

O3 3d 0.663(4) 0.465(3) 0.920(2) 0.333 0.032(5)

O4 3d 0.822(4) 0.339(5) 0.975(3) 0.333 0.027(3)

Cl2 3d 0.650(4) 0.326(3) 0.471(5) 0.333 0.034(3)

O5 3d 0.822(4) 0.454(4) 0.467(3) 0.333 0.12(1)

O6 3d 0.626(4) 0.231(4) 0.560(2) 0.333 0.13(1)

O7 3d 0.620(4) 0.232(4) 0.232(4) 0.381(2) 0.13(1)

O8 3d 0.529(4) 0.403(3) 0.473(2) 0.333 0.067(7)

Table 3: Crystal structure parameters for the P3 model of MOF–azpy from
structure solution of single crystal XRD data collected at 100 K. Refined lattice
parameters are a = b = 9.2116(4) Å and 12.9467(10) Å. The final R-factor =
11.09%.

Atom Site x y z Occupancy Uiso

Cu1 3d 0.6701(3) 0.8152(4) 0.9498(2) 1 0.0561(9)

Carbonate

C1 1a 1.0 1.0 0.950(2) 1 0.037(4)

C2 1b 0.33333 0.66667 0.949(2) 1 0.049(5)

O1 3d 0.947(1) 0.104(1) 0.9492(7) 1 0.037(2)

O2 3d 0.363(2) 0.547(2) 0.9500(8) 1 0.060(3)

Linker A

N1A 3d 0.671(2) 0.7884(3) 0.795(2) 0.49(1) 0.036(4)

C3A 3d 0.609(3) 0.868(4) 0.741(2) 0.49 0.045(4)

H3A 3d 0.5573 0.9191 0.7755 0.49 0.054
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Atom Site x y z Occupancy Uiso

C4A 3d 0.741(3) 0.711(3) 0.744(2) 0.49 0.044(4)

H4A 3d 0.7850 0.6574 0.7834 0.49 0.052

C5A 3d 0.625(4) 0.875(4) 0.629(3) 0.49 0.053(1)

H5A 3d 0.5849 0.9322 0.5895 0.49 0.064

C6A 3d 0.753(3) 0.706(3) 0.639(2) 0.49 0.045(4)

H6A 3d 0.7956 0.6445 0.6074 0.49 0.054

C7A 3d 0.699(3) 0.797(3) 0.583(2) 0.49 0.038(4)

N2A 3d 0.714(3) 0.794(2) 0.476(3) 0.49 0.036(3)

N3A 3d 0.613(3) 0.816(2) 0.425(2) 0.49 0.034(3)

C8A 3d 0.645(3) 0.821(3) 0.316(3) 0.49 0.039(4)

C9A 3d 0.593(4) 0.924(4) 0.257(3) 0.49 0.051(5)

H9A 3d 0.5471 0.9816 0.2890 0.49 0.061

C10A 3d 0.707(4) 0.731(4) 0.266(2) 0.49 0.047(4)

H10A 3d 0.7458 0.6699 0.3022 0.49 0.056

C11A 3d 0.616(3) 0.928(4) 0.158(2) 0.49 0.046(4)

H11A 3d 0.5924 0.9988 0.1193 0.49 0.056

C12A 3d 0.709(3) 0.736(3) 0.159(2) 0.49 0.042(4)

H12A 3d 0.7372 0.6667 0.1228 0.49 0.050

N4A 3d 0.671(2) 0.838(3) 0.107(2) 0.49 0.032(3)

Linker B

N1B 3d 0.672(2) 0.836(3) 0.798(2) 0.51(1) 0.036(4)

C3B 3d 0.616(3) 0.929(3) 0.739(2) 0.51 0.045(4)

H3B 3d 0.5945 0.0028 0.7753 0.51 0.054

C4B 3d 0.711(3) 0.736(3) 0.738(2) 0.51 0.044(4)

H4B 3d 0.7435 0.6685 0.7720 0.51 0.052

C5B 3d 0.594(4) 0.921(4) 0.643(3) 0.51 0.053(5)

H5B 3d 0.5451 0.9771 0.6123 0.51 0.064

C6B 3d 0.705(3) 0.729(3) 0.638(2) 0.51 0.045(4)

H6B 3d 0.7389 0.6629 0.6023 0.51 0.054

C7B 3d 0.646(3) 0.823(3) 0.582(3) 0.51 0.038(4)

N2B 3d 0.613(3) 0.815(2) 0.477(2) 0.51 0.036(3)

N3B 3d 0.712(2) 0.790(2) 0.428(2) 0.51 0.034(3)

C8B 3d 0.696(3) 0.797(3) 0.316(2) 0.51 0.039(4)

C9B 3d 0.620(4) 0.872(4) 0.270(3) 0.51 0.051(5)
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Atom Site x y z Occupancy Uiso

H9B 3d 0.5769 0.9264 0.3092 0.51 0.061

C10B 3d 0.751(3) 0.705(4) 0.261(2) 0.51 0.047(4)

H10B 3d 0.7928 0.6433 0.2929 0.51 0.056

C11B 3d 0.608(3) 0.868(4) 0.159(2) 0.51 0.046(4)

H11B 3d 0.5583 0.9211 0.1250 0.51 0.056

C12B 3d 0.740(3) 0.711(3) 0.155(2) 0.51 0.042(4)

H12B 3d 0.7853 0.6586 0.1153 0.51 0.050

N4B 3d 0.670(2) 0.784(3) 0.105(2) 0.51 0.032(3)

Perchlorates

Cl1 3d 0.662(4) 0.342(4) 0.4635(8) 0.2 0.032(3)

O3 3d 0.536(6) 0.394(7) 0.440(5) 0.0.2 0.037(7)

O4 3d 0.65(1) 0.308(8) 0.577(2) 0.2 0.06(2)

O5 3d 0.828(4) 0.490(3) 0.443(2) 0.2 0.009(5)

O6 3d 0.618(5) 0.183(4) 0.412(3) 0.2 0.031(8)

Cl2 3d 0.665(5) 0.336(7) 0.429(1) 0.133 0.032(3)

O7 3d 0.542(8) 0.39(1) 0.449(5) 0.133 0.037(7)

O8 3d 0.692(9) 0.33(1) 0.317(2) 0.133 0.03(2)

O9 3d 0.601(7) 0.166(8) 0.475(6) 0.133 0.031(8)

O10 3d 0.824(5) 0.480(4) 0.009(5) 0.133 0.009(5)

Cl3 3d 0.668(3) 0.327(3) 0.937(1) 0.15 0.017(4)

O11 3d 0.638(7) 0.357(8) 0.833(3) 0.15 0.06(2)

O12 3d 0.872(4) 0.390(5) 0.939(4) 0.15 0.133(7)

O13 3d 0.607(5) 0.143(4) 0.957(3) 0.15 0.024(9)

O14 3d 0.64(1) 0.407(9) 0.020(4) 0.15 0.13(5)

Cl4 3d 0.656(3) 0.306(2) 0.960(1) 0.183 0.017(4)

O15 3d 0.842(4) 0.386(5) 0.968(4) 0.183 0.033(7)

O16 3d 0.578(8) 0.212(7) 0.056(3) 0.183 0.09(2)

O17 3d 0.591(6) 0.190(5) 0.869(3) 0.183 0.06(1)

O18 3d 0.608(6) 0.436(5) 0.941(5) 0.183 0.048(2)
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Table 4: Crystal structure parameters for the P3 model of MOF–bpe from
structure solution of single crystal XRD data collected at 100 K. Refined lattice
parameters are a = b = 9.3115(2) Å and 13.3034(3) Å. The final R-factor = 4.34$.

Atom Site x y z Occupancy Uiso

Cu1 3d 0.81879(9) 0.66941(8) 0.84723(8) 1 0.0175(3)

Carbonate

C1 1a 1.0 1.0 0.8478(6) 1 0.016(2)

C2 1b 0.66667 0.33333 0.8477(6) 1 0.018(2)

O1 3d 0.1077(4) 0.9515(5) 0.8475(3) 1 0.0167(8)

O2 3d 0.5420(5) 0.3571(1) 0.8475(3) 1 0.0227(9)

Linker A

N1 3d 0.8140(7) 0.6679(5) 0.6985(6) 1 0.024(2)

C3A 3d 0.7299(9) 0.7192(9) 0.6480(5) 1 0.0359(7)

H3A 3d 0.6458 0.7380 0.6810 0.499(6) 0.043

C4A 3d 0.9024(9) 0.6147(8) 0.6460(5) 1 0.0359(7)

H4A 3d 0.9444 0.5567 0.6805 0.499(6) 0.043

C5A 3d 0.748(2) 0.744(2) 0.5412(9) 0.499 0.038(2)

H5A 3d 0.6928 0.7890 0.5067 0.499 0.045

C6A 3d 0.935(2) 0.641(2) 0.5430(9) 0.499 0.038(2)

H6A 3d 0.0103 0.6180 0.6120 0.499 0.045

C7A 3d 0.850(2) 0.704(2) 0.488(1) 0.499 0.039(2)

C8A 3d 0.878(3) 0.731(2) 0.377(1) 0.499 0.060(3)

H8AA 3d 0.8902 0.8374 0.3603 0.499 0.072

H8AB 3d 0.9820 0.7353 0.3608 0.499 0.072

C9A 3d 0.752(3) 0.609(2) 0.316(1) 0.499 0.060(3)

H9AA 3d 0.6481 0.6006 0.3352 0.499 0.072

H9AB 3d 0.7439 0.5030 0.3314 0.499 0.072

C10A 3d 0.769(2) 0.631(2) 0.203(1) 0.499 0.039(2)

C11A 3d 0.686(2) 0.691(2) 0.147(1) 0.499 0.038(2)

H11A 3d 0.6077 0.7121 0.1756 0.499 0.045

C12A 3d 0.872(2) 0.587(2) 0.153(1) 0.499 0.038(2)

H12A 3d 0.9225 0.5389 0.1888 0.499 0.045

C13A 3d 0.7229(9) 0.7189(9) 0.0468(5) 1 0.0359(7)

H13A 3d 0.6822 0.7767 0.0110 0.499 0.043

C14A 3d 0.9019(9) 0.6135(8) 0.0490(5) 1 0.0359(7)

H14A 3d 0.9796 0.5941 0.01722 0.499 0.043
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Atom Site x y z Occupancy Uiso

N2 3d 0.8144(7) 0.6674(5) 0.9975(6) 1 0.022(2)

Linker B

H3B 3d 0.6815 0.7766 0.6835 0.501(6) 0.043

H4B 3d 0.9809 0.5961 0.6775 0.501 0.043

C5B 3d 0.687(2) 0.693(2) 0.5480(9) 0.501 0.038(2)

H5B 3d 0.6105 0.7157 0.5186 0.501 0.045

C6B 3d 0.872(2) 0.588(2) 0.542(9) 0.501 0.038(2)

H6B 3d 0.9232 0.5408 0.5059 0.501 0.045

C7B 3d 0.768(2) 0.631(2) 0.492(1) 0.501 0.039(2)

C8B 3d 0.752(3) 0.605(2) 0.380(1) 0.501 0.060(3)

H8BA 3d 0.7493 0.5022 0.3645 0.501 0.072

H8BB 3d 0.6456 0.5918 0.3594 0.501 0.072

C9B 3d 0.874(3) 0.729(2) 0.320(1) 0.501 0.060(3)

H9BA 3d 0.9793 0.7390 0.3377 0.501 0.072

H9BB 3d 0.8796 0.8330 0.3369 0.501 0.072

C10B 3d 0.851(2) 0.705(2) 0.207(1) 0.501 0.039(2)

C11B 3d 0.748(2) 0.745(2) 0.154(1) 0.501 0.038(2)

H11B 3d 0.6930 0.7897 0.1888 0.501 0.045

C12B 3d 0.934(2) 0.642(2) 0.152(1) 0.501 0.038(2)

H12B 3d 0.0093 0.6185 0.1831 0.501 0.045

H13B 3d 0.6460 0.7373 0.0133 0.501 0.043

H14B 3d 0.9432 0.5546 0.0148 0.501 0.043

Perchlorates

Cl1 3d 0.335(3) 0.665(3) 0.841(1) 0.2 0.028(2)

O3 3d 0.357(6) 0.720(4) 0.735(2) 0.2 0.059(6)

O4 3d 0.419(4) 0.573(4) 0.851(4) 0.2 0.050(2)

O5 3d 0.164(4) 0.548(4) 0.862(4) 0.2 0.046(4)

O6 3d 0.935(2) 0.641(2) 0.543(1) 0.2 0.038(2)

Cl2 3d 0.344(5) 0.669(4) 0.857(2) 0.133 0.028(2)

O7 3d 0.398(6) 0.814(5) 0.791(3) 0.133 0.048(6)

O8 3d 0.456(7) 0.605(7) 0.834(5) 0.133 0.050(4)

O9 3d 0.176(6) 0.539(6) 0.829(5) 0.133 0.046(4)

O10 3d 0.35(1) 0.711(5) 0.964(2) 0.133 0.056(8)

Cl3 3d 0.352(4) 0.564(4) 0.310(3) 0.133 0.027(3)
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Atom Site x y z Occupancy Uiso

O11 3d 0.222(5) 0.679(6) 0.293(3) 0.133 0.043(7)

O12 3d 0.502(5) 0.831(5) 0.344(4) 0.133 0.035(4)

O13 3d 0.383(4) 0.546(4) 0.310(3) 0.133 0.025(5)

O14 3d 0.302(5) 0.636(6) 0.455(2) 0.133 0.032(7)

Cl4 3d 0.365(3) 0.677(3) 0.345(1) 0.2 0.027(3)

O15 3d 0.532(3) 0.818(3) 0.348(3) 0.2 0.035(4)

O16 3d 0.307(6) 0.633(6) 0.242(1) 0.2 0.057(8)

O17 3d 0.242(5) 0.697(6) 0.400(3) 0.2 0.068(8)

O18 3d 0.378(3) 0.541(4) 0.387(2) 0.2 0.042(5)
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Russina, M.; Hutanu, V.; Gegenwart, P. Realization of the kagome spin ice

state in a frustrated intermetallic compound. Science 2020, 367, 1218–1223.

[39] Mydosh, J. Disordered magnetism and spin glasses. Journal of Magnetism

and Magnetic Materials 1996, 157-158, 606–610.

[40] Lundgren, L.; Svedlindh, P.; Nordblad, P.; Beckman, O. Dynamics of the

Relaxation-Time Spectrum in a CuMn Spin-Glass. Physical Review Letters

1983, 51, 911–914.

[41] Sherrington, D.; Kirkpatrick, S. Solvable Model of a Spin-Glass. Physical

Review Letters 1975, 35, 1792–1796.

[42] Ma, Z. et al. Spin-Glass Ground State in a Triangular-Lattice Compound

YbZnGaO4. Physical Review Letters 2018, 120, 087201.

[43] Booth, C. H.; Gardner, J. S.; Kwei, G. H.; Heffner, R. H.; Bridges, F.;

Subramanian, M. A. Local lattice disorder in the geometrically frustrated

spin-glass pyrochlore Y2Mo2O7. Physical Review B 2000, 62, R755–R758.

[44] Fujihala, M. et al. Gapless spin liquid in a square-kagome lattice antiferro-

magnet. Nature Communications 2020, 11, 1–7.

[45] Sorolla, M.; Wang, X.; Koo, H.-J.; Whangbo, M.-H.; Jacobson, A. J. Syn-

thesis of the Elusive S = 1
2

Star Structure: A Possible Quantum Spin Liquid

Candidate. J. Am. Chem. Soc 2020, 13, 5013–5016.

[46] Perez, J. V.; Sorolla, M.; Wang, X.; Jacobson, A. J. “Stagomé” Lattice: The
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magnet, herbertsmithite, ZnCu3(OH)6Cl2. Journal of the American Chemi-

cal Society 2010, 132, 16185–16190.

[72] Zhu, Z.; Maksimov, P. A.; White, S. R.; Chernyshev, A. L. Disorder-Induced

Mimicry of a Spin Liquid in YbMgGaO4. Phys. Rev. Lett. 2017, 157201.

[73] Thorarinsdottir, A. E.; Harris, T. D. Metal–Organic Framework Magnets.

Chemical Reviews 2020, 120, 8716–8789.

[74] Saines, P. J.; Bristowe, N. C. Probing magnetic interactions in metal–organic

frameworks and coordination polymers microscopically. Dalton Transactions

2018, 47, 13257–13280.

[75] Paddison, J. A. M.; Jacobsen, H.; Petrenko, O. A.; Fernandez-Diaz, M. T.;

Deen, P. P.; Goodwin, A. L. Hidden order in spin-liquid Gd3Ga5O12. Science

2015, 350, 179–181.

[76] Wen, J.; Yu, S.-L.; Li, S.; Yu, W.; Li, J.-X. Experimental identification of

quantum spin liquids. npj Quantum Materials 2019, 4, 12.

[77] Rabenau, A. The Role of Hydrothermal Synthesis in Preparative Chemistry.

Angewandte Chemie International Edition in English 1985, 24, 1026–1040.

[78] Feng, S.; Xu, R. New Materials in Hydrothermal Synthesis. Accounts of

Chemical Research 2001, 34, 239–247.

[79] Lackner, K. S. Carbonate Chemistry for Sequestering Fossil Carbon. Annual

Review of Energy and the Environment 2002, 27, 193–232.

[80] Einstein, F. W. B.; Willis, A. C. Crystal and Molecular Structure of

p-Carbonato-di-p-chloro-tetrakis(bis(3-aminopropyl)amine) tetracopper (II)

Chloride Hydrate. Inorganic Chemistry 1981, 20, 609–614.
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[120] Gamsjäger, E.; Wiessner, M. Low temperature heat capacities and thermo-

dynamic functions described by Debye–Einstein integrals. Monatshefte für

Chemie 2018, 149, 357–368.

[121] Scheie, A.; Ross, K.; Stavropoulos, P. P.; Seibel, E.; Rodriguez-Rivera, J. A.;

Tang, J. A.; Li, Y.; Kee, H.-Y.; Cava, R. J.; Broholm, C. Counterrotating

magnetic order in the honeycomb layers of NaNi2BiO6−δ. Physical Review B

2019, 100, 214421.

[122] Abdeldaim, A. H.; Li, T.; Farrar, L.; Tsirlin, A. A.; Yao, W.; Gibbs, A. S.;

Manuel, P.; Lightfoot, P.; Nilsen, G. J.; Clark, L. Realizing square and

diamond lattice S = 1
2

Heisenberg antiferromagnet models in the α and β

phases of the coordination framework, KTi(C2O4)2·xH2O. Physical Review

Materials 2020, 4, 104414.

[123] Yao, W.; Clark, L.; Xia, M.; Li, T.; Lee, S. L.; Lightfoot, P. Diverse Fam-

ily of Layered Frustrated Magnets with Tailorable Interlayer Interactions.

Chemistry of Materials 2017, 29, 6616–6620.

[124] Blundell, S. J.; Lancaster, T.; Pratt, F. L.; Baker, P. J.; Brooks, M. L.;

Baines, C.; Manson, J. L.; Landee, C. P. µ+SR as a probe of anisotropy in

low-dimensional molecular magnets. Journal of Physics and Chemistry of

Solids 2007, 68, 2039–2043.

210



[125] Ramirez, A. P. Quantum spin liquids: A flood or a trickle? Nature Physics

2008, 4, 442–443.

[126] Blundell, S. J. Spin-polarized muons in condensed matter physics. Contem-

porary Physics 1999, 40, 175.

[127] Carretta, P.; Keren, A. Introduction to Frustrated Magnetism; Springer:

Berlin, Germany, 2011; Chapter 4.

[128] Zheng, X. G.; Kubozono, H.; Nishiyama, K.; Higemoto, W.; Kawae, T.;

Koda, A.; Xu, C. N. Coexistence of Long-Range Order and Spin Fluctuation

in Geometrically Frustrated Clinoatacamite Cu2Cl(OH)3. Physical Review

Letters 2005, 95, 057201.

[129] Berlie, A. Muon Instrumentation (International Advanced School in Muon

Spectroscopy, ISIS Neutron and Muon Source); 2019.

[130] Bert, F. Local probes of magnetism, NMR and µSR: A short introduction.

Collection SFN 2014, 13, 03001.

[131] King, P. J. C.; De Renzi, R.; Cottrell, S. P.; Watts, I. D.; Carling, S. G.;

Day, P.; Visser, D. Muon spin relaxation studies of magnetic order-

ing in the molecular-based ferrimagnets PPh4MnIIFeIII(C2O4)3 and (n-

C4H9)4NFeIIFeIII(C2O4)3. J. Phys.: Condens. Matter 2001, 13, 2225–2233.

[132] Hayano, R. S.; Uemura, Y. J.; Imazato, J.; Nishida, N.; Yamazaki, T.;

Kubo, R. Zero-and low-field spin relaxation studied by positive muons. Phys-

ical Review B 1979, 20, 850–859.

[133] Brewer, J. H.; Kreitzman, S. R.; Noakes, D. R.; Ansaldo, E. J.; Harsh-

man, D. R.; Keitel, R. Observation of muon-fluorine “hydrogen bonding” in

ionic crystals. Physical Review B 1986, 33, 7813.

[134] Mendels, P.; Bert, F.; De Vries, M. A.; Olariu, A.; Harrison, A.; Duc, F.;

Trombe, J. C.; Lord, J. S.; Amato, A.; Baines, C. Quantum Magnetism

in the Paratacamite Family: Towards an Ideal Kagomé Lattice. Physical
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kagomé antiferro-

magnets. npj Quantum Materials 2020, 5 .

[186] Arnold, O. et al. Mantid—Data analysis and visualization package for neu-

tron scattering and µSR experiments. Nuclear Instruments and Methods in

Physics Research A 2014, 764, 156–166.

216



[187] Huddart, B. M. https://gitlab.com/BenHuddart/mufinder/ ; 2020.

[188] Clark, S. J.; Segall, M. D.; Pickard Ii, C. J.; Hasnip, P. J.; Probert, M.

I. J.; Refson, K.; Payne, M. C. First principles methods using CASTEP.

Zeitschrift für Kristallographie 2005, 220, 567–570.

[189] Monkhorst, H. J.; Pack, J. D. Special points for Brillouin-zone integrations.

Physical Review B 1976, 13, 5188–5192.

[190] Sears, V. F. Neutron scattering lengths and cross sections. Neutron News

1992, 3, 26–37.

[191] F̊ak, B.; Kermarrec, E.; Messio, L.; Bernu, B.; Lhuillier, C.; Bert, F.;

Mendels, P.; Koteswararao, B.; Bouquet, F.; Ollivier, J.; Hillier, A. D.;

Amato, A.; Colman, R. H.; Wills, A. S. Kapellasite: A Kagome Quantum

Spin Liquid with Competing Interactions. Physical Review Letters 2012,

109, 037208.
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