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Abstract

Scientific data analyses often combine several computational tools in
automated pipelines, or workflows. Thousands of such workflows
have been used in the life sciences, though their composition has
remained a cumbersome manual process due to a lack of standards
for annotation, assembly, and implementation. Recent technological
advances have returned the long-standing vision of automated
workflow composition into focus.

This article summarizes a recent Lorentz Center workshop dedicated
to automated composition of workflows in the life sciences. We survey
previous initiatives to automate the composition process, and discuss
the current state of the art and future perspectives. We start by
drawing the “big picture” of the scientific workflow development life
cycle, before surveying and discussing current methods, technologies
and practices for semantic domain modelling, automation in workflow
development, and workflow assessment. Finally, we derive a roadmap
of individual and community-based actions to work toward the vision
of automated workflow development in the forthcoming years.

A central outcome of the workshop is a general description of the
workflow life cycle in six stages: 1) scientific question or hypothesis, 2)
conceptual workflow, 3) abstract workflow, 4) concrete workflow, 5)
production workflow, and 6) scientific results. The transitions between
stages are facilitated by diverse tools and methods, usually
incorporating domain knowledge in some form. Formal semantic
domain modelling is hard and often a bottleneck for the application of
semantic technologies. However, life science communities have made
considerable progress here in recent years and are continuously
improving, renewing interest in the application of semantic
technologies for workflow exploration, composition and instantiation.
Combined with systematic benchmarking with reference data and
large-scale deployment of production-stage workflows, such
technologies enable a more systematic process of workflow
development than we know today. We believe that this can lead to
more robust, reusable, and sustainable workflows in the future.

Keywords

scientific workflows, computational pipelines, automated workflow
composition, semantic domain modelling, workflow benchmarking,
bioinformatics, life sciences

This article is included in the Galaxy gateway.

1 2
version 1 v v
07 Sep 2021 view view
1. Pinar Alper "=, University of Luxembourg,

Belvaux, Luxembourg

2. Rafael Ferreira da Silva ', University of

Southern California, Marina del Rey, USA

Any reports and responses or comments on the

article can be found at the end of the article.

Page 2 of 28


https://f1000research.com/gateways/galaxy
https://f1000research.com/gateways/galaxy
https://f1000research.com/articles/10-897/v1
https://f1000research.com/articles/10-897/v1#referee-response-94267
https://f1000research.com/articles/10-897/v1#referee-response-96797
https://orcid.org/0000-0002-2224-0780
https://orcid.org/0000-0002-1720-0928

E1O0O0OResearch F1000Research 2021, 10:897 Last updated: 10 FEB 2022

Corresponding authors: Anna-Lena Lamprecht (a.l.lamprecht@uu.nl), Magnus Palmblad (n.m.palmblad@lumc.nl), Jon Ison (
jon.c.ison@gmail.com), Veit Schwammle (veits@bmb.sdu.dk)

Author roles: Lamprecht AL: Conceptualization, Investigation, Methodology, Project Administration, Resources, Visualization, Writing -
Original Draft Preparation, Writing - Review & Editing; Palmblad M: Conceptualization, Funding Acquisition, Investigation, Methodology,
Project Administration, Resources, Visualization, Writing - Original Draft Preparation, Writing - Review & Editing; Ison J:
Conceptualization, Investigation, Methodology, Project Administration, Resources, Software, Writing - Original Draft Preparation,
Writing - Review & Editing; Schwammle V: Conceptualization, Investigation, Methodology, Project Administration, Resources, Validation,
Writing - Original Draft Preparation, Writing - Review & Editing; Al Manir MS: Investigation, Resources, Writing - Review & Editing;
Altintas I: Investigation, Resources, Writing - Review & Editing; Baker CJO: Investigation, Resources, Writing - Review & Editing; Ben
Hadj Amor A: Investigation, Resources, Writing - Review & Editing; Capella-Gutierrez S: Investigation, Resources, Writing - Review &
Editing; Charonyktakis P: Investigation, Resources, Writing - Review & Editing; Crusoe MR: Investigation, Resources, Writing - Review &
Editing; Gil Y: Investigation, Resources, Writing - Review & Editing; Goble C: Investigation, Resources, Writing - Review & Editing; Griffin
TJ: Investigation, Resources, Writing - Review & Editing; Groth P: Investigation, Resources, Writing - Review & Editing; Ienasescu H:
Investigation, Resources, Writing - Review & Editing; Jagtap P: Investigation, Resources, Writing - Review & Editing; Kalas M:
Investigation, Resources, Writing - Review & Editing; Kasalica V: Investigation, Resources, Writing - Review & Editing; Khanteymoori A:
Investigation, Resources, Writing - Review & Editing; Kuhn T: Investigation, Resources, Writing - Review & Editing; Mei H: Investigation,
Resources, Writing - Review & Editing; Ménager H: Investigation, Resources, Writing - Review & Editing; Mdller S: Investigation,
Resources, Writing - Review & Editing; Richardson RA: Investigation, Resources, Writing - Review & Editing; Robert V: Investigation,
Resources, Writing - Review & Editing; Soiland-Reyes S: Investigation, Resources, Writing - Review & Editing; Stevens R: Investigation,
Resources, Writing - Review & Editing; Szaniszlo S: Investigation, Resources, Writing - Review & Editing; Verberne S: Investigation,
Resources, Writing - Review & Editing; Verhoeven A: Investigation, Resources, Writing - Review & Editing; Wolstencroft K:
Investigation, Resources, Writing - Review & Editing

Competing interests: No competing interests were disclosed.

Grant information: Stian Soiland-Reyes was supported by BioExcel-2 Centre of Excellence, funded by European Commission Horizon
2020 programme under European Commission contract H2020-INFRAEDI-02-2018 823830. Carole Goble was supported by EOSC-Life,
funded by European Commission Horizon 2020 programme under grant agreement H2020-INFRAEOSC-2018-2 824087. We gratefully
acknowledge the financial support from the Lorentz Center, ELIXIR, and the Leiden University Medical Center (LUMC) that made the
workshop possible.

The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.

Copyright: © 2021 Lamprecht AL et al. This is an open access article distributed under the terms of the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

How to cite this article: Lamprecht AL, Palmblad M, Ison ] et al. Perspectives on automated composition of workflows in the life
sciences [version 1; peer review: 2 approved] F1000Research 2021, 10:897 https://doi.org/10.12688/f1000research.54159.1

First published: 07 Sep 2021, 10:897 https://doi.org/10.12688/f1000research.54159.1

Page 3 of 28


mailto:a.l.lamprecht@uu.nl
mailto:n.m.palmblad@lumc.nl
mailto:jon.c.ison@gmail.com
mailto:veits@bmb.sdu.dk
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.12688/f1000research.54159.1
https://doi.org/10.12688/f1000research.54159.1

F1000Research 2021, 10:897 Last updated: 10 FEB 2022

Introduction

Computational pipelines, commonly referred to as scientific workflows*, play a key role in modern life science
research.' ™ Analyses must be tailored to highly complex biological data by successive application of different algorithms
and routines to maximize biological insight. Hence, scientists regularly use sophisticated workflows, composed from
several software tools and data resources, for tailored data analysis processes. The highly dynamic eScience software
ecosystem, which continuously sees new tools emerging, new reference data being provided and computational
infrastructure improving, provides the basis for new and innovative workflows. Once developed, workflows are rarely
considered stable, but are regularly adapted and reimplemented to meet the latest state of the art.

For more than two decades, dedicated scientific workflow management systems”™ have been developed to support
researchers at the different stages of the workflow development life cycle.'” There is a flourishing ecosystem around
these systems, including software-oriented ontologies,'' ™' tool registries with rich metadata and functional annota-
tions,'>'’~'? containerization technologies,””>' workflow management and execution frameworks, >~ workflow
repositories,”*>” workflow exchange formats,”” and more.”' Importantly, with the use of workflows in large scale data
science and machine learning systems”~—° there has been a large increase in the interest in composing and executing
workflows at scale.”” These developments bring the long-standing vision of automated workflow composition™ - the use
of algorithms to perform the often tedious, time-consuming, limited and error-prone workflow development process -

within reach.

To biologists there is a latent fear to have chosen the wrong computational paths for the analysis of their data, which could
cause problems during the peer review, and in the worst case misdirect the data interpretation and invalidate downstream
experiments. While human expert knowledge is an indispensable factor for validating and curating computational
workflows, their automated assembly can significantly reduce the effort of getting from novel ideas to production and
mainstream application, and at the same time help to increase scientific quality, reliability, and robustness. In fact,
benefits of (partially) automated workflow development are manifold and include:

e Minimal technicalities in software composition. Manual workflow construction can be a tedious process. It
requires the workflow developer to get familiar with the individual tools, sort out the compatibility of their input/
output data formats, and connect them correctly to perform the intended process. An automated composer would
not only save valuable research time, but also reduce errors.

e Exhaustive exploration of data-analytical possibilities. Given the abundance of bioinformatics tools available
today, it is impossible for a human to consider all possible combinations that could be relevant for their problem.
Indeed, scientists often resort to the tools and workflows with which they are familiar, at the risk of missing
better suited or more effective pipelines for their problem. Assisted or even automated workflow composition
would systematically and comprehensively explore the workflows that are possible with the available tools,
and could also rank the possible workflows based on specific user requirements, such as runtime, compute
requirements, underlying database usage, etc. This would enable new scientific findings by discovering well or
better performing workflows that researchers would not have thought of themselves.

* Generating ensembles of workflows. When using workflows to test biological hypotheses, automated workflow
composition enables us to generate ensembles of orthogonal workflows combining different tools and services
seizing on different aspects of the data (for example, algorithms that concentrate on different subsets of the raw
data). This idea has been proposed by Gil ef al.’ and is not epistemologically novel. As Hempel summarized
over half a century ago, “The confirmation of a hypothesis depends not only on the quantity of the favorable
evidence available, but also on its variety: the greater the variety, the stronger the resulting support”.*’ As a single,
linear, workflow is typically unable to collect all available evidence and parallelization is not always an option,
workflow ensembles can provide additional confidence in rejecting null hypotheses.

*  Repairing workflows by tool substitution. Within a strictly and semantically well-defined context, alternative,
semantically equivalent tools or services may be fully automatically substituted when the default is deprecated
or unavailable. In a less well-defined setting, the workflow developer might still be semantically guided
towards possible alternatives and receive suggestions for sensible replacement tools. Ideally, the resulting
workflows would also be tested automatically, to check if they produce the same or similar output as the old

“We use the terms “pipeline” and “workflow” interchangeably here. Another common, more differentiating view is that pipelines are purely
computational and as such a subset of the more general notion of workflows, which can also involve a human element.
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workflow on available benchmarking data. Workflows that can be automatically repaired in this way are
inherently more robust and viable.

e Optimizing workflow output. Workflow topology, components as well as parameters can be optimized in
an integrated workflow composition and benchmarking framework. This can be used, for example, to maximize
output, e.g. identified proteins in a proteomics experiment, or minimize some computational resource,
e.g. memory or CPU time. Specific properties of a data set might influence such optimization adapting the
methods not only to the data type but also the data itself.

*  Ensuring the methodological quality of workflows. Automated composition can ensure that data is correctly used
within components (e.g. training and test data are properly used in machine learning). Likewise, it can prevent
errors in parameter setting as well as combinations of components.

In this article we report on the state of the art of automated workflow development in the life sciences, discuss current and
future challenges and develop perspectives for the coming years. The report is based on discussions during a Lorentz
Center workshop (held at the Lorentz Center in Leiden, Netherlands, from 9-13 March 2020) dedicated to this topic“
(workshop program available in Extended data' "), with the authors as participants. In the section Workflow life cycle we
outline a “big picture” of the scientific workflow development life cycle, before surveying and discussing current
methods, technologies and practices for semantic domain modelling (section Semantic domain modelling), automation in
workflow development (section Automation in workflow development), and workflow assessment (section Workflow
assessment). In the Roadmap section, we derive a roadmap of individual and community-based actions to work toward
the vision of automated workflow development in the forthcoming years. Finally, the Conclusion section wraps up the
discussion.

Workflow life cycle

The development of scientific workflows is an involved, multistep, and often iterative process. The schematic process in
Figure 1 captures the “big picture” that emerged from the discussions at the Lorentz Center workshop. It extends earlier
descriptions of the scientific workflow life cycle,””~** and will provide guidance for the discussion of automation
approaches in the remainder of this article. The life cycle distinguishes six principal stages:

Domain
Knowledge
Literature, data, domain
ontologies, tool
registries, workflow

workflow workflow
user developer
(biologist) (bioinformatician)
|
|
Question/ Research question to be answered or Exploration Investigation of applicable data analysis
Hypothesis | hypothesis to be checked by the workflow. methods and processes.
Conceptual = Methodical sketch of the workflow, similar to Composition Putting together tools to implement a
Workflow a concept map. particular data analysis process.
Abstract Workflow template, defines sequences of Instantiation Creation of an executable workflow
Workflow tools, but not fully configured/executable. instance, incl parameter configuration.
Concrete Implemented workflow, parameters set, fully Benchmarking = Technical and/or scientific evaluation
Workflow configured, readily executable. through execution with reference data.
Production | Benchmarked workflow, deployed and ready Execution Application to actual data, relevant to the
Workflow for reuse. research question/hypothesis.
Scientific Outcome of workflow execution with data Interpretation Analysis and discussion of obtained
Results relevant to the question/hypothesis. results wrt the initial question/hypothesis.

Figure 1. Scientific workflow life cycle.
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1. The scientific question to answer, or the hypothesis to test. It guides the subsequent exploration of suitable
analysis methods, as well as for the choice of data, methods, tools, platforms, and interpretation of results.

2. The conceptual workflow, as a sketch of the methodical steps that the workflow should perform on data from a
specific experiment type, from a domain-specific perspective. It is the result of exploring possible analysis
methods for the scientific question/hypothesis and the data at hand. It can be formalized, for example as a
Concept Map,*™*® but often it will only take the form of a paper or mental sketch. Nevertheless, it is an important
stage in the workflow development process.

3. Theabstract workflow, describing sequences of computational tools that implement the conceptual workflow. It
is the result of composing individual tools into workflows, taking into account the compatibility of their input/
output types and other kinds of static information. An abstract workflow is not yet (fully) configured, however,
and thus not readily executable.

4. The concrete workflow, as the fully implemented, fully configured and readily executable stage. It is the result of
instantiating an abstract workflow with the relevant data and parameters.

5. The production workflow, deployed and ready for (re) use by other parties. It is the result of benchmarking
different variations of a workflow in order to arrive at a tested and robust version for wider use.

6. Finally, the scientific results that emerge from executing the workflow with the research data. They are
interpreted by the domain scientists, and ideally shared with others in a manner that promotes reproducibility
and transparency. This often leads to new scientific questions or hypotheses, to be addressed by another
workflow.

In practice, these stages are often not so clearly distinguishable. They can be interleaved, skipped, and taken in a different
order than the life cycle suggests. A non-exhaustive list of examples includes:

* A workflow developer might not produce an (explicit) conceptual sketch of the workflow before starting to
explore and compose tools, but rather do so in one go.

* Trying to compose an abstract workflow might reveal that the research question/hypothesis and/or the conceptual
workflow need to be refined.

+  Many popular workflow management systems, such as Galaxy,”””’ handle both composition and instantiation
simultaneously and combine abstract and concrete workflows in one formalism. Typically, they also allow for
workflow execution for both benchmarking and production purposes, thus covering additional stages in the life
cycle.

¢ A benchmarked workflow might be used to generate results, but is never actually deployed for reuse by others.

« Existing workflows from repositories like myExperiment,”**” Dockstore”” or the WorkflowHub”° can be reused
at different stages, preceding stages in the principal life cycle to be either skipped or shortened.

«  Popular production workflows, such as those provided by the Bioinformatics Core Facility** are routinely used
by researchers in a close execution -> results -> interpretation -> execution sub-cycle.

e Specific data and study properties pre-determine workflow components by prior knowledge about tool
performance.

The figure also indicates the importance of literature, data, domain ontologies and tool registries and workflow
repositories. They provide the basis for exploring, composing, implementing, running, evaluating, sharing, and reusing
computational pipelines, and are thus central to the whole workflow life cycle. In fact, they are the enablers of many of the
“shortcuts” outlined above.

Finally, the figure distinguishes two principal roles in the workflow life cycle: 1) the workflow user, here represented by a
wet-lab biologist, who has research questions and data for which they use computational tools and workflows to obtain
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results, and 2) the workflow developers, here represented by a technology-oriented bioinformatician, who has the skills to
develop and provide computational workflows for their colleague’s data analysis problems. While there are obviously
individuals who perform both roles, there is an increasing specialization happening in the field of scientific workflows,
with research software engineers skilled in workflow technologies emerging as a professional profile in its own right.”’

Semantic domain modelling

In the context of scientific workflow development, the semantic domain model is (formalized) knowledge about
the technical entities within a domain. It includes domain ontologies as controlled vocabularies for annotating entities
with metadata, and registries and repositories of annotated data, tools and workflows. For the purpose of automating
(parts of ) the workflow construction process, tools and their functional annotations are of particular importance. Possible
connections of individual tools are in the first place determined based on the annotated input/output data types and
formats.

The eScience community, and especially the life science circles, were early adopters of semantic technologies. For
example, driven by the myGrid project in the UK, the myGrid Ontology'® was an early initiative of a software-oriented
ontology designed to facilitate bioinformatics service discovery, and the BioCatalogue'®'’ was one of the first domain-
specific web service registries, providing a curated collection of semantically annotated bioinformatics services. Around
the same time in the same context, myExperiment”*” emerged as one of the first repositories for scientific workflows,
allowing users to upload, describe, annotate and share their computational pipelines. As a successor to myExperiment,
EOSC-Life has now established the FAIR Computational Workflow registry WorkflowHub.”” Whereas myExperiment
treated workflows as data objects, WorkflowHub recognises them as software objects with dependencies and other
properties.

Over the last decade, these early ideas, approaches and platforms have evolved further, and are now increasingly being
adopted by the life science and wider eScience communities.

Examples of semantic domain models

Three important, contemporary and active semantic domain modelling platforms are EDAM/bio.tools, OntoSoft and
SADI. They support the production and dissemination of semantic software descriptions that help to make these tools
more FAIR (Findable, Accessible, Interoperable and Reusable).5 1-53

EDAM and bio.tools

The EDAM ontology of bioinformatics terms'* and the bio.tools registry’*'” have become the primary resources for
semantic software annotation in the European life sciences community. EDAM provides a controlled vocabulary for
the annotation of computational tools with relevant bioinformatics topics, performed operations, as well as type and
format of the input and output data. The bio.tools registry uses EDAM for the fine-grained semantic description of tools
and their functionality according to a pragmatic model defined in the biotoolsSchema.’” The annotations facilitate the
discovery of individual tools, and the assessment of their (inter) operability such as their combination into workflows. The
development of both EDAM and bio.tools is driven and supported by the broader community.

bio.tools is part of the ELIXIR Tools Platform and becomes increasingly connected with its other services such as
BioContainers,’® Galaxy,””” BioConda,”® WorkflowHub’® and OpenEBench,’” as well as external services like Debian
Med.®” This will form a centralised, transparent ecosystem of information about tools and services in the life sciences.
Here, EDAM serves as a common language to connect and enrich extensive software dossiers.

OntoSoft

The OntoSoft ontology””*' has been designed as an ontology for scientific software metadata. OntoSoft allows for
the description of software. This includes understanding how to access and update that software, how to execute it, how to
use it, and information on who supports the software. The OntoSoft ontology is the basis for the design of the user
interface in the OntoSoft portal, the organization of the underlying knowledge base, and the integration with other
software repositories. Although OntoSoft is currently focused on earth sciences applications, providing geoscientists in
the NSF EarthCube project®’ with an intelligent system to share and reuse code, its principles are equally applicable in
other domains.

OntoSoft-VEF (Ontology for Software Version, Function and Functionality)®” extends OntoSoft. It stores semantic
software metadata needed to manage workflow evolution and updates, suitable to help scientists to find and select the
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right tools to implement given workflow steps, explore alternative tools to use in their workflows, and keep track of tool
and workflow changes. Similarly, OntoSoft is the basis for OKG-Soft,”" an open knowledge graph that describes
scientific software in a machine-readable manner and supports the FAIR principles for software.

SADI registries

SADI (Semantic Automated Discovery and Integration)* is a framework for creating Semantic Web Services and a
design pattern for the formal description of the service interfaces. Services are described by an ontology that defines I/O
class names, predicates and service names with a unique URL. The ontology specifies an explicit relationship (semantic
predicate) describing the functionality of a service between the /O, for example “getDrugNamebyDocument”.®” The
service descriptions are collected in a SADI registry. From there, SADI Services can be readily discovered and composed
into workflows, as all services consume and generate RDF (syntactic interoperability) and thus the output of one SADI
service can be directly consumed by any other SADI service. Through the provisioning of Semantic Web services on top
of relational databases for semantic querying, SADI facilitates both data-as-a-service and algorithms-as-a-service.
Recently Valet SADI® was developed as a service generator for assisting the technically involved authoring of SADI
Web Services. Designed as middleware, SADI is not accessed directly, but through specialized query engines (see
section SHARE & HYDRA).

Discussion of semantic domain modelling

Semantic domain modelling is hard.®” Especially in highly collaborative community efforts like EDAM/bio.tools,
OntoSoft and SAD], it is important to realize that the controlled vocabulary defined by the domain ontology constitutes a
kind of social contract that all tool annotators must understand and respect. Using the same interpretations of the terms
defined by the ontology is crucial for the meaningfulness and consistency of the domain model.

To be useful for practical application, ontologies have to be designed for a clear purpose. In the context of workflow
composition, it needs to be defined, for example, if the ontology is supposed to help the (manual) search for and/or the
automated composition of computational tools, and if it targets the creation of informatically, bioinformatically and/or
biologically valid workflows. Furthermore, the ontology needs to use an adequate level of detail, neither too simple nor
too complex, to avoid overgeneralization as well as overfitting. These challenges are both technological and social, with
the latter typically being harder to address. This was also reflected by the discussion of semantic domain modelling during
the Lorentz workshop, with the use of EDAM and bio.tools as guiding examples.

Scope

In the case of bio.tools, the EDAM ontology and the biotoolsSchema provide a technical basis and general direction for
the annotation of bioinformatics tools in the registry. However, they leave room for interpretation, calling for clarifica-
tion. What kinds of tools are in scope, and what exactly should be included in their annotation?

Content: The bio.tools Curators Guide™® defines the scope of relevant tools as “application software with well-defin