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The Lovelace Effect: Perceptions of Creativity in Machines

In computer science circles, the phrase ‘Lovelace objection’ indicates the claim that computers 

cannot originate or create anything, but only do what their programmers instruct them to do 

(Abramson, 2008). Today, most computer scientists dismiss this objection: the complexity of 

contemporary systems and advances in areas like machine learning have proven that computer 

software can develop in ways that cannot be always anticipated by programmers (Kelleher, 

2019). Yet the Lovelace objection is routinely mentioned in discussions of computational 

creativity and artificial intelligence (AI) (e.g. Gunkel, 2021). Some, however, have argued that 

the objection was never actually made by its supposed source and namesake Ada Lovelace, but 

originated from a misreading of her argument (Ward 2020; Green, 2001). This paper draws 

from this ongoing discussion to put forth a different assessment and application of Lovelace’s 

contribution. It proposes the notion of the ‘Lovelace Effect’ to describe situations in which the 

behavior of computing systems is perceived by users as original and creative. The concept of the 

Lovelace effect recalibrates Lovelace’s contribution by shifting the focus from what computers 

are able to do in ontological terms to the reactions and perceptions of human users who enter 

into interactions with them. It is a tool for reflecting upon how computers may come to be seen 

as creative, and for the cultural constructions of creativity more generally. While public 

discussions often suggest that computers’ creativity may be defined in absolute terms, the 

Lovelace effect posits that this is always the result of human users and observers projecting 

their own definitions of creativity onto computers’ outputs, and thus can only be defined in 

relational terms.

Our proposal feeds into recent conversations in areas such as computational creativity 

and human-machine communication (HMC) that highlight the role of human users and 

observers in framing computer behaviors. In the field of computational creativity, scholars have 

increasingly refused an ontological definition of creativity, focusing instead on the goal of 

programming computing systems that observers deem creative (Boden, 2004). In HMC, social 

and cultural studies of communication between humans and artificial systems have highlighted 
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that meaning is attributed by human users who project agency, feelings, and creativity onto 

machines (Guzman, 2018). Such emerging approaches provide a theoretical framework for this 

paper, as well as a powerful incitation to reconsider the so-called Lovelace objection through a 

new lens. Ongoing work in AI and computation, however, often fail to consider creativity from 

this perspective. Creativity is still often discussed, in popular as well as in academic circles, as a 

quality of the internal functioning of the machine (Elgammal, 2018), rather than as an 

attribution of human users that might be stimulated also through non-technical elements such 

as context, cultural expectations, and social dynamics (Natale, 2021). Tackling this problem, the 

Lovelace effect provides a powerful analytical tool to help recognize such attributions as such 

and identify the circumstances that lead users to perceive creativity in the outputs of AI and 

computational systems.

A key problem, indeed, is that we do not yet have enough understanding of the 

circumstances that lead users to attribute creativity to machines. For AI systems in particular, 

such understanding is vital, since users’ perceptions of what a system is capable of directly 

informs their trust in that system (Fossa, 2019). For this reason, analytical tools for identifying 

and grouping situations that lead to attributions of creativity and originality are needed. This is 

a gap that the Lovelace effect aims to fill. By applying a blend of scholarship about humans’ 

artistic, societal, and historical interactions with computers to a recent case of proclaimed 

computational capability, a software trained to produce images that can be assessed as 

artworks, we demonstrate the value of the Lovelace effect as analytical tool. Our discussions of 

this example shows that the emergence of the Lovelace effect is the result not only of the 

technical and material functioning of AI software, but also of the contextual elements of its 

presentation (Seaver, 2015). These elements may include aspects such as the visual appearance 

of the hardware and software interface, as well as the location and/or space in which users are 

invited to interact with the AI or its outputs, and the mises-en-scène through which these are 

presented. Ultimately, we argue that the analysis of the Lovelace effect requires a dual 

approach that takes into account the weights of both technical and non-technical - i.e. 

representational - means, which stimulate users’ attributions of creativity to machines. With its 

recognition of the technical-representational hybridity of AI systems and output, the Lovelace 
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effect shows how AI systems also activate the mechanisms of a cultural technique, highlighting 

technology’s ability to co-shape new ontologies of communication and meaning with their 

human developers and users (Geoghegan, 2013; Karppi, 2018).

Proposing the concept of the Lovelace effect has two main objectives. First, the concept 

serves as a practical analytical tool for helping both critics and designers assess and plan 

interactive AI systems. While some efforts to study users’ perceptions of AI and their impact on 

human-computer interactions have focused on if - or how -  users attribute a sense of humanity 

to machines (e.g. Go and Sundar, 2019), researchers have underlined that understandings of 

attributions and feelings projected onto AI systems are much more diverse and nuanced than a 

simple human/machine dichotomy implies (Beattie et al., 2020; Guzman and Lewis, 2019). 

Conceptual tools that categorise different kinds of responses, such as attributions of creativity, 

provide ways for analysts to identify recurring dynamics of interaction, and for designers to 

anticipate possible outcomes of human-machine encounters. Second, the Lovelace effect 

contributes to reassessment of the computational contributions of Ada Lovelace, whose legacy 

is often misunderstood and whose work has too often been interpreted indirectly, dependent 

upon secondhand quotes and paraphrased prose (Ward, 2020). In this way, the Lovelace effect 

feeds into ongoing efforts to more systematically recognise the crucial contributions of women 

in the history of computing (Hicks, 2017). Additionally, it provides a necessary next step for 

HMC research: one that draws attention to the often theatrical contexts of system presentation 

that may inform the reception of these systems and their resulting output.

1. Human-Machine Communication, computational creativity and the subjective component 

of AI

Since AI’s origins, debate about the possibility of ‘strong AI’ has been ongoing: could computers 

one day reach or surpass human intelligence? This controversy has led to an interpretive 

tension between those who believe that human-level intelligence could potentially be 

replicated through mechanical means (e.g. Minsky, 1961) and those who have pointed to 

essential limitations in computational proficiency, markedly distinguishing computers from 

humans (e.g. Dreyfus, 1972). Yet both sides of this controversy tend to agree on one point: at 
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the crux of this debate is the internal functioning of computing machines. In other words, 

according to both supporters and critics of strong AI, a resolution can only be achieved through 

comparisons of computers’ objective capabilities to those of the human mind (Ekbia, 2008).

An alternative perspective, however, has also emerged. Rather than examine what 

happens inside the machine’s ‘brain,’ researchers working through what Russell and Norvig call 

a ‘behavioral approach’ (2002: 2-3) aim to develop computing systems that are able to exhibit 

rather than replicate intelligence. Echoing the pioneering work of Alan Turing, who assigned the 

responsibility of assessing AI to a human interrogator in what is now called the Turing Test, this 

approach focuses on the perspectives of human users. Thus, while AI has been broadly defined 

in objective terms as the apparent expression of intelligence by machines, it may too be defined 

through attention to the subjective points of view of those human users and observers who 

may attribute intelligence and agency to machines (Natale, 2021). By adopting this more 

holistic approach to understanding what AI is, we may better understand the limits, capacities, 

implications, and possibilities of AI technologies for the people who develop, use, and are 

impacted by them (Uricchio, 2017: 137). Through deliberate consideration of the human 

interpretations of machine processes and output, we may assess the new dynamics of human-

computer interactions. 

Two important bodies of literature can be usefully mobilized in order to advance this 

agenda of considering AI from a relational point of view - not in terms of how intelligent 

machines are, but how they appear intelligent to users and observers (Natale, 2021). First, 

research in human-machine communication (HMC), a recent area of work that emerged from 

communication and media studies, provides useful theoretical tools for studying AI from this 

point of view. While communication and media studies have primarily focused on mediated 

communication between humans, HMC widens this focus to accommodate communication 

between humans and machines, applying relevant frameworks and theories previously used in 

studies of human communication (Guzman, 2018). HMC investigates fundamental similarities 

between interpersonal communication and human-machine communication, especially when 

the latter involves communicative AI systems like voice assistants (Guzman, 2016; Gunkel, 

2020; Hepp, 2020; Nah et al., 2020). By considering AI from a social sciences viewpoint, HMC 
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stimulates researchers to consider the cultural and social contexts that frame and inform 

communications between users and machines. The Computers Are Social Actors (CASA) 

paradigm, in this regard, represents an important antecedent for HMC research. The CASA 

paradigm originated in Reeves and Nass’ early work on the ‘media equation’ (1996), which 

argued that human users tend to replicate aspects of social behaviors usually applied to 

interpersonal interactions in their interactions with digital media. Studies conducted within this 

paradigm have illuminated how people’s perception of computers and robots inform the 

outcomes of human-computer interactions. 

The second body of literature that accentuates the relational character of AI can be 

located within explorations of computational creativity. Recent discussions in computational 

creativity, in fact, have moved away from ontological definitions, towards more relational and 

subjective understandings of AI. As an area of study, computational creativity encompasses 

theoretical and practical inquiry into supposedly creative behaviors demonstrated by 

computing technologies (Gunkel, 2021). In this context, a longstanding debate in computer 

science revolves around the question of computers ‘creating’ beyond what their programmers 

intended or expected. This discussion is traditionally traced back to the mathematician often 

credited as the first computer programmer, Ada Lovelace, who intuited as early as the mid-

nineteenth century that calculators could be used not only to compute numbers but also to 

compose music, produce graphics, and advance science (Hollings et al., 2018; Dasgupta, 2014).1 

Inspired by Lovelace’s insights, Margaret Boden (2004) argues that focus should not be on 

whether or not computers are really creative, but if they can appear as such. In this way, Boden 

shifts from an emphasis on computational capacity understood in ontological terms towards an 

emphasis on human perceptions stimulated by computational operations. This perspective 

reflects and responds to broader discussions of creativity that refuse absolute definitions under 

the belief that creativity is abstract rather than objective truth. Creativity, in such discussions, 

depends not only on the characteristics of products or actors, but also on subjective factors like 

the previous conceptions and cultural biases of those who are attributing creativity (Kaufman 

and Sternberg, 2010; Colton et al. 2014: 3; Riedl, 2014; Bringsjord et al., 2001).
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Against this background, the concept of the Lovelace effect aims to identify and 

describe specific situations in which users or observers attribute creativity to computers. While 

studies in HMC are increasingly emphasizing the nuance of human perception, analytical tools 

for categorizing specific reactions and perceptions of humans in their interactions with 

machines are still lacking, despite their potential value for both HMC and computational 

creativity research. Before further addressing how the Lovelace effect may contribute to such 

analyses, though, it is useful to consider the past: the contributions of Ada Lovelace, how ideas 

surrounding her ‘objection’ emerged, and why other interpretations of her work should be 

privileged.

2. Ada Lovelace and her ‘objection’

Despite having lived in the first half of the nineteenth century, long before the introduction of 

electronic computers, British mathematician Ada Lovelace is rightly celebrated as one of the 

pioneers of modern computing (Isaacson, 2014). After collaborating with Charles Babbage -  

who designed, but never completed, a project that would have resulted in the first general-

purpose mechanical computer, the Analytical Engine (Spufford and Uglow, 1996) - she shared 

groundbreaking insight related to the possibilities of programming machines not just for 

mathematical operations, but also for a broader range of applications (Fuegi and Francis, 2003). 

We believe that a recalibration of Lovelace’s work can provide exceedingly useful ground for 

examining AI technologies not only in terms of technical capability, but also in terms of their 

social constructions and deployments (Uricchio, 2017), as well as how they are inserted within 

communicative circuits wherein machine output depends on and informs the interpretive work 

of participating humans.

In her own time, Lovelace was not so able to freely express her intellectual views as her 

male counterparts (Stein, 1985). Consequently, her contributions to computing were partially 

hidden: for example, disguised in the notes appended to her translation of a French article on 

Babbage’s analytical engine by Italian mathematician Luigi Federico Menabrea. The translation 

was published anonymously, and her notes credited her with the initials ‘A.A.L.’ (Lovelace, 

1843). Yet in such notes historians have found ample evidence for crediting Lovelace with a 
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vision of the relationship between computation and symbolic processing that was more 

expansive and imaginative than Babbage’s (Abbate, 2012; Hollings et al., 2018; Hammerman 

and Russell, 2015). Working more than a century before the digital age, Lovelace’s intuitions 

included anticipating some aspects of the idea of software and envisioning that computing 

operations could be used to generate poems and music (Carlucci Aiello, 2016).

One particular passage from these notes has been widely cited and discussed:

The Analytical Engine has no pretensions whatever to originate anything. It can do 

whatever we know how to order it to perform. It can follow analysis, but it has no 

power of anticipating any analytical relations or truths (Lovelace, 1843: 722).

The most influential interpretation of this passage is that of Alan Turing in ‘Computing 

Machinery and Intelligence’ (1950). In this paper, a milestone for the then-budding field of AI, 

Turing outlines the proposal for his Imitation Game, now widely known as the Turing Test. In 

the remainder of the paper, Turing notes potential objections to the Test, one of which is the 

‘Lovelace objection’: that a computer has no pretensions to originate anything. Turing’s 

interpretation of Lovelace’s alleged ‘objection’ spurred a longstanding and ongoing debate in 

computer science about whether or not a computer can originate anything not anticipated by 

the programmer (Abramson, 2008). As Megan Ward has recently observed, however, the so-

called Lovelace objection is ‘typically invoked erroneously: incomplete, decontextualized, and 

attributed to Turing’s citation of Lovelace rather than to the original source’ (2020: 146). In fact, 

‘Lovelace's contribution to the field might be more accurately stated not as scepticism but as an 

invitation to develop the machine's capacity for originality and the human's role within this 

radical new field of possibility’ (148).

Ward (2020) has also noted the advantage of reframing Lovelace’s statement as having 

to do more with circuits of meaning created and perpetuated by humans in their interactions 

with machines than with what machines might achieve in isolation. As shown by the passage of 

Lovelace’s notes preceding the above-cited statement, the Victorian mathematician was 
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concerned not only with what the Analytical Engine could do, but also with what people might 

think of it:

It is desirable to guard against the possibility of exaggerated ideas that might arise as to 

the powers of the Analytical Engine. In considering any new subject, there is frequently 

a tendency, first, to overrate what we find to be already interesting or remarkable; and, 

secondly, by a sort of natural reaction, to undervalue the true state of the case, when 

we do discover that our notions have surpassed those that were really tenable 

(Lovelace, 1843: 722).

Considering that Lovelace’s subsequent comment about the capacity to originate 

anything referred specifically to the analytical engine and not to computing in general, Lovelace 

shows instinctive awareness that evaluations of computing machines are always subjective: 

humans assess computational output based on their own assumptions and perceptions of 

computational capacity. Although this passage has been given relatively little attention, it gives 

indication that Lovelace intuited the extent to which computing machines could inspire 

exaggerated claims and projections about their functionality and outcomes (Cave et al., 2020). 

Our aim here is not so much to reach a definite interpretation of Lovelace’s text. Rather, we 

propose reconsideration of Lovelace’s pioneering intuitions that is sympathetic with recent calls 

to study AI from a communication and media studies perspective (Guzman, 2018; Gunkel, 2020; 

Hepp, 2020), and that explicitly recognises these intuitions' relevance to discussions of 

computational creativity (Boden, 2004). Rather than question whether or not a machine can 

originate anything not anticipated by the programmer, we focus on humans’ subjective 

experiences of computational functionality and output to illustrate how ‘creative’ AI has come 

to be recognized as such. Our reassessment of Lovelace’s contribution therefore provides 

ground for the notion of the Lovelace effect to describe situations in which the behavior of 

computing systems is perceived by users as original and creative. 
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3. Identifying the Lovelace Effect: The case of AICAN

In contrast with the Lovelace objection, the Lovelace effect represents a reevaluation of 

Lovelace’s contribution that responds to more recent efforts in areas like computational 

creativity that emphasize the role of human users in attributing qualities such as intelligence, 

agency, and originality to machines. The Lovelace effect, in this regard, puts forth a concrete 

analytical tool for mobilizing these efforts by describing situations in which the behavior of 

computing systems is perceived by users as original and creative. 

To better show what the Lovelace effect entails and how it can be applied to the 

analysis of concrete situations and specific technologies, we selected the case study of AICAN: 

‘the first and only AI artist trained on 100,000 of the greater works in art history’ (AICAN, n.d.). 

While AI-generated art is increasingly common, only a few studies have considered audience 

reception and evaluation. Such studies indicate that audience members are often unable to 

distinguish between AI-generated and human-created artworks (Gangadharbatla 2021). 

Further, audience members approach AI-generated art with particular expectations of what it 

should look like (e.g. abstract), and may have more favourable views of such art when it meets 

these expectations (Chamberlain et al., 2018).2 The case study of AICAN and its output serves as 

a useful example for showing the utility of the Lovelace effect because it comprises publicly-

documented stages of production and reception that are relatively distinct; such step-by-step 

documentation is an uncommon luxury for scholars of AI systems. Drawing from this 

documentation, we reflect upon how AICAN’s output has been framed as ‘art’, progressing 

through the discussion with the awareness that some scholars have stressed that AI might 

contribute to shifting existing conventions and meanings of art (Notaro, 2020). Following an 

introduction to AICAN and its functionality, we consider the promotional and curatorial 

decisions manifest in AICAN’s first solo exhibition, ‘Faceless Portraits Transcending Time’. These 

decisions have contributed to the emergence of the Lovelace effect amongst exhibition 

attendees, with AICAN being positioned as a semi-autonomous creative agent through both 

technical and representational means.
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3.1 An exhibition in search of an author

In 2019, the HG Contemporary Gallery in New York City opened a new exhibition featuring 

paintings produced through AICAN (Artificial Intelligence Creative Adversarial Network), an AI 

system designed by Rutgers University computer scientist Ahmed Elgammal and his 

collaborators. Heralded by the media as ‘AI’s first art exhibit’ that is ‘filled with art made 

entirely by AI’ (Mashable, 2020), the event - entitled ‘Faceless Portraits Transcending Time’ - 

represented a compelling example of how AI developers mobilize technical as well as 

communicative means to create the impression that their systems are endowed with originality 

and creativity. 

AICAN is based on a variant of Generative Adversarial Networks (GANs). A GAN 

comprises two networks: a generator, which produces output, and a discriminator, which 

evaluates how that output compares to a training set. The GAN has succeeded when the 

discriminator cannot distinguish between the generated examples and the examples from the 

training set. Humans may similarly struggle to discriminate between generated output and 

‘real’ content; a recent New York Times article shows numerous GAN-generated facial portraits 

and asks ‘Do These People Look Real to You?’ (Hill and White 2020). AICAN’s developers 

stressed that the works were well received at all of the art venues in which they were exhibited, 

and that viewers who had no previous knowledge of AICAN could often not tell the difference 

between the computer-generated and human-produced artworks (Mazzone and Elgammal, 

2019: 5).

For ‘Faceless Portraits’, Elgammal trained AICAN on a database of 80,000 images - 

representing, in his view, the Western art canon of the last five centuries - and activated the 

generator and discriminator with two aims: to learn the aesthetics of the canon, but also to 

produce output that does not mimic those aesthetics too closely. This latter aim was inspired by 

the work of cognitive psychologist Colin Martindale, who has controversially argued that artistic 

change is not attributable to political, religious or social forces, but mainly to a constant 

pressure for novelty (Martindale, 1990).
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In his study, Martindale used quantitative methods to support his claims about the 

evolution of art and the role of the drive to novelty, which has motivated the development of 

earlier AI art generators (Krzeczkowska et al., 2010). As neural networks such as GANs also 

mobilize the power of statistics, drawing on Martindale as a theoretical foundation suited the 

kinds of tools available to Elgammal. As one commentator observed, the idea was ‘a convenient 

take, given that any machine-learning technique has to base its work on a specific training set’ 

(Bogost, 2019). While the theory might have provided Elgammal with an appropriate 

justification of AICAN’s computational approach, however, it did not encounter the favor of 

observers from an art history background, who have often responded negatively to Elgammal’s 

enterprise (see, among others, Mansell, 2021; Notaro, 2020). One of the problems highlighted, 

for instance, is that AICAN’s neural networks cannot mobilize the symbolic, allegorical, and 

cultural meanings that are embedded in the artworks used to train them, so that the images 

produced by AICAN are equivalent to abstract painting even when if they are purportedly 

framed within the genre of portraiture (Bogost, 2019). 

Although Elgammal (2018) asserts that ‘using our prior work on quantifying creativity, 

AICAN can judge how creative its individual pieces are,’ it proves difficult for the Rutgers 

University computer scientist to make a convincing claim that AICAN’s technical procedure 

provided a reliable method for mechanically producing art. This difficulty is due to the fact that 

creativity, similarly to intelligence, cannot be defined in absolute ways, but only in terms of how 

audiences and users perceive an output or object (Boden, 2004). AICAN’s creativity, in this 

regard, can only be assessed within the particular situations and contexts in which audiences 

mobilize their understanding of creativity to make sense of the system’s output. This includes, 

as art scholarship has shown, the place and circumstances of the exhibition. As Ian Bogost 

observed, ‘the whole of 20th-century art was predicated on the idea that putting something in 

a gallery or museum makes it art, rather than the opposite’ (Bogost, 2019). In fact, the 

exhibition’s mise-en-scene suggests that the circumstances of the pieces’ reception were at 

least as important as Elgammal’s technical choices. The decision to present the AI-generated 

images in an art gallery bolstered the claim that the products of AICAN were of an artistic 

character; Elgammal himself noted that AICAN-generated works had not been so readily hailed 
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as artworks when they were presented at technological exhibitions and venues (Future Blink, 

2019). As established by studies in art history (e.g. Fyfe, 2000), artistic institutions including 

galleries are instrumental in providing authority to specific works, facilitating definitions of 

what values as art and what is more likely to be accepted by the public. According to Mazzone 

and Elgammal, whenever the images were exhibited in artistic venues ‘the reception of works 

was overwhelmingly positive on the part of viewers who had no prior knowledge that the art 

shown was generated using AI’ (Mazzone and Elgammal, 2019). Thus, the presentation of 

AICAN’s outputs within an art gallery likely played a role in orienting reception from the public. 

The choice of a gallery located in Chelsea, the epicentre of New York City’s art world, may have 

further strengthened this effect. Had AICAN’s output been exhibited as posters hung in public 

spaces rather than in a prestigious museum, for example, interpretations of that output would 

have differed, as they would be informed by expectations associated with seemingly ephemeral 

forms of dissemination presented in high-traffic areas. 

The arrangement of the exhibition - comprising two series of ‘faceless portraits’, with 

the first imitating Renaissance portraits and the second delving further into abstraction 

(Oduber, 2019) - also contributed to the sense that the images reflected artistic intent. The 

installation followed established conventions in art venues, presenting the pictures as individual 

pieces hung so that viewers could observe them frontally and individually. Aligning with the 

name of the exhibition - ‘Faceless Portraits Transcending Time’ - individual pieces were labelled 

with such titles as ‘Faceless Portrait of a Merchant.’ Studies in the psychology of art have shown 

that the presence and content of titles inform people’s assessments and recognition of 

artworks (Franklin et al., 1993; Russell and Milne, 1997). The titles chosen for AICAN’s output 

draw from a long tradition of titles using the ‘Portrait of a [x]’ format. By using such titles, as 

well as a database of images from a specific genre of the figurative arts (i.e. portraiture), known 

forms are evoked, signalling to viewers that they are in an ‘art’ setting that necessitates an ‘art’ 

mindset. Moreover, wooden picture frames were used for several pictures, reiterating 

conventions of how artworks are presented and exhibited - although no mention of this was 

made in publications by Elgammal and collaborators (Mazzone and Elgammal, 2019). 
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The art exhibition setting also provided opportunities for curatorial interventions that 

contributed to shape receptions of the objects exhibited: interventions that both art and 

development communities recognize as imperative for positive AI-generated art reception 

(Spratt, 2018: 41). Gangadharbatla (2021) has experimentally shown that the information 

provided to viewers about AI-generated pictures impacts on their perception. Textual materials 

that accompanied the exhibition described AICAN as a ‘technical artist’ that ‘lives at the Art and 

AI Lab at Rutgers’; it also explicitly mentioned that AICAN was programmed to be creative (HG 

Contemporary, 2019). The exhibition’s ‘Artist Statement’ mobilized language and themes 

familiar to art circles by stressing, for instance, how the ‘uncanny, dream-like imagery’ 

generated by AICAN excavate ‘the ageless themes of mortality and representation of the 

human figure,’ or by underlining that ‘the ability of algorithms to generate imagery from their 

‘imagination’ causes a severance between imagery and reality altogether’ (AICAN and 

Elgammal, 2019). Such exhibition materials provided a textual framing that invited visitors to 

understand and read the prints displayed at the exhibition from a specific viewpoint that 

emphasised the purported artistic value of Elgammal and HG Contemporary’s operation.

Finally, the exhibition was promoted by mobilizing established conventions that define 

artistic creativity through attribution of authorship. Promotional materials explicitly assigned 

co-authorship to Elgammal and AICAN, and introduced the exhibition as ‘a collaboration 

between an artificial intelligence named AICAN and its creator’ (AICAN and Elgammal, 2019). In 

this formulation, AICAN and Elgammel are seemingly placed at the same level. It is ironic, then, 

that Elgammal claims to not consider himself an artist (Elgammal, 2018) but proposes that his 

‘collaborator’ should be regarded as such. 

Elgammel’s self-positioning as a collaborator may exemplify a kind of ‘shifting sense of 

social presence’ (Guzman, 2019: 349) in which AICAN has been afforded a sense of artistic 

agency usually reserved for humans. Research on the variables that inform humans’ perception 

of AI-generated objects as artworks have shown how people tend to be biased against the 

possibility that computers generate art, but that elements that contribute to the 

anthropomorphization of the system - such as, in AICAN’s case, references to the human 

programmer and the software acting as “collaborators” - may counteract such bias, facilitating 
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consideration of the outputs as artworks (Chamberlain et al., 2018; Lu, 2005). For all 

Algammal’s emphasis on the technical solution and the theoretical approach taken from 

Martindale, AICAN’s effectiveness was largely measured by pointing to viewers’ reactions: in 

other words, by pointing to its Lovelace effect. To demonstrate that AICAN was capable of 

artistic creation, the developers devised a ‘visual Turing test to register how people would react 

to the generated images and whether they could tell the difference between AICAN- or human-

created art’ (Mazzone and Elgammal, 2019: 4). Although the visual Turing test was conducted 

at an art fair rather than in a laboratory setting and the human-authored artworks that acted as 

controls in this test were selected by the AICAN team, Elgammal and collaborators did not 

acknowledge that the effects AICAN’s works had on viewers were also informed by aspects 

such as the context and the modality of the works’ presentation. 

As art institutions such as galleries and museums construct objects as aesthetic 

artworks, they also contribute to assign them material value within the art market. Prints of 

AICAN-generated images were sold at the HG exhibitions for between 6,000 and 18,000 US 

dollars (Bogost, 2019). As Mansell (2021) notes, the commodification of artworks is distinct 

from their production, as it entails art objects being integrated within institutional, 

representational and legal systems that guarantee that the objects can become a property and 

can be assigned monetary value. Within digital art, a range of procedures have been developed 

for museums, galleries and private collectors to ‘own’ something that escapes traditional 

understandings of art objects, such as a website or a software piece: for instance, conserving 

not only the software code but also the machinery used to run it (Dominguez Rubio, 2020). The 

complexity of these procedures, which provide material substance to objects that often escape 

fixed materiality, do not coincide with the act of artistic creation but more aptly to the needs 

and conventions of art institutions; in the same vein, the exhibition of AICAN-generated 

pictures and their elevation as (marketable) artworks was separated from the act of algorithmic 

creation of the images (Christie, 2018; Notaro, 2020). In this sense, it could be argued that it 

wasn’t AICAN who generated the ‘artworks’ but rather the institutional frame that surrounded 

its presentation to the public; or, more aptly, that the fact that AICAN pictures were treated by 

some as artworks is not indicative of the creativity of AICAN in itself but rather of the particular 
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circumstances and activities that prepared and foregrounded attributions of AICAN’s creativity. 

This also applies to the potential of AICAN-generated images to acquire monetary value, 

facilitated and even made possible by the exhibition of these images within established art 

institutions like HG Contemporary. 

While some scholars deny art generation systems agency, intent, and authorship 

(McCormack et al., 2019; Chamberlain et al. 2018), others argue for the inherently creative 

nature of some systems (Cook and Colton 2011; Mazzone and Elgammal 2019: 4). Ultimately, 

though, the AICAN case illustrates that attributions of creativity can be facilitated through both 

representational and technical means, with the ‘disaggregation of artistic process from 

execution’ (Uricchio, 2017: 129) being only one piece of a much larger puzzle of public 

reception. For all AICAN’s developer’s focus on technical choices, viewer reactions cannot be 

explained solely and even predominantly through AICAN’s internal functioning. Scholars in 

visual anthropology have shown that all artifacts, including artworks, are always embedded in 

social and cultural circuits of meanings that direct the attributions given to them (Gell, 1998; 

Dominguez Rubio, 2020). Every consideration of the circumstances through which AI-generated 

artworks result in a Lovelace effect should take therefore into account the particular social and 

cultural frame in which the technology’s outputs were embedded.

The case of AICAN, therefore, reminds us that the emergence of the Lovelace effect 

never happens in a vacuum, but can only be explained by attentively considering the context of 

reception of the digital resource under consideration. Attributions of creativity never depend 

on the technical configurations alone, since there is always a cultural and social context in 

which the technology is immersed (Natale, 2021).3 In the case of AICAN, this context included 

institutional infrastructures, such as: museums, art galleries, and fairs, that contribute to 

reinforce claims of artistic values for the software’s outputs; curatorial texts, such as the 

printed exhibition catalogue or the online description of an exhibition; material props such as 

the wooden frames in which the artworks were mounted; and, finally, the public’s expectations 

of what is meant by art and creativity, which can vary significantly in social and spatial context, 

since the visitors of an art gallery in New York City will differ from those attending an art fair in 

Asia or from other potential publics in different parts of the world. 
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Conclusion 

As shown by our examination of the AICAN case, attributions of creativity do not depend 

exclusively on the technical functioning of a computing resource, but on the complex 

interactions between technical, cultural, and social features that prepare the conditions for the 

emergence of the Lovelace effect. While the ‘Lovelace objection’ has posed the question of 

creativity from a technical viewpoint, it is necessary to recalibrate perceptions of creativity in 

machines towards the perspectives of the users who attribute such creativity. 

Although our analysis has focused on the case of AICAN, a similar dynamic can be 

observed in other AI resources that have proven able to stimulate the emergence of the 

Lovelace Effect. Notwithstanding their technical limitations, for instance, responses given by 

voice assistants such as Alexa, Siri, and Google Assistant have proven able to appear ‘smart’ to 

users and stimulate the emergence of the Lovelace effect when embedded in established 

conventions of storytelling and wit (Thorne 2020). Similarly to what has been observed in the 

AICAN case, the perception of creativity stimulated by voice assistants also depends on the 

existing social conventions that are mobilized by teams of creative writers who work for 

companies such as Amazon, Apple and Google to script statements that might be considered 

insightful or creative by users (Young, 2019). Another useful example of the recurrent presence 

of this dynamic in different contexts is that of computer games. Human-machine confrontations 

in games such as computer chess or go encouraged lively debates about the possibility of 

machines originating something original and creative (Rasskin-Gutman, 2009). The capacity of 

the systems to surprise human opponents and observers stemmed not only from the internal 

functioning of the software, but also from the complex mises-en-scène through which these 

confrontations were staged. For instance, in the celebrated duel between AlphaGo, a Google-

funded computer program that plays the Chinese game Go, and South Korean professional 

player Lee Sedol, AlphaGo’s moves were ‘simulated’ by a person who physically performed the 

moves on the material board, following system instructions. This person was just a human 

proxy - a medium between machine and human opponent - but his presence helped 

corroborate the interpretative framework that pointed to the interchangeability between the 
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human and the software. This human’s overt presence - in direct contrast to the hidden human 

presence in the Mechanical Turk of 1770 (Geoghegan, 2020) - reflects a new form of mediation 

that aims to recognise not just computational capability, but also human likeness. The presence 

of this person bolstered the comparison of AlphaGo to a human player, in turn contributing to a 

sense of awe for AlphaGo’s creativity in its gameplay (Bory, 2019). The direct juxtaposition of 

AlphaGo and its human proxy framed this event as simultaneously recognising human-

computer difference and showcasing unique computational potential; the proxy had to execute 

the system’s moves, but those moves were seemingly strategic and unpredictable - that is, 

creative - enough for AlphaGo to secure four out of five wins. These two instances help show 

how the dynamics observed in the case of AICAN are not just specific to this case, but can be 

generalized as characteristic of the ways in which computational resources come to generate 

the Lovelace effect.

The implications of such dynamics are not irrelevant; perceptions of an AI software as 

capable of originality and creativity, in fact, may enhance the authority of, and trust in, these 

systems and those who have created them. More broadly, being able to predict how a user may 

perceive and use a product allows producers to create and adapt this project to suit the 

expressed needs of a maximum consumer base. As Eitan Wilf observes in his article about 

computer-generated jazz, ‘computerized algorithms in consumer-centered production derive 

their profitability from their ability to tap into each consumer’s distinct patterns or styles of 

consumer behavior’ (2013: 717).

Considering how designers may develop strategies that maximize their software’s 

potential to create a Lovelace effect does not deny the active role of users, though. Although 

software is always constructed with action in mind (Bucher, 2018), users’ reactions and 

behaviors may subvert or nullify the intentions and expectations of designers (Gunkel, 2020). 

The Lovelace effect acknowledges that computational capacity is always informed by individual 

and subjective understandings. Each user experience results in a system’s unique perceptive 

and reactive effects, which may or not have been predicted by developers (Colton et al., 2014). 

Taina Bucher (2018) uses the term ‘algorithmic imaginary’ to refer to ‘the way in which people 

imagine, perceive and experience algorithms and what these imaginations make possible.’ 
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Other scholars have further argued that algorithms should be understood within the circuits of 

imagination that surround them (Finn, 2017), or have called for a hermeneutics of algorithms 

that affirms the centrality of user interpretation (Andersen, 2020).

The Lovelace effect mediates actual software functionality with how individuals 

conceptualise and interpret that software, reminding us that all outcomes of interactions 

between humans and machines represent constant implicit and indirect negotiation between 

programmer intention and user experience. Considering perceptions of algorithms and 

algorithmic output also draws attention to ingrained assumptions about computational agency, 

developmental transparency, and control (Ziewitz, 2016). Future studies may elaborate upon 

how the Lovelace effect might be more subtly provoked to prompt particular user experiences 

and behaviours in commercial and/or political contexts, drawing upon case studies from a 

wider range of circumstances than time has permitted here.

From trawling the Web to producing artistic works, systems embedded with AI are wide-

reaching and diverse. In this article, we propose a conceptual tool for understanding how AI 

may attract attributions of creativity that might affect outcomes of human-machine 

interactions. One potential criticism of the Lovelace effect might be that it does not address 

creativity on an ontological level: by shifting the emphasis to user perception, it renounces any 

one definition of creativity. Discussions of computational creativity, however, have largely 

established that ‘creativity’ is relative, historial, and subjective (Gunkel, 2021). Any attempt to 

define creativity in ontological terms would actually obscure the fact that creativity cannot be 

assigned as a quality of specific computing systems, but can only be attributed by users in 

specific situations. The Lovelace effect, in this sense, moves assessments of computational 

creativity from the level of the machine (how AI functions and what it does) to the level of 

reception (how users and observers attribute meaning to AI). In other words, the Lovelace 

effect advances a relational rather than ontological approach to computational creativity and, 

more broadly, AI. Building upon the extended debates about the Lovelace objective, the 

Lovelace effect advocates an alternative way of understanding computational creativity that 

places humans at the center of analysis.
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manipulated by humans for the sake of theatrical performance. This performance depended on 

simultaneous manifestations of alterity; the Turk was not only ostensibly non-human, but also 

exoticized through, for example, its donning of a turban and robe (Geoghegan, 2020). These 

visual cues supported the positioning of the Turk as distinct from its viewers, contributing to a 

non-human/human dichotomy. However, these cues also supported the implicit connections 

back to familiar stereotypes related to orientalism that situate the Turk within human social 

contexts. The Turk was therefore framed as both non-human and human in such a way that 

granted viewers leeway to believe in its autonomy and agency.

2 The fact that audiences may prove unable to differentiate between AI-generated and human-

created artworks but at the same time have significant expectations of what AI-generated art 

should look like might seem contradictory. However, this is arguably consistent with similar 

dynamics that have been observed in HMC research. The CASA paradigm, in fact, already 

stipulates that people may simultaneously grasp the distinction between humans and machines 

but still treat computers with the same social niceties as they would with humans. Such 

apparent contradictions have been explained by Nass and Moon (2000) by pointing to the 

notion of mindlessness: conscious beliefs held by users can apparently be contradicted by their 

unconscious behavior. A similar dynamic may intervene in people’s views about AI-generated 

art, whereby the existence of preconceptions does not predict people’s actual interpretations 

of the objects.

3 This, of course, does not only concern technology but also how creativity and artistic value is 

attributed to objects created by humans. Definitions of art, in fact, are historical, cultural and 

social, and change throughout time; artistic value should always be assessed and considered 
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within the sociocultural context in which it emerges. On this, see Gell (1998), among many 

others.
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