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SUMMARY 

The seasonal variation of temperature has a great influence on water 

quality in storage and service reservoirs. 

Momentum jets have often been considered as an effective means of 

mixing and prevention of thermal stratification. Mixing processes in 

a reservoir are largely dependent on the flow patterns which are 

influenced by the reservoir's geometry, momentum inflows and the 

density of the receiving water. 

In the present research some of these effects were studied theoreti- 

cally and experimentally. Applicability of various theories suggested 

for the circulation in a homogeneous reservoir, was investigated. 

Predictions of these theories were compared with experiments. 

Circulation patterns were examined for various reservoir depths and 

inflow discharges. 

The study was extended to the flow in a stratified reservoir. The 

slow moving interior flow within a large scale gyre was investigated. 

It was shown that the rotation of the upper layer may suck the lower 

layer and thereby enhance the mixing. 

Jet forced circulation in a stratified reservoir was also studied 

experimentally. The inflow's discharge and the density of the lower 

layer were varied widely. The results of several experiments were 

compared with a corresponding one for a homogeneous reservoir. 

Substantial differences were observed.
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A theoretical model was presented to calculate the velocities at 

different depths. The time variation of the interface was also 

calculated. The agreement between theory and experiment was 

encouraging.
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CHAPTER 1 

STATEMENT OF PROBLEM 

sal INTRODUCTION 

The growth of population and the industrialisation of societies 

increases the demand for water resource. Streams are known as an 

abundant and natural sources of water which can supply irrigation and 

hydro-electric projects as well as city waterworks. 

However, due to the seasonal variation of the stream flows it may not 

always be possible to match the needs for consumption. Moreover, the 

quality of the river water may decline due to pollution discharged 

into the river upstream by industries, residential areas and 

agriculture. Usually raw (untreated) water involves a complex 

combination of chemical and biochemical substances which may develop 

an appropriate environment for the growth of bacteria and noxious 

micro-organisms. 

Storage of water, on the other hand, permits the stabilisation of the 

supply, either by regulating a varying supply in a natural stream or 

by satisfying a varying demand by the ultimate consumers. Storage of 

raw water can also be regarded as a first stage (pre-purification) in 

the treatment of the water. 

In the process of storage of water in a basin for a period of one 

month to several months, there will be a very great decrease in the 

numbers of bacteria of intestinal origin and the specific organisms of 

typhoid, and the disappearance of other water-borne diseases.



There are, however, some disadvantages in the prolonged storage of raw 

water due to the lack of mixing. Unfortunately large water masses are 

subject to complex meteorological and biological effects and the 

mixing processes are often either weak or unpredictable. 

In most reservoirs in temperate climate, assuming they are more than 

about 10m deep in parts, thermal stratification occurs and persists 

for most of the year. In early spring the water warms up and the 

whole body of reservoir water becomes uniform. Water on the increase 

in temperature causes the upper layers of the reservoir to become 

warmer (lighter density) than the lower layers. Much colder water 

remains in the bottom part. 

The upper and lower layers are known as the "epilimnion" and the 

“hypolimnion". In either of these layers the rate of change of 

temperature with depth is very small, probably less than one degree 

per metre. In between there is a zone with a relatively steep change 

from the higher temperature of the epilimnion to the lower temperature 

of the hypolimnion. This zone is called the "thermocline", Fig. 

Cle): 

In a reservoir of depth, say, 20m, the epilimnion can extend some 7-9m 

from the surface. The thermocline may be at least 2m in thickness, 

whilst the remaining 10m of the water form the third layer, the 

hypolimnion. This layer can be some 10°C colder than the epilimnion. 

Basins with shallow depths, in mid-summer, can develop a weak 

stratification.



Stratification is a direct consequence of the density-temperature 

variation of the water (see Chapter 6). It resists any vertical 

motion specifically from the hypolimnion to the epilimnion and 

therefore prohibits vertical mixing. 

2 FACTORS INFLUENCING THE STRATIFICATION OF RESERVOIRS 

The process of the annual history of stratification for a typical 

reservoir cannot be generalised to all reservoirs and lakes. The 

major factors in thermal stratification of a basin can be categorised 

as: 

1. The character of the catchment feeding the lake or reservoir. 

2. The ratio of the average annual inflow/outflow to lake capacity. 

3. The shape of the reservoir and the orientation of its great 

length. 

4. In artificial reservoirs, the average depth and greatest surface 

length and the ratio of these dimensions. 

5. In natural reservoirs, bottom bathymetry. 

6. The geographical latitude, elevation and shelter by hills or 

mountains. 

7. Variation of the climatic conditions, unusual cold winters or 

strong gales etc. 

8. Functions of the reservoir. 

L3 STRATIFICATION AND WATER QUALITY 

Algal growth in reservoirs usually takes place in the early part of 

spring due to suitable weather condition and the diffusion of plant 

nutrients. Waters which contain sufficient nutrient materials to 

support the prolific growth of plankton are usually described as 

"eutropic".



During the summer in a deep lake of moderate size, the hypolimnion 

water may remain in a stagnant condition for several months. Algal 

growth, then, is restricted to the zone of strong illumination near 

the surface. Organic debris, however, will sink down into the 

hypolimnion. The percentage of saturated oxygen in the epilimnion is 

usually, normal because of free circulation and mixing caused by the 

wind. The hypolimnion, on the other hand, is almost isolated from the 

atmosphere and water movement is very much reduced. In a eutrophic 

reservoir decomposition of organic matter is largely derived from dead 

plankton. This deplets the store of oxygen available in the 

hypolimnion during the development of thermal stratification. At 

quite an early stage in the summer period, the hypolimnion water can 

in some cases become almost completely de-oxygenated, beginning at the 

bottom and extending progressively upwards. 

At the same time, inorganic materials are liberated and accumulate in 

the hypolimnion. Observations made on some of the London reservoirs 

by Ridley (1964), show that when the dissolved oxygen content falls 

below 50 percent of saturation, the ammonical nitrogen concentration 

is likely to reach 0.5 ppm. In the 0 to 25 percent saturation range, 

the concentration is of the order of 1 to 2 ppm. In the strata where 

hydrogen sulphide is present, the ammoniacal nitrogen content may well 

exceed 5 ppm. These facts suggest that the bottom 4 to 6 metres of 

water in a stagnant reservoir some 16 metres in depth might be 

unacceptable on biochemical standards unless diluted with epilimnion 

water which is well oxygenated and contains minimal concentration of 

ammonia. This is not necessarily an economic solution, because the 

upper epilimnion at that time contains‘ dense concentrations of



phytoplankton, and if dominant members are myxophyceae, the problem is 

even more complex. 

In the worst circumstances, only about half of the total capacity of 

the reservoir would be of a quality immediately suitable for discharge 

to filtration works. 

The subsequent redistribution which occurs when stratification breaks 

down in the autumn can also cause serious deterioration in the quality 

of the water. This process of events is well described in the works 

of Mortimer (1941) and Mortimer (1942). Further, undesirable 

consequences are pointed out by Steel (1972) who considered 

hypolimnetic anaerobism to cause a significant loss of available 

storage volume during the summer in King George VI reservoir. Internal 

seiches of 3 to 4m amplitude compounded the draw-off problems, since 

water from the epilimnion and hypolimnion, which varied greatly in 

quality, was being drawn off alternatively. 

1.4 CONTROL OF WATER QUALITY - REMEDIAL METHODS 

Since in eutropic waters it is usually the water above the thermocline 

that is most suitable for use, measures have been taken in recent 

years to control the stratification of a reservoir. Optimization of 

the quality of raw water before treating it can also be economically 

beneficial. 

There are, however, two basic approaches towards the problem, remedial 

methods and preventive methods. In the remedial methods, measures are 

developed to minimise the effect of stratification on water quality. 

In the present section these methods are reviewed in brief.



1.4.1 Selective Withdrawal 

When a reservoir is stratified vertical motion is inhibited, but the 

layers can still move horizontally. Selective withdrawal from an 

off-take structure, therefore, leads to a layered flow. The fluid 

above the outlet falls vertically to make up the deficit, the fluid in 

a thin layer adjacent to the orifice, flows horizontally towards the 

off-take and the fluid below the off-take remains essentially 

stagnant, Fig. (1.2). Thus, the quality of the water withdrawn at the 

outlet is determined by the quality of water immediately opposite the 

outlet level. By constructing an off-take with ports at multiple 

depths, water in any part of the reservoir may be sampled. In this 

way the water may be taken in the summer from just above the 

thermocline to avoid algae (particularly blue green algae, which is 

usually very buoyant). This method avoids the use of de-oxygenated 

hypolimnion water, that may have a bad taste and be less amenable to 

purification. The hypolimnion water may be discharged into a river 

below the reservoir. 

Therefore, deficiency of oxygen can rapidly be improved when the 

hypolimnion water is in direct vicinity with the atmosphere. Because 

of nutrient in solution in such water both the flora and fauna of the 

river bed are likely to be richer, and fish food more abundant, than 

they would otherwise be, Thompson (1954). 

Unfortunately, selective withdrawal is restricted to a relatively 

small portion of the stored water. However, the quality of the water 

in the reservoir and the overall mixing does not change very much. 

Moreover internal seiches may cause poor quality water from the other 

layers to leave the reservoir through the outlet. Selective



withdrawal can, however, give its ultimate gain in a pumped storage 

scheme, Imberger (1980). 

1.4.2 Artificial Destratification by Vertical Mixing 

Artificial destratification aims at redistribution of oxygen and other 

disolved gases, present in the reservoir, and helps to remove from the 

water body some of the unwanted metals in solution, thereby improving 

the general quality of the water. 

To accomplish artificial destratification a number of techniques have 

been used in fairly large lakes and reservoirs. A review of the 

results of several of these studies can be found in the article by 

Symons et al. (1970) and Irwin et al. (1966). Different methods of 

destratification can be applied which use either "mechanical pumping" 

or "diffused-air pumping". 

In the “mechanical pumping" method, fluid is withdrawn from the 

hypolimnion through a draft tube and discharged at the free surface. 

Brush and Rutgers (1970) pumped warm water from the epilimnion and 

jetted it into the hypolimnion in a laboratory tank to simulate 

artificial destratification. 

The "diffused-air pumping" system usually involves the pumping of air 

into a set of ceramic diffusers located on the bottom of the lake or 

reservoir in an x-pattern causing a column (12m to 30m in diameter) of 

air bubbles to rise through the various diffusers, Irwin et al (1966). 

Other techniques involving air include "Aero-Hydraulics Gun" and the 

"Air Aqua System".



Generally, the capital and running costs of these methods are somewhat 

expensive. 

Vertical mixing techniques remove many of the problems associated with 

thermal stratification. Sometimes, however, insufficient horizontal 

circulation may prevent the complete success of these techniques, 

Derby (1956). 

1.5 CONTROL OF WATER QUALITY - PREVENTIVE METHODS 

These methods are applied before any deterioration in water quality in 

order to prevent stratification and its subsequent effects. 

1.5.1 The Multi-Inlet System 

Judicious positioning of several inlets will prohibit the possibility 

of stagnation in a reservoir. This method is particularly applicable 

to long rectangular reservoirs, Robinson (1978). Inlets can also be 

located at various elevations in order to produce vertical circulation 

as well, Meyer (1982). 

1.5.2 Momentum Jet Inlets 

Provision of jetted inlets in a large pumped storage reservoir where 

there is a regular river flow can offer a method of preventing 

stratification and improving water quality. 

In order to understand the role of inflows, it is useful to introduce 

two specific types of ideal flow relevant to reservoir behaviour. 

"plug flow" is that which moves from inlet to outlet at a uniform and 

constant velocity and in which there is no mixing or diffusion along 

the flow path. "Perfectly mixed flow" or "well mixed flow" occurs 

when the incoming fluid is instantaneously mixed throughout the entire



volume. In plug flow, it is easier to detect possible toxic pollution 

because of the lack of any mixing and dispersion with the ambient 

fluid. In the well mixed flow, however, the pollution can be diluted 

and loses its effect in the water body. 

In practice, however, the objectives of the two ideal systems cannot 

be fully achieved. 

The main purpose of using momentum jets is to produce a well mixed 

flow all over the reservoir. Therefore, the fluid should circulate in 

the longest possible path from the inlet to the outlet and sweep the 

greater part of the area of the reservoir. This in turn will 

discourage the establishment of algal reserves specifically at the 

peripheries. In the reservoirs of the Thames Water Authority, the 

inlets were placed near the floor and elevated upwards at about 

Pee Therefore, the warm inflow was able to entrain a large volume 

of the ambient cold water and mix it thoroughly, ensuring that the 

reservoirs remained isothermal. The inclination of the jets to an 

optimum angle prevented the mixing of the deepest layers of the bottom 

and reduced the possibility of raising the muds and debris laying at 

the floor of the reservoir. 

1.6 SCOPE OF THE PRESENT RESEARCH 

Although it is about half a century that the problem of stratification 

in reservoirs has been studied, the subject still needs more 

investigation. Cooley and Harris (1954) conducted an extensive 

experimental work on laboratory models of the Walton and Queen Mary 

reservoirs and presented an approximate method for calculating the 

entrainment and thermocline variation.
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Sobey and Savage (1974) studied, theoretically, the problem of 

circulation caused by a tangential jet in a homogeneous reservoir and 

obtained plots relating the geometrical characteristics of reservoir 

(aspect ratio), to the relative roughness and the dimensionless 

circulation discharge. 

In the present research, an attempt is made to study the circulation 

caused by a tangential surface jet in a circular stratified reservoir. 

Chapter 2 gives details of the model and the various experimental 

techniques. 

Chapter 3 reviews the characteristics of various turbulent jets in 

different situations. This chapter deals with jet action in 

homogeneous reservoirs. The results of a series of experiments were 

used to verify the workability of Sobey's (1973) mathematical model. 

In Chapter 4, circulation caused by a wide radial inlet jet 

discharging into a homogeneous reservoir is investigated. The depth 

integrated hydrodynamic equations of motion have been solved by finite 

difference approximations following Falconer (1977), and the results 

are compared with related experimental studies. 

In Chapter 5 the interior slow motion is studied and applied to the 

stratified reservoir. 

In Chapter 6 circulation and mixing caused by a tangential turbulent 

jet in a stratified reservoir is studied experimentally and 

analytically. 

In Chapter 7 general conclusions on the research are presented.
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CHAPTER 2 

EXPERIMENTAL ARRANGEMENTS 

2.1 INTRODUCTION 

Hydrodynamic mathematical models aim at simulating the actual flow in 

prototypes. Verification of these models requires considerable field 

information, Preparation of the field data, for example, for 

reservoirs and lakes is usually very expensive and time consuming. 

Moreover, there is a large number of unknown parameters which might 

greatly effect the final results. 

Therefore, the use of hydraulic models as a means of preliminary 

investigation is fruitful. It is also possible to control the 

different parameters in these models. There are, however, some 

difficulties encountered in the modelling of reservoir circulation. 

In a full size reservoir, the motion of the water will be turbulent, 

whereas in a small model with very small velocities laminar flow will 

usually occur. Therefore, the velocities in the model should be 

increased, 

In thermal stratification experiments, the task of controlling the 

temperature is extremely difficult. Therefore a saline solution is 

often used for simulating the layered flow. At the same time to 

produce with reasonable accuracy the contrasting densities now 

required, these densities have to be increased, Fortunately, 

increasing the densities and the velocities may be met in the 

Richardson number:
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(= 2 egh 
v2 

where F' = densimetric Froude number 

Po - Py 
€ = ——— = proportionate density defect 

Py 

By aP 5 the density of upper and lower layers of the flow 

Vv = a characteristic velocity 

h = a characteristic depth. 

The final and most important factor is the effect of the aspect ratio 

and the likely vertical distortions on the circulation. This effect 

can be investigated by choosing different reservoir models with 

different aspect ratios. 

Sharp (1981), on the other hand, assumed the following requirements 

for exact similarity between the model and prototype: 

(1) Geometric similarity; no exaggeration. 

(2) Reynolds number greater than approximately 2500. 

(3) Equal Froude numbers, in model and prototype. 

(4) Equal densimetric Froude numbers in model and prototype. 

In the present research some of the above factors were investigated in 

an ideal model of a circular reservoir. Time limitations made it 

impossible to use more than one model.
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252 MODEL ARRANGEMENTS 

2.2.1 Outline of the Reservoir Pipework 

To maintain steady flow in the model a constant head arrangement was 

used, This is shown in Fig. (2.1). The apparatus consisted 

essentially of two constant-head tanks one containing fresh water and 

the other salt water. In the experiments with a homogeneous 

reservoir, fresh water was used as inflow. Dyed water was stored ina 

small tank and, if necessary, was then mixed with fresh water. This 

was mainly used for the dye photography runs. 

In the stratified reservoir experiments, saline solution was injected 

at the bottom of the reservoir through two holes connected to a 

distribution cylinder via a pipe. The distribution cylinder was fed 

by the saline head tank. A small pump was located downstream of the 

cylinder to pump the remaining saline solution (at the end of 

experiments) to waste or back to the saline solution tank. 

A sump tank was provided for each constant head tank. Circulation of 

fluid between the constant head tanks and sump tanks was set up by 

pumping fluid from the sump tank to the constant head tank. The fluid 

then passed over the side weirs, through an outlet and returned to the 

sump tank under gravity, via a pipe. The saline solution was, 

therefore, stirred continuously and kept in circulation. 

To provide the required rate of flow through the reservoir inlet, an 

inlet pump, a valve and a suitable flow measuring device were 

connected to the pipe running from the fresh water head tank to the 

reservoir's inlet.
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The reservoir outlet consisted of a pipe running from a particular 

position in the reservoir to waste. The water discharged out of the 

reservoir by gravity. 

2.2.2 Construction of the Reservoir Model 

  

The experiments were carried out in a 0.92m diameter circular tank 

whose bed and walls were made out of perspex. A 0.9m square frame was 

constructed from four wooden beams. The frame was then screwed to the 

bottom of the reservoir. 

The outlet which was located at the centre of the reservoir was made 

of a 22cm long perspex pipe having a 3cm external diameter. The 

bottom of the reservoir was painted matt black and a 10cm x 10cm grid 

was painted onto it. A grid of lcm x lcm was drawn on the wall of the 

reservoir for measuring the position of the interface and for locating 

the velocity probes. The side of the reservoir was cut and a 

tangential brass jet lcm high and 0.2cm wide was installed and was 

supported by a frame. 

The top of the jet was positioned 1.5cm below the water surface. The 

jet was fed by a 1.93cm diameter transparent polythene tubing. 

In a series of experiments the depth of the reservoir was changed in 

order to examine the effect of the aspect ratio. Therefore, a 

circular base was made from perspex (1.3cm thickness) and mounted over 

three cylindrical supports of a given height which were fixed inside 

the reservoir. The base was then sealed to the wall by plasticine.
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2.2.3 Preparation of the Stratified Reservoir Model 

In the experiments on the stratified reservoir, saline solutions of 

different densities were used to simulate the hypolimnion. Two 

different methods were tried for simulating the stratification in the 

model reservoir. 

(a) Filling the model with the saline solution to a certain depth and 

then gently forming a layer of fresh water on top of that. 

(b) Filling the model with fresh water and injecting the saline 

solution from the bottom of the reservoir. 

In cases where the concentration of the saline solution was high, 

‘method (a) saved time considerably. However, method (b) produced a 

sharper interface, because of less mixing and agitation compared to 

method (a). Therefore, method (b) was preferred. 

The reservoir was first filled with fresh water the night before and 

left for a few hours to settle down. Saline solution of a given 

density was made in a storage tank and kept homogeneous using the head 

tank arrangement. This solution was then introduced gently through 

two small holes located at the bottom of the reservoir. The process 

was continued until the desired depth of the saline solution was 

reached. Meanwhile, the excess fresh water was discharging to waste 

through the outlet. 

The lower fluid was dyed green with florescene. This enabled the 

position of the interface to be easily determined. The temperature of 

both layers and that of the fresh layer in the storage tank were
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measured using thermometers. These values were later used for 

calculating the densities. 

2:3 MEASUREMENT TECHNIQUES 

2.3.1 Measurement of Velocities in the Horizontal Plane 

Throughout the experimental work, the measurement of velocities was of 

prime importance. The magnitude of velocities, however, changed 

dramatically over a small distance from the reservoir's perimeter 

wall. For example, for a discharge of Q, = 30.83 cc/sec, the range of 

velocities covered in the experiment was from 0.5 cm/sec to about 100 

cm/sec. Therefore, the chosen method or methods of velocity 

measurement must be capable of covering this range. 

Special attention must be given to the range 0.0 to 10 cm/sec, as it 

encompasses most of the velocities in the reservoir. The miniature 

propeller meter, used in some of these experiments, covers the range 5 

cm/sec to 150 cm/sec but is not very accurate at low velocities. 

Stefan and Scheihe (1968) proposed a method of velocity measurement 

involving the measurement of the deflection of a wax sphere tethered 

to the channel or to the reservoir's bed. The disadvantage of this 

method, for application here, is that the device only measures point 

velocities. The setting up and the measurements were very time 

consuming and each sphere, unless absolutely identical, required new 

calibration. 

S.J. Robinson and P. Minton (1979) developed a similar device for 

measuring depth averaged velocities in a model reservoir. Although 

the setting up of the probes was very time consuming and the 

subsequent analysis was complicated, the measurements were instantane-
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ous and covered a large area through the use of photography. Robinson 

and Minton were not able to attain sufficient uniformity of the 

manufacture of the probes for individual calibration to be umneces- 

sary. 

White et al. (1955) recorded the movement of floats, travelling with 

the water particles, by photography. Each float appeared several 

times in a photograph, which was developed by superimposing at least 

four images, giving successive positions of the floats, at equal time 

intervals. 

Ali and Pateman (1982) used illuminated surface floats with time lapse 

photography for the measurement of low velocities at the surface. The 

floats were made of alloy bottle tops, approximately 2cm in diameter, 

inverted and set to float on the water surface. 

The illumination of the probes was achieved by attaching small 

birthday candles to the bottle tops. With the candles lit, and the 

probes placed on the moving water surface, it was possible to 

alternately open and close the camera shutter to record the movement 

of each probe over a known time interval. 

Comparing the different methods, the illuminated floats technique is 

very simple and useful. It also illustrates the circulation pattern 

which is very important in understanding the mechanism of the motion. 

For our small model, however, the kind of float was a major problem. 

The round alloy bottle tops floating over the surface were influenced 

by surface tension forces and were attracted to the wall of the 

reservoir. Moreover the candles burnt relatively quickly and their
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brightness was not uniform. Surface velocities, however, could be 

quite different from the depth averaged velocities in a deep 

reservoir. 

Taking account of these difficulties, a new kind of float was 

developed. This was made of perspex. It was cylindrical in shape, 

having an outside diameter of lcm, height of 4cm and weight of 4gms. A 

small light-emitting diode (LED) was used and it was powered by a 

mercury button-cell. The simple circuit used in the system is shown 

in Fig. (2.4). A major advantage of the new float was its ability of 

being used at considerable depths below the water surface. Because of 

the length of the float, it was not possible to use it for water 

depths less than 4cm. 

Surface floats, with candles, were used instead. The use of floats 

was restricted to the areas of low velocities, while the propeller 

meter was used in the big velocity zones (i.e. near to the jet and the 

perimeter wall). 

2.3.2 Measurement of Velocities at Different Levels 

  

The hydrogen bubble technique was used in some of the experiments to 

obtain the vertical distribution of small peripheral velocities. 

In the stratification experiments, the problem of changes in densities 

and therefore conductivities was encountered. Conductivity of the 

saline solution was several times higher than that of fresh water. 

Therefore, the majority of the hydrogen bubbles -were liberated from 

the lower portion of the wire which was positioned in the saline 

solution.
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Moore and Long (1971) split the wire into four segments, each being 

supported by insulated needles. They then, applied separate voltages 

to each segment, thereby controlling the current in each portion. 

Hino and Nguen (1983) connected the wire below the interface to a fine 

plastic wire to avoid violent hydrogen bubble generation. 

In the present study the velocity profile of the heavy layer, below 

the interface, was not required. Therefore, the part of wire in the 

saline solution was insulated. 

The propeller meter was used for the measurement of the variation of 

big velocities with depth near to the wall. 

2.3.3 Effect of the Saline Solution on the Performance of the 

Propeller Meter 

The 'Streamflo' propeller meter measures flow velocity in a fluid by 

sensing the rotation of a propeller rotor. The rotation is detected 

by sensing the change in impedance of the fluid as the rotor blades 

pass a gap between a gold tipped wire and a stainless steel supporting 

tube. Variation in the fluid conductivity, such as that produced by 

salinity, will alter the change in impedance. Later models of the 

instrument make automatic compensation for this effect, and provision 

is made for varying the range over which it operates. 

In earlier models this facility was not provided, thus limiting the 

range of salinity in which they could operate. An experiment was 

conducted, in a flume, to study the effect of salinity on the 

performance of the propeller meter. The propeller was fixed in the 

flume and while the discharge was kept constant, the salinity of fluid
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was increased gradually. For a critical salinity, the reading fell 

down quickly. The experiment was run for two different discharges and 

the results are shown in Fig. (2.2). The critical density was about 

1028 kg/m*® and apparently did not depend on the magnitude of the & yi 

velocity. 

Fortunately, in the stratification experiments, the density of the 

upper layer at the time of velocity measurement was usually less than 

the critical value except for a narrow zone near the interfacial zone 

(about 5mm). 

2.3.4 Measurement of Densities 

After preparing the two layered model and before starting the 

experiments, samples of fluid were abstracted by micropipette from 

different depths. The samples were measured later to determine the 

stratification curve of the model. 

In all of the experiments the jet was placed in the fresh layer and 

very near to the surface. In some of the experiments, the lower layer 

extended up to the bottom of the jet. The inflow from the tangential 

jet caused agitation and mixing in the stratified reservoir and a 

consequent change in the density structure therein. Samples of fluid 

were taken simultaneously from different stations. The samples were 

collected in the bottles of a chamber, Fig. (2.3), and kept for 

analysis. 

The total volume of saline solution removed from the model in sampling 

was small compared with the total volume of the reservoir. However, 

in some of the experiments a volume of saline solution equal to that
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extracted in sampling was added to the reservoir through the bottom 

holes. 

2.3.5 The Forty Probe Sampler 

The sampler was designed to collect forty samples of fluid simultane- 

ously so that the distribution of densities in the three coordinate 

directions could be measured in addition to the variation with time. 

The operating principle involved using suction to Provide an equal 

discharge into a partially evacuated chamber through each of forty 

small bore polythene tubes. 

2.3.5.1 The Pressure Chamber 

The pressure chamber was made circular in plan, using a 5mm sheet 

steel base 700mm in diameter with 4mm sheet steel walls curved to form 

a circle, and welded to the base. To the top of the walls was 

attached a 40mm wide steel flange cut from 5mm sheet. The top of the 

chamber was made from 15mm perspex and bolted to the flange using 52 

M8 steel bolts and nuts. A 3mm thick rubber gasket sealed with 

silicone grease was used over the whole of the flange to take up 

distortions. 

The aim of the device was to collect fluid from forty probes 

simultaneously at a number of different times from the beginning of 

the experiment. A horizontal plywood tray drilled to hold sample 

bottles was placed inside the chamber. Bottles were placed radially 

on the tray in lines long enough to accommodate ten bottles. The tray 

was made to rotate about a vertical central axis, Fig. (2.5). 

Sample tubes running from the model were attached to hose connectors 

screwed into the top of the chamber in such a manner that the fluid
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issuing from them fell directly into bottles situated on the tray 

beneath. 

The arrangement of the hose connectors was such that a small rotation 

of the tray presented a set of forty clean bottles beneath them. The 

vertical axle on which the tray revolved was of brass, bearing a ball 

seat braised to the cut of the base of the pressure chamber. A 

shoulder on the axle, situated 25mm below the top of the chamber 

supported a set of washers and a wooden disc to support the perspex 

top when the chamber was subjected to negative pressures. The axle 

then continued on through the perspex top to terminate with a handle 

with which the axle and tray could be rotated. The cross section of 

the pressure chamber, tray, axle and hose connectors is shown in Fig. 

CA nO 

The pressure chamber was reinforced against bending by welding four 

lengths of 35mm x 35mm angle section externally to the bottom. The 

pressure in the chamber was controlled through three tappings on the 

side of the pressure chamber just beneath the flange. 

2.3.5.2 The Vacuum Pump and Manometer 

One of the tappings was connected to a vacuum pump. A compton 

D/351 VM diaphragm pump was chosen, capable of producing a negative 

pressure of 0.5m head of mercury. 

A vertical manometer open to the air was connected to one of the 

tappings to enable measurement of the pressure within the chamber. A 

ue inch B.S.P. gate valve was incorporated in the line between the 

chamber and the manometer to allow air to bleed into the system,
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thereby regulating the pressure in the chamber and hence the discharge 

through the sample tubes. 

2.3.5.3 The Fast Bleed Valve 

The third tapping, in the chamber, was fitted with a ve inch B.S.P. 

butterfly valve to allow rapid restoration of atmospheric pressure in 

the chamber. A space beneath the bottle tray was required to contain 

spillage occurring when transferring from one set of forty bottles to 

the next, and also whilst waiting for the discharge from the sample 

tubes to become constant. 

During the experiment the elapsed time between the two consecutive 

measurement was enough to repressurise the chamber, pump out the waste 

fluid in the bottom through a drain tap, and evacuate the chamber once 

more down to the correct pressure ready for the next measurement. 

2.3.6 Analysis of the Density Results 

Samples of saline solution were analysed using conductivity measuring 

bridge type M.C.3 for the range of low and medium densities (p < 1050 

kg/m?). The conductivity bridge was sensitive to the variation of 

temperature. Therefore its readings were calibrated using different 

concentrations of saline solutions at different temperatures. The 

variation was approximately linear and regression analysis was used to 

give the best fit line to the results, Table (2.1). 

The density of saline solutions at different concentrations and 

different temperatures were obtained from International Critical 

Tables, Washburn (1929), Table (2.2). The value of concentration, at 

a certain temperature, obtained from Table (2.1) was used and related 

to the corresponding density from Table (2.2). All the calculations
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were performed using a computer program that finally plotted the 

depth-density curves at different times. 

For high densities of saline solution (1050 < p < 1090 kg/m’), Density 

Meter DMA 35 was used. It gave the density and temperature of 

solution directly. 

2.3.7 Measurement of Jet Expansion and Circulation Patterns 

Circulation patterns inside the reservoir were obtained using dye 

photography. Photographs of dye mixing were taken at different time 

periods. 

Expansion of the jet in the vertical direction was also recorded by 

dye photography.
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CHAPTER 3 

NOTATION 

characteristic azymuthal velocity of reservoir 

a' an experimentally determined function of a 

nozzle width 

constant 

910, 16,',C,, Cy experimental constants 

diameter of nozzle 

entrainment coefficient 

function of similarity 

friction factor 

: Coriolis parameter 

FL» Fo,F, body forces in r, 6, z directions 

me jet Froude number 

acceleration due to gravity 

depth of reservoir 

6 height of nozzle 

kinematic moment of angular flux 

slot momentum 

constant 

- equivalent roughness height 

5 kinematic jet momentum flux 

mixing length 

a typical horizontal length of reservoir 

4 potential core length 

0 excess momentum 

P,P pressure and mean pressure
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perturbation pressure 

constant 

volume flux 

total volume flux and mean Qa. 

inlet discharge 

cylindrical polar coordinate system 

radius 

Reynolds number 

constant 

time 

velocity componoents in three directions of a 

cartesian coordinate or cylindrical polar 

coordinate 

mean velaues of u,v,w or depth averaged values of 

u,V,W 

perturbation values of u,v,w 

maximum velocity in x direction 

centerline maximum velocity 

a reference velocity 

shear velocity 

=u - U, in co-flowing stream 

a characteristic velocity 

velocity scale in co-flowing stream 

jet velocity in x direction 

velocity of a co-flowing stream 

maximum velocity in tangential direction in 

reservoir 

inlet velocity in @ direction in reservoir
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a characteristic azimuthal velocity in wall jet in 

reservoir 

stream characteristic velocity 

entrainment velocity 

cartesian coordinate system 

the distance from virtual origin 

distance from the jet and virtual origin 

length scale in y direction 

length scale in y direction in co-flowing flow 

distance from the wall towards the center of 

reservoir and length scale in that direction in 

reservoirs 

length scale in z direction 

length scale in z direction in co-flowing flow 

constant 

the ratio of jet velocity (U,) to stream velocity 

(U,) 

horizontal scale ratio 

the growth rate of free jet in motionless 

surrounding 

the growth rate of wall jet in motionless 

surrounding 

constant 

vertical scale ratio 

characteristic width of wall jet in reservoir 

boundary layer thickness 

turbulent coefficient of kinematic viscosity 

perturbation parameter 

water surface elevation
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C.,0 
0’ 1 
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¥/ ¥en 

angle from the jet 

momentum thickness 

angle between the jet and virtual origin 

angle of growth in vertical direction 

laminar coefficient of kinematic viscosity 

density 

stress component in plane nomral to i direction and 

directed in j direction for i and j = r,9# and z 

constant 

laminar shear stress 

turbulent shear stress 

wall shear stress 

side wall shear stress in reservoir 

bed shear stress in reservoir 

latitude of basin 

angular speed of earth
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CHAPTER 3 

JET FORCED RESERVOIR CIRCULATION 

3.1 INTRODUCTION 

Reservoir circulation can be induced by many different parameters. The 

most important ones are throughflows, wind action and the earth's 

rotation. 

Wind action does not always produce strong enough currents specially 

over the relatively small fetch of a service reservoir. Moreover, it 

is irregular and subject to various meteorological, climatological and 

topographical factors which might be specific to one site. 

On the other hand, the roation of the earth and the coriolis forces 

acting over the circulation of the water body are normally weak. They 

are also a function of the geographical latitude and position of the 

reservoir. 

Throughflows and specifically momentum jetting of the inlet water is 

the most important method for hydraulic and biological control of 

water supply reservoirs. The incoming jets impart their momentum to 

the reservoir and in so doing cause large scale circulations. 

Controlled circulatory currents reduce the development of stratifica- 

tion and layered flow. 

The foundation for the development of models of fluid motion lies in 

the Navier-Stokes equations for the conservation of momentum. In 

addition, conservation laws for mass and energy are usually also 

required. The complete set of equations is without formal general
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solutions, yet methods have been devised to obtain solutions for 

particular cases usually including the use of numerical methods. 

The three components of velocity u,v,w and the pressure p are 

decomposed, according to Reynolds conceptualisation, into mean and 

fluctuating components, i.e. 

The above expressions are usually substituted into the Navier-Stokes 

equations and time averaged. 

In homogeneous flows with a relatively large area (e.g. reservoirs and 

lakes) the ratio of the horizontal scale to the vertical scale is 

usually very large. Therefore, the major flow is in the horizontal 

plane and the vertical velocity component is usually small. 

The hydrostatic approximation is, then, justified i.e. the vertical 

component of acceleration is neglected compared with the gravitational 

acceleration. Moreover, the Navier-Stokes equations may be integrated 

over the depth to obtain simpler depth averaged relationships. 

Usually, there are two methods for the solution of the Navier-Stokes 

equations: 

(i) The integral method 

(ii) The finite difference method.
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The first method is the subject of the present chapter and the second 

one will be discussed in the next chapter. 

The basic philosophy of the integral method is that the governing 

equations need not be satisfied at every point within a region of 

interest but ratehr in an average way throughout the entire region. 

This theory will later be discussed in detail. However, because of 

the important role of jets and their application in the development of 

the theory, a review of jet literature is presented first. 

Also, a comprehensive series of experimental studies will finally be 

given. 

Throughout this chapter, the study is restricted to homogeneous flows. 

The effect of density variation is dealt with in subsequent chapters. 

See TURBULENT JETS, A LITERATURE REVIEW 

Jets are usually known as point sources of momentum. There is 

extensive work on the behaviour of turbulent jets. In the present 

study we start with the analysis of the two-dimensional jet and extend 

later to more complicated cases. This review will be more concerned 

with the results of the investigations rather than the derivation of 

the various relationships. These results will be applied later to our 

reservoir circulation problem.
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3.2.1 Two-Dimensional Momentum Jet 

The boundary-layer equation for a two-dimensional plane, turbulent jet 

of water issuing into a stationary body of water is, (Fig. 3.1a), 

Townsend (1976), Rajaratnam (1976): 

  

du gu o7u d(u'v' > o— —s 
UW “3 Lm™=Pruo = Ges = ag) (351)) 

ox oy oy oy ox 

The continuity equation is given by: 

ou 
3x + = 0 (3.2) 

The pressure, p, is assumed to be constant. 

The last term in equation (3.1) is smaller than the other terms and 

could be dropped. Hence we obtain the reduced equation of motion: 

where 

uStyy-, dy (3.3) 

u mean velocity of the jet in x direction 

Vv mean velocity of the jet in y direction 

u' turbulent fluctuating velocity in x direction 

v' turbulent fluctuating velocity in y direction 

v kinematic viscosity 

(x,y) axial direction of jet and normal to it respectively. 

We could rewrite the last two terms of equation (3.3) as:
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Poh eel So) awe ET Oye 

where ee laminar shear stress 

fer turbulent shear stress 
S
 I coefficient of dynamic viscosity 

oD ll density. 

In free turbulent flows, due to the absence of solid boundaries, T, is 

much larger than rp and hence it is reasonable to neglect Tp and 

rewrite equation (3.3) as: 

st OTE 
ou 

pu sy + pv Sy = By (375) 

A plane turbulent jet issuing into a large stagnant environment and 

expanding under zero pressure gradient, conserves its axial momentum 

as there is no external force involved. This will be shown as 

follows: 

The equation of motion may be integrated with respect to y, 

+00 Sil oo a +o. OT t 

p | US dy + pe vam dy = <a dy (3.6) 
-@ “CO 

The order of differentiating and integrating of the first term may be 

interchanged by noting:
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In addition, the second term may be integrated by parts, 

> +o +00 +c aay +00 

7 ne u? dy + puv -p u dy dy = Te (3.7) 

If we use the continuity equation (3.2) for the third term on the 

left-hand side, it becomes identical with the first term. As y > to, 

u and its derivative with respect to y vanish, and also Tz =O, 

Equation (3.7) may then be written as: 

> +o 
— 2 = PS | u* dy = 0 (3.8a) 

-0 

+00 

and | pu? dy = const. (3.8b) 
=e 

Equation (3.8b) states that the product of momentum per unit volume 

(pu) and the volume per unit time (udy) i.e. the total momentum per 

unit time passing any section of the jet or the flux of momentum of 

the jet is constant and independent of x. The constant in equation 

(3.8b) may be evaluated from the momentum influx at x = 0, and hence, 

since the temeeeLn per unit volume is pU,, the volume per unit time is 

(b, UD), where by is the width of the slot and U, is the velocity of 

jet. 

Now we can write: 

+00 

| pu*dy = pU,*b, (3.9)
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As shown in Figure (3.1), in the development of a plane jet there is a 

potential core of length L, in which the cnetre line velocity Up 

remains constant. This is the zone of flow establishment. For values 

of x greater than L, the jet is said to be fully developed and the 

maximum velopcity (u,) is decreasing with the increase in x. 

In the fully developed region of the jet both the maximum velocity, 

u,, (the velocity scale), and the offset from the centerline, Ym (the 

length scale), may be expressed in terms of x to unknown exponents. 

Hence: 

un ~ x (3.10a) 

Ym ~ ¥% (3.10b) 

Moreover for the plane turbulent jet, the velocity distribution in the 

fully developed region is similar. That is: 

u 
ee SAI) (3.11) 

Sn 

where 1 mY 

Ym = the position at which u = u,/2 

£(n) = a function independent of x. 

Substitution of equation (3.11) into (3.8a) gives: 

ax (¥m Un .l2a 

From (3.12a) we can say that y,, uy’ is independent of x. That is:
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Ym Um « X° (3.12b) 

From (3.10a) and (3.10b), we obtain: 

gt 28 | ae? (3.13) 

and q+ 2s =0 (3),.14) 

To evaluate s and q another equation should be developed. This 

equation can be obtained in a number of ways, for example by using the 

entrainment hypothesis. 

If Q is the rate of (forward) flow, experiments show that Q/Q, is 

greater than unity and become very large for high values of x Qo 

jet discharge). That means, the jet entrains a considerable amount of 

the surrounding fluid as it travels forward. We can now write: 

9Q_,4a |” Ly aie 2 ax udy 2W, (305) 

where W, is the so-called entrainment velocity. 

From dimensional considerations, we could write: 

We «uU, or W, = § uy (3.16) 

where E is the entrainment coefficient. Thus:



or 

Se ban wp) £(n) dq 
0 

=-E 
“mn 

Consequently: 

d 
ax (Um Ym) 

Un 

That is: 
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s+q-l1l-s#=0 or q=1 

Using (3.14), we obtain s = - 1/2. 

Uy, «© 1/Jx 

Ym ~ X 

Therefore we get: 

(3.17) 

(3.18) 

(3.719) 

(3:20) 

(3.21) 

The theoretical evaluation of the velocity distributions (u and v) may 

be obtained by solving the equations of motion (3.5 and 3.2). 

requires a closure euqation for the turbulent shear stress (7 

this missing equation, Tollmien, 

theory and assumed that: 

This 

t): For 

utilized the prandtl mixing length
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2 ,8Uu,2 re > pe? (SY) (3.22) 

where @? is the so-called mixing length, which is proportional to oa 

boc Yn 

or = EY, (3-23) 

or & = BC, x 

6 and C, are constants of proportionality. Substituting for the 

turbulent shear stress and solving the system of partial differential 

equations, Tollmien obtained a numerical solution for the velocity 

distribution. 

Goertler, on the other hand, used the second equation of Prandtl: 

te RE (3.24) 

where e¢ is known as the turbulent coefficient of kinematic eddy 

viscosity and is assumed to be constant at any cross section. Goertler 

assumed that: 

€oc un Yn 

or e=-ku, Ym (3.25) 

and obtained another numerical solution for the velocity distribution. 

A comparison between the above two solutions and other theoretical 

solutions is given in Figure (3.1b).
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On the experimental side, a Gaussian curve was found to satisfactorily 

represent the velocity distributions. This expression is given by: 

+ = exp(-0.693 n?) (3.26) 
Sn 

where 1 = y/Y,- 

The constants of proportionality in equations (3.20) and (3.21) have 

also been determined experimentally. 

The general formulae for the variation of centreline velocity can be 

written as: 

. See Cs.27) 

where x =the distance from virtual origin, which is not 

necessarily at the actual nozzle 

C,' = constant experimental results cover the range (3.12-3.78) 

Q
 

+ 

ll constant (0 - 2.4). 

For all practical purposes we can use: 

vm _ 3.5 
U 

0 

(3.28) 
  

J Xo, 

Concerning the length scale y,, we have:
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Ym = ©, X (3.29) 

and Cc. #« 0.1 

3.2.2 The Axisymmetric Turbulent Jet 

The axisymmetric or circular turbulent jet can be treated in an 

anlogous manner to the two-dimensional jet with the cylindrical 

coordinate r replacing the cartesian coordinate y. The simplified 

equations of motion are, (Rajaratnam (1976)): 

Su , dul o(r7 4) 

ox or pr or 
  

=x "~ sx 7 (3.30) 

The integral momentum equation, then becomes: 

d eo 

ee | 2xrx dr pu* = 0 (3.31) 

0 

Equation (3.31) states that the rate of change of the momentum flux in 

the axial direction is zero or that the momentum flux in the axial 

direction is conserved. 

A similar procedure to that for the two-dimensional plane jet would 

give the following proportionalities for velocity and lengths scales.
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i 
“mn © X 

(37.32) 

Ym < * 

A collection of experimental results gives: 

“mn x 
77 6.39/(G + 0.6) (3233) 

0 

the virtual origin is located 0.6d behind the nozzle, and d is the 

diameter of nozzle. In a simplified form the velocity scale becomes: 

“mn 
a = 8-3/(#/a) (3.34) 

0 

For the length scale one could use the relation: 

va Ontx (3.35) 

which is the same as that for the two-dimensional plane jet. The 

velocity distribution for the circular turbulent jet could be 

presented by a Gaussian curve: 

S = exp(- 0.693 (~)?) (3.36) u, P y.
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3.2.3 The Turbulent Wall Jet 

A turbulent wall jet, Figure (3.2) consists of an inner boundary 

layer, for y < 5,, and an outer half jet, for y > 5,. Where 6, is the 

thickness of the boundary layer. 

Using a coordinate system and notation similar to that for the plane 

free jet and following closely the previous arguments, we could show 

that the equations of motion of the plane turbulent wall jet are: 

oT aM ay mit 
ox oy p oy 

(35,37) 

ou ov 

ox * oy abi 

Integrating with respect to y from zero to infinity, the integral 

momentum equation is: 

d Cc 

ae | pu*dy = - Ty (3.38) 

0 

where ts is the wall shear stress. 

It is also found that the variation with x of the maximum velocity, 

u,, the length scale, y,, and wall shear stress, r,, is given by: 

Yn & ® (3.39)



43 

The velocity distribution of the entire wall jet has been found to be 

similar, Sigalla (1958), Myers et al. (1961) and Schwarz and Cosart 

(1961). Verhoff (1963) obtained the following empirical equation to 

describe the velocity-distribution: 

i. = 1.48 y'/7 [1 - erf (0.687)] (3.40) 

Recent obersvations of Myers et al (1961) have shown that the velocity 

distribution in the boundary layer can be well described by the 

logarithmic law: 

i. yuy 
Uy = 5.6 log ara + 4.9 (3.41) 

with u, = J/7,/p, shear velocity. 

The outer flow has also been represented quite satisfactorily by the 

following Gaussian profile: 

u =u, exp(-0.693 (y - 5,)7/(y_ - 6,)7) (3.42) 

The ratio 6,/y, decreases with increasing Reynolds number 

(Re “th 6,/¥), but typically has a value around 0.15. 

Rajaratnam and Subramanya (1967) have shown that the decay of the 

maximum velocity can be described by: 

Un en 
u, 7 3.5/Jx/b, (3.43)
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for x/b, at least up to 100, where b, is the width of the jet, Fig. 

(3.3a). 

Schwarz and Cosart (1961) obtained: 

Uy . GZ = 5-395 a + 11,2)7°:555 (3.44) 
0 0 

Indicating that the maximum velocity decays a little more rapidly than 

in the case of the plane free jet. This reflects a small momentum 

loss due to wall friction. 

The growth rate (dy,,/dx) has been shown to be in a range of 0.056 to 

0.085. Figure (3.3b) shows that a value of 0.068 is appropriate. 

This reduction in the growth rate from the plane free jet would 

indicate that the prixmity of a wall could significantly reduce the 

entraining capacity of a reservoir inlet. 

3.2.4 The Curved Wall Jet 

The special case of a plane jet located at the inner side of a wall of 

constant radius R (Figure 3.4) has been studied by Guitton (1964). His 

experiments indicate that the curved wall further decreases the growth 

rate from that of straight wall jet. The growth law being presented 

in the form: 

  = 0.065 - 0.32 Tn (3.45) 
Q
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where x =R@, @ being the angular position 

x, = distance from the jet and hypothetical origin. 

Based on Guitton's analysis for the self preserving curves, (i.e. the 

cases where the radius of curvature is proportional to the distance 

from the jet). We can write: 

uy « x t/2-€' Co.225) (3.46) 

where u, = a reference velocity which is proportional to the maximum 

velocity u,. 

€' = perturbation parameter = y,,/0.8812R 

The decay is, therefore, a little more rapid than in the case of the 

free jet. 

For the case of non-self preserving flow (i.e. a circle with a 

constant radius, R), Guitton derived the following relationship: 

  

pum * 3 jel 2.32 2 Beg ft = eh (28 p25) (3.47) J 2 0 R o, o, 

where p = the density 

Un = maximum velocity 

J = the actual slot momentum 

x = distance from the jet 

0.,0, = constants 

6 = x/R
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Kobayashi and Fujisawa (1983), conducted experiments on curved 

surfaces having curvature parameters of Yp/R = 0.008 to y,/R = 0.095 

(defined as the ratio of half width Ym to the radius) and obtained a 

linear variation of (U,/u_)? and y,,/b, with x/b, (Figure 3.5). 

The gradient of the growth rate, however, reduces with the decrease in 

R. The range of jet velocity U, at the nozzle's exit was 32 m/sec to 

48 m/sec and the jet width was b, = 0.8 cm. 

3.2.5 Surface Jet 

Rajaratnam and Humphries (1984) and Rajaratnam (1969), conducted a 

series of experiments on two-dimensional surface jets issuing into a 

stagnant pool, Figure (3.6). Based on the results of these 

experiments, it can be shown that the u velocity profiles are similar 

at different sections and can be well described by the exponential law 

equation (3.26). 

The length scale z,, varies linearly with the longitudinal distance x, 

i.e, 

dz 

aes 0.07 (3.48) 

This result is very close to that for the wall jet. 

The velocity scale decays in the same manner as in the case of the 

plane free jet with the constant coefficient being somewhat smaller 

than that for the free jet.



47 

3 -31 (3.49) 
x ol

f 

_— 

Maxwell and Pazwash (1967) investigated experimentally the influence 

of a free surface on a horizontally-oriented axisymmetric turbulent 

jet. They showed that the locus of the maximum velocity was attracted 

towards the free surface. The lower part of the velocity distribution 

closely resembled that for a deeply submerged jet but the upper part 

was affected by wave action and spread at an increased rate. Ina 

subsequent study, to include the effect of a horizontal bed, a similar 

attraction and increased growth rate was observed at the solid 

boundary. Both the free surface and bed tend to attract the jet and 

both cause increased spreading of the flow but one boundary generally 

proved to be dominant, depending on the geometry. 

3.2.6 Three-Dimensional Free Jet 

Jets issuing from nozzles which are neither axisymmetric nor 

rectangular, with a very large aspect ratio b,/h,: where b, is the 

width and h, is the height, are referred as three-dimensional jets. In 

Figure (3.7) there are three regions for the (3-D) jet with an aspect 

ratio of say b,/h, = 20. In the first region (0A), the centerline 

velocity of jet is constant. In the second region (AB) the centreline 

velocity decays with x (where x is the axial distance from a suitable 

virtual origin) at a rate roughly the same as that of a plane jet. In 

the third region (BC), U,, decays inversely with x. Region 2 could be 

referred to as the 'plane jet type decay region', and region 3 as the 

"axisymmetric-type decay region'. For a jet with smaller aspect ratio 

(b,/h, ¢ 5), square or triangular jets, the potential core is followed 

by the axisymmetric decay region. The jets with three distinguished
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regions are known as ‘slender jets' while the ones with two regions 

are termed 'bluff jets'. 

Decay of the maximum velocity and the length scale for 'slender jets’ 

of various aspect ratios, in both directions (z,y), are given by 

Yevdjevich (1966). For the 'bluff jets', the maximum velocity decay 

follows the same curve for square, triangular, rectangular and 

elliptic nozzles, Rajaratnam (1976). The growth of length scale in 

the y and z directions are the same for square nozzles and is 

described by the equation: 

Ke
 

5 

N 
5 

a
i
s
 

= 0.097 (3.50) 

ss
 

Lo
 

with the virtual origin located at the nozzle itself. For the other 

shapes of nozzles, the growth of the length scale in the z direction 

for the nozzles with aspect ratio up to about 10 is satisfactorily 

given by equation (3.50). It appears difficult to predict the 

variation of y, when b,/h, is larger than unity. 

3.2.7 Three-Dimensional Wall Jet 

Consider a rectangular jet of an aspect ratio of about 40 issuing 

tangentially on a smooth plate with the longer side of the nozzle 

parallel to the plate. The potential core of the jet is invaded by 

the boundary layer on the plate side and by shear layers on the other 

three sides. There are usually three different regions, very similar 

to those of the three-dimensional free jets. 

In the first region or the potential core region, the maximum velocity 

remains constant and equal to the efflux velocity U,:
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In the next region the maximum velocity decays with the axial distance 

x similar to the plane wall jet case. This second region was termed 

the 'characteristic decay region' by Viets and Sforza (1966). 

In the third region, the maximum velocity decays roughly as 1/x, i.e. 

similar to the case of a round jet. 

For the bluff wall jets the decay of the maximum velocity is usually 

proportional to 1/x, after the first region. 

The growth of length sacle in the y direction is given by Rajaratnam 

and Pani (1974) as: 

¥; — 

a 0.9 + 0,045 (3.51) 
by by 

and in the z direction, close to the jet, by: 

N 
B | 1 o

 wD 
|
x
 

- 1.25 (3.52) 

Sy
 

o o
 

where h, is the height of the nozzle (parallel to the wall). It is 

interesting to note that z, grows about 4 to 5 times faster than Yin:
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3.2.8 Bluff Surface Jet 

Rajaratnam and Humphries (1982) conducted an experimental study on 

circular and bluff surface jets, Fig. (3.8). They verified the 

similarity of velocity profiles in both y and z directions. 

The velocity decays less rapidly than in the case of a free circular 

jet. The rate of growth of length scale in the vertical direction can 

be approximated by: 

dzn 

a = 0.044 (3.53) 

which is essentially equal to the corresponding expansion rate for 

circular wall jets equation (3.51). The variation of length scale in 

the transverse direction is given by: 

Fy = 0.09% (3.54) 

which is twice the value of Zm* 

3.2.9 Momentum Jet in a Co-Flowing Stream 

For a two-dimensional free jet in a co-flowing stream, Fig. (3.9a), 

the similarity form requires that: 

U 
y = £(m) 
Un 

or = u=U, + U, £(n) (3.55)
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where U=u - U, 

U, = the velocity of the co-flowing stream 

U,, = the velocity scale = us 8, 

t= Sy 

Yn — the length scale where U = U,/2. 

The momentum integral equation for the two-dimensional jet is given 

by: 

d © oe) du , 

ax | u(u - U,)dy + | (u - U,)dy ae 0 (3.56) 

0 

Theoretically, there is no exact self-preservation even for the case 

of zero pressure gradient (U, constant). Utilizing the observations 

of Bradbury (1965) and Tani and Kubashi (1951) we may conclude that 

the velocity distribution is approximately similar. 

For the case of constant co-flowing stream we have: 

d © 

dx | pu(u - U,)dy = 0 (3,57) 

Substituting (3.55) into the above equation and simplifying we have: 

ae Un © 

| fdy + YG) | £*dn] = 0 (3.58) 
1 

0 

In the above equation there are two terms, the integrals are roughly 

of the same order of magnitude. Depending upon the value of U,/U, one 

term will be large, small, or of the same order as the other. Now we
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are specifically interested in the case where U,/U, >> 1. This type 

of flow is sometimes referred to as the ‘strong jet'. It usually 

occurs in the early portion of the region of fully developed flow. For 

this condition (3.58) reduces to: 

U 0 

= X_ (=)? f7dn] = 0 (3.59) 
1 

0 

Using equation (3.59) in a similar manner to the free jet analyses we 

can prove that: 

U, « 1/Jx 

(3.60) 

A similar argument gives the following results for strong circular 

compound jets: 

1 Un « 5 (3.61) 

We have seen that for the plane co-flowing jet, the excess momentum 

M, = b, pu, (U, - UL) is preserved, equation (3.57). We could write: 

U, = £,(M,,0,%) (3.62) 

Using the II-theorem, equation (3.62) reduces to:
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Un 
  = constant (3.63) 
VM, /x 

Un 66 ee Oy (3.64) 
Jw,@, - U,) 

Rajaratnam (1976) introduced a length scale defined by: 

M, = 6,pU,? (3.65) 

where i = b, a (a - 1) the so called 'momentum thickness' 

o
 

and a = 

Gq
 

Equation (3.64) could be written as: 

U,/U, = Ci/x/8, (3.66) 

Bradbury (1965), using his experiments, found that the velocity 

distribution was similar, Fig. (3.9b), and could be described by the 

equation: 

U/U,, = exp[-0.6749 47(1 + 0.027 %)] (3.67) 

The experimental observations of Weinstein (1955), Bradbury (1965) and 

Bradbury and Reily (1967) resulted in the following relationship: 

= (3.68) 
 



54 

Equation (3.68) could also be written as: 

U 

7 = 3.41/Jx70, (3.69) 
1 

Substituting the velocity scale into the integral momentum equation 

results in the following relationship for the length scale: 

(3.70) 
  

Experiments show that equation (3.70) is acceptable for values of a up 

to about 6.25, Rajaratnam (1976). Another equation by Abramovich 

(1963) relates the growth of the jet in a co-flowing stream to that in 

still surroundings. He transformed the x coordinate such that it 

moved at a velocity U, characteristic of the jet. The growth rate is 

analogous to the equation for the free jet in still surroundings: 

ayn 
a Op (U, - U)/U, (3.71) 

where Xp is the growth rate in the motionless environment. 

Abramovich chose U, + Y. U,, for the characteristic velocity. Patel 

(1971), however, has shown that the choice of U, + U, for U, gives a 

more satisfactory result, both theoretically and experimentally. The 

Abramovich/Patel equation is thus:
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gy, U 
m a ee a (3.72) 

where a is 0.104. 

An important conclusion in the present context follows directly from 

equation (3.72), namely that the general effect of a co-flowing stream 

is to reduce the rate of entrainment. This conclusion is well 

supported by experiments, Newman (1967). 

3.2.10 Wall Jet in a Co-Flowing Stream 

In Section 3.2.3 turbulent wall jet in still surrounding environment 

was reviwed. In this section we consider the case where there is a 

uniform flow of the ambient fluid (U,). The present analysis of the 

wall jet in a co-flowing stream is generally an extension of the 

motionless ambient fluid case. The analysis almost invariably 

involves the use of the momentum integral equation (3.57) together 

with two other equations in order to determine the three unknowns Un: 

ee and 6,- 

The first two equations are normally integral momentum equations for 

the inner boundary layer from y = 0 to 6, and the outer mixing layer 

from y = 6, to infinity where an average velocity profile must be 

assumed in both cases. Applying a method similar to that for the 

previous section (3.2.9), we can deduce that (for strong jets): 

Yn «© X (3.73)
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The experimental observations of Kruka and Eskinazi (1964) show that: 

5, = 0.0109 x (3.74) 

where x is measured from a virtual origin located roughly aobut 8b, 

behind the nozzle. 

Kruka and Eskinazi (1964) and Patel (1971) have proposed simple 

extensions to the method of Abramovich (1963) for the uniform 

co-flowing case. The former chose a characteristic velocity: 

Uo= UU, + C1 = a" 7U, (3.75) 

where a' is an experimentally determined function of a = U,/U, and 

can be determined from: 

a' = 1.06/(1 - lfa) - 0.5 (3.76) 

Patel extended his free jet proposal of (U, + U,,) for the characteris- 

tic velocity to the wall jet case, giving a simple growth law of the 

form 

dy, Un 
eine Gee (3.77) 

where a, is the growth rate in still surroundings.
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3.2.11 Circular Surface Jet in a Co-Flowing Stream 

Rajaratnam (1984) studied the case of a circular surface jet of 

diameter d issuing with a velocity U, parallel to the surrounding 

stream flow of mean velocity U,, Figure (3.10). Based on these 

experiments Rajaratnam concluded that the velocity-distributions were 

similar in both the vertical (z) and transverse (y) directions. 

If a is the ratio of the jet velocity (U,) to the mean stream velocity 

U,, the range of variation of a in the experiments was from 1 to 20 

and the stream velocity U, in the majority of the tests was about 13.5 

em/sec. Investigations of the growth of width in both vertical (z) 

and transverse (y) directions shows the high dependence of the rates 

of growth on a. 

For the large values of a the growth rate of z with x is almost the 

same as that for a circular jet in stagnant surroundings for a 

considerable distance from the nozzle. In the transverse direction 

the dominant effect of a on the growth rate of y was also observed 

(Figure 3.11). These experiments give z= 2.5 Z, and y - 2.2 YY» 

where Z, and Y,, are the length scales in the vertical and horizontal 

directions. 

Rajaratnam also concluded that the velocity scale and the vertical 

length scale can be predicted from the results of submerged circular 

jets in co-flowing streams using the excess momentum thickness as the 

length scale. The transverse length scale and width, however, 

appeared to grow at a rate roughly equal to that of circular wall jets 

in co-flowing streams for some distance from the nozzle.
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3.3 JET ACTION IN RESERVOIRS 

3.3.1 The Integral Method - Sobey's Solution 

Sobey (1973) obtained a mathematical model for the circulation of 

water inside a circular reservoir caused by a tangential jet. 

Although his mathematical model is not very accurate in detail, it 

does, however, give a satisfactory solution for the overall 

circulation. In the model, the Navier-Stokes equations of motion are 

solved using an integral method similar to that of Karman-Pohlhausen 

momentum integral method for boundary layer analysis. The coordinate 

system used (Fig. 3.12) is the cylindrical polar coordinates (r, 6, z) 

system with time averaged velocity components (u, v, w). The origin 

of coordinates being the free water surface at the geometric centre of 

the basin. In this system the steady-flow equations for mass and 

momentum, written in conservation form and in terms of stresses, are: 

  

£2 (mu) +2 2+ Bo (3.78) 

St 4 £2 (ru?) + 2 2 (uv) + = (uw) = 

= By + Se (Sp tape) + 25 (ogg) + (rogy) = og 9) (3.79a) 

pe one ae 1 (3.79b) 
pr “or r 36 oz z0 ré



  

ra a a ee 13. 2 72 
ot * r or ( ) r 30 cay) + oz ww) 

o 1 oz = By + ac (xe (ro,,) + 38 + = (ro, 7) ] (3.79c) 

in which 5; = the (laminar plus turbulent) stress components in the 

plane normal to the i direction and directed in the j direction. 

The following assumptions are now introduced: 

(a) Flow is steady, i.e. === 0 

(b) Body forces are r= Fy = 0, FL = -g 

(c) Deviatoric normal stresses are neglected 

i.e. Pegi Fpg = Fo5.= <p 

(d) The z pressure gradient is hydrostatic. 

(e) The r pressure gradient is approximately centrifugal. 

Under these assumptions equations (3.79a,b,c) become 

ve~.i2@P 
-¥ p ox (3.80a) 

12 13. 2 a. uv 
Yr or ey xr 36 ve oz ime? + v 

1 13 4: _opP,3 
ox ly gx (F Pra) - 36 + gz (Foz9)] (3.80b) 

1 ap Be ee (3.80c)
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In the subsequent depth integrations the water surface elevations, 

$(r,6), above the z datum have been assumed small with respect to the 

depth, h. The approximations: 

have been made, and the over bars representing the average values have 

been dropped. 

Depth integration of equation (3.80a) and (3.80b) results in: 

v° __1lsp op ot (3.81) 

oS (yp? a 72 Ld p23 _£dp xr’? b Sr (r“vu) + 4 36 (v*) or (xr o+9) De a T20 (3.82) 

In equation (3.82), Toe is the shear stress at the bed (z = -h) given 

by hog? = pf v’?/8, where f is the friction factor. 

Equation (3.82) is then integrated radially from the centre of the 

reservoir (r = 0) to the wall (r = R) to give: 

R 
oe | r? 72, dr (3.83)
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where Tre” is the shear stress at the wall, given by tape = -pf Vin /8 

and v, is the maximum velocity. 

The friction factor can be obtained from conventional open channel 

resistance formulae, say Colebrook-White equation: 

nMavmea =) (3.84) JE 14.83h ¥ 

in which R, = a Reynolds number 

k, = average bed roughness height 

Using equation (3.81), the pressure term in equation (3.83) becomes: 

D 
Ie
 s 1 Rv? 4 | pr dr = 5 R? | — dr - | 3 rv? dr (3.85) 

0 0 

R 2 R 
da 1 R° 2 1 2 _W 1 2 b a0 7 (xr + ) vedr = R Tee” F | EY To dr (3.86) 

Depth integration from -h to ¢ and radial integration from 0 to R of 

the equation of continuity (3.78) would lead to: 

Q R 

zi * ts | vdr = 0 (3.87) 

where Q, is the jet discharge.



62 

The boundary conditions adopted for w and u are no flow through the 

bed: 

w= 0 at z= -h 

or through the side wall: 

The central outlet has been assumed to extract fluid in the manner of 

a potential sink: 

0 
éim(ru) = - Och (3.88) 

r30 

Sobey studied his experimental velocities and concluded that the 

tangential velocity profiles consist of a wall jet component 

superimposed on a low velocity circulation flow component. The 

circulating flow is in fact driven by the entraining action of the 

decaying wall jet. 

Consequently, the tangential velocity (v) can be satisfactorily 

described by three parameters. It is convenient to use two parameters 

(a characteristic azimuthal velocity, V, and a characteristic radial 

width 5) to describe the jet development and to use one parameter 

(another characteristic azimuthal velocity a) to describe the forced 

circulation. Thus: 

v=v(r, V(@), 6(6), a(@)) (3.89)
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As a result there are three unknowns and three equations are, 

therefore, required to solve the system. The third equation, for 

closure, could be an entrainment equation in the manner of Abramovich 

(1963). Recalling equation (3.77), for the growth of wall jet in a 

co-flowing stream, we have: 

  

Vv 
dé 
ax. ow vVi+vV (3.90) 

where V , = 4 characteristic stream velocity 

V = wall (maximum) velocity. 

It is convenient to generalise the equation for the case of wall jet 

within a curved surface of constant radius R, by substituting the 

appropriate coefficient of Guitton for still surrounding. 

Guitton's equation (3.45) was: 

Ym 
& - ,) = 0.065 - 0.32 y,,/R 

assuming x, ~0 and x = Ré 

Rearranging and differentiating with respect to @ gives an expression 

for the growth rate a: 

1 99m 
~R 

oe -2 hs a0 0.065 (1 + 0.32 6) C391)
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Therefore, the system of equation can be closed by the entrainment 

equation 

$5 = 0.065 (1 + 0.32 6)7? V/(V, + V) (3.92) 

Based on his experiments, Sobey concluded that the circulating flow 

component of the v velocity profile (equation (3.89)) could be 

suitably represented by a triangular velocity distribution extending 

from a zero velocity at the half-radius point, r = R/2 to a velocity 

a(@) at the wall (Fig. 3.13a). The flow velocities inside the 

half-radius point were observed to be very small except in the bottom 

boundary layer and in the immediate neighbourhood of the outlet. Sobey 

assumed that these small velocities contribute little to the mass and 

momentum fluxes. The jet component of the depth-averaged azimuthal 

velocity profile was observed to be rather similar to the standard 

two-dimensional, turbulent wall jet. The wall boundary layer was 

quite thin and wall shear was already incorporated in the model by 

using Tre” of equation (3.83). 

In this situation the simplest profile for the wall-jet component is a 

rectangular (top-hat) distribution of magnitude V and width 56 (Fig. 

3.13a). The combined velocity profile is then: 

ho ace Si. for Peele eg (3.93) 

v=Vta (= - 1) for R-6<r<R
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Substituting this profile into the integral angular momentum equation 

with: 

b £ 
Tz9 =P GV (3.94) 

£ 2 Trap ~~ PB (V + a) (3.95) 

and completing the integration and subsequent differentiation gives an 

equation of the form: 

da dV dé 
Ay, dé r Ay, dé + Ai, do B, (3.96) 

Similar substitution into the integral mass conservation equation and 

completing the integration and differentiation gives: 

da dv dé Ra teag * Mga qe. Aas ap = Bs (3.97) 

The Reynold's number in the Colebrook-White formula for the friction 

factor, f, is defined by: 

R, - (V + a)h/y (3.98) 

The jet region is expected to be responsible for the majority of the 

frictional resistance. 

The final equation (equation (3.92)) can also be written in a similar 

form:
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da dv dé 
A,, a6 +R a0 + a ae B, (3.99) 

In the above equation a reasonable value for the surrounding velocity 

(V,) would seem to be the magnitude of the underlying circulation at 

the edge, r=R - 5 of the jet, giving: 

25 
Ni eae Ss RR? (3.100) 

The coefficients Aij: B; are defined by Sobey (1973). The three 

equations of the integral method can be written as the matrix 

equation: 

da aV ddq 
(ij) (ag ao ae = (Bz) (3.101) 

in which the subscript, T, represents vector transposition. This can 

be transformed by matrix inversion to a simultaneous system of three, 

first-order, ordinary differential equations, which can be numerically 

integrated by standard techniques, but first require the specification 

of initial conditions at @ = 0. The initial V and 5 values follow 

directly from the specification of the inlet jet. The a(@ = 0) value 

is unknown but it can be computed in an iterative manner. 

First an initial value is chosen and then the equations are integrated 

through 22 radians. The mass and momentum fluxes of the assumed 

co-flowing stream at the jet orifice and those computed after 27 

radians must, match so that there are two independent conditions with 

which to determine a(@ = 0). Both the volume flux, Q(@), and the
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kinematic moment of angular momentum flux, I(@), will increase with 

the parameter, a, so that the sum of their relative errors: 

_ Q(@ = 27) - QC = 0) | 1(6 = 2x) - 1(0 = 0) | F(a) ote = 0) + ate 0 (3.102) 

can be used to assist in the solution for a(@ = 0). An iterative 

solution of the above equation is accomplished by a half-interval 

method. 

The volume flux: 

R 
Q(6) =h vdr (3.103) 

0 

and the moment of kinematic angular momentum flux: 

Roy R? I(6) =h | pre 7 Vv dr (3.104) 

0 

to be used in equation (3.102) must first be evaluated in terms of the 

three parameters of the velocity profile by using equation (3.93). 

To verify his mathematical model Sobey conducted two experiments with 

discharges Q, = 560 cc/sec and Q, = 300 cc/sec. A comparison between 

the theoretical predictions and the experiments was reported to be 

satisfactory, Fig. (3.13b), Sobey (1973). The predicted maximum 

velocities are quite close to the experimental results and are usually 

located in a narrow band near the wall. Predicted velocities at the 

interior region are rather different from the experimental values.
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3.3.2 Dimensional Analysis and Scale Effects 

Sobey and Savage (1974) used the total circulating volume flux, Qe: as 

a suitable measure of the forced circulation. Using the Buckingham II 

theorem and after some rearrangements, they obtained: 

  

  

  

Qe 
nome, TM, Mo Hyon ttsomt,;, T,) (3.105) 

JK. L 0 

L Ko 
where II, = 7 G2 1/4 4 measure of the jet momentum coriolis balance 

WK, L 
II, - 9 representing jet geometry 

0 

Ml, = z representing reservoir geometry (aspect ratio) 

IK 
TI, == a jet Reynolds number (3.106) 

Ro — 
i. = a a jet Froude number (= v\/J/gh) 

Q,vgh 

ke, 
i = representing the relative roughness of the 

reservoir 

N 
where K, = kinematic jet momentum flux = } Qa Vy 

i=1 

(Q; is the discharge and
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v; is the average velocity of separate inlet) 

N 
» Q; the reservoir through flow 

i=1 

—
 

o 

Il 

£, = 20 sin » the coriolis parameter 

L =a typical horizontal length of the reservoir 

h = the average depth of the reservoir 

k, = the average bed roughness height 

vy = the kinematic viscosity of the reservoir water 

g = the local gravitational acceleration 

In Sobey and Savage's mathematical model, the effect of rotation was 

not considered, so Il, was neglected. They also assumed that the 

forced circulation was independent of gravity waves, which elliminated 

the Froude number (1I,). 

The remaining four parameters were varied in a series of computational 

experiments. The results indicated a significant decrease in the 

non-dimensional circulating flow with the increase in both the aspect 

ratio and the relative roughness. Minor changes in Q,//K,L resulted 

from varying the jet geometry ratio (slight decrease) and the jet 

Reynolds number (slight increase). 

Therefore, concluding that, Q, depends predominantly on the aspect 

ratio, L/h, and relative roughness, k,/h, Sobey and Savage (1974) 

produced a jet-forced circulation diagram, Fig. (3.14). Also given in 

Fig. (3.14) is a curve obtained from the experimental results of White 

etrval (L955): 

Fig. (3.14) clearly shows that Q.//K_L is very dependant on the aspect & y c 0 y gep P 

ratio L/h for a given value of k,/h. This finding has an important
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implication regarding the use of hydraulic models. Distorted hydraulic 

models where L/h is different for the model and prototype should 

therefore be avoided. Experimental results of various researchers 

showing the effects of L/h will be discussed later. 

3.4 EXPERIMENTAL INVESTIGATIONS 

3.4.1 Past Experimental Investigations on Tangential Jets 

An extensive experimental study of jet forced reservoir circulation 

has been carried out in recent years. 

In a majority of the experiments, the tangential velocity distribution 

was found to be reasonably similar. 

Ali and Whittington (1979) plotted the experimental velocity 

distributions of Sobey in dimensionless form. His experiments were 

conducted in a circular reservoir having R = 252cm and depth = 6cm. 

The inlet jet was 0.2cm wide and 5cm high. Ali and Whittington fitted 

the following hyperbolic curve, suggested by Schwarz and Coasart 

(1961), to Sobey's results: 

= = sech? (X - 0.14) (3.107) 
m Yn 

where y is the distance from the wall towards the center of 

reservoir and y,, is the length scale in that direction. 

Ali and Whittington performed several experiments on a smooth circular 

reservoir having a diameter of 3m. The tangential jet was 0.2cm wide 

and 2cm high. Input discharges were 4.7, 8.8, 11.2, 22.4, 28.4, 33.6 

and 73.5 cc/sec. These discharges were used for reservoir water
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depths of 2, 5, 10, 15 and 20cm. The values of h result ina range of 

L/h of 15-150. The dimensionless velocity-distributions were found to 

be similar. Near the wall, equation (3.107) fitted the experimental 

results. Away from the wall, however, the results were better 

represented by: 

= = exp i. 0.693 [ - ]] (3.108) 

The mean circulation discharge for Ali and Whittington's results was 

calculated from: 

h_ = 4,3 h 2 (3-109) 

where z' is given by: 

0.607 * 109 
aie 

Re 

1.702 + N ll 

and 

  

where v, = inlet velocity. 

Ali and Whittington assumed that the decay of the maximum velocity is 

given by: 

Vin R B 

oo al (0 + 0,)] (3.110)
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where 6 = angle from the jet 

6, = angle between the jet and virtual origin. 

The coefficients A and B are constant. A similar relationship was 

assumed for the expansion of the jet half width (Ym) with @. The 

values of A = 5.395, B = -0.555 (for vo and A = 0.625, B = 0.682 (for 

Ym) was given for Sobey's experiments. 

Ali and Pateman (1981) conducted experiments on a large reservoir 

having a diameter of 7.35m. The inlet jet was 5cm high and 0.2cm 

wide. For a jet discharge of 615 cc/sec, reservoir water depths of 7, 

12, 17, 22 and 28cm were used. Ali and Pateman demonstrated the 

similarity of their velocity distribution. They also obtained the 

following relationship for v_: 
m 

Vv. 
m a, = =a, (0 + 6) (3). 1a) 

where a, and a, are parameters obtained from their experiments and are 

given by: 

a, = 0.6 - 0.044 h/h, 

a, = 0.0832 (h/h,)°° 744 

Fig. (3.15) shows Ali and Whittington's comparison between the 

classical wall jet relationship, equation (3.44) and the experimental 

results of Sobey. This figure also shows the experimental results of 

Ali and Pateman.
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Fig. (3.16) shows Ali and Pateman's curves for the variation of vn 

with @ for different reservoirs. These results are given for 

different aspect ratios and discharges. Based on the results of Fig. 

(3.16) the following expression was obtained for xn 

R73 64 (3.111b) 

where 

a, = 0.138 (L/h)~°° "4? 

a, = 0.222 (L/h)°- 77° 

Ali et al. (1978) constructed several hydraulic models of the 

Liverpool reservoirs at Prescot. They investigated systematically the 

relative importance of the various parameters in equation (3.105). 

Three models having horizontal scales of 1/500, 1/250 and 1/83.3 were 

built. 

The vertical scale was changed systematically such that values of 

a'/B' of 1, 2, 3, 4, 5 and 6 were used (a' = horizontal scale ratio, 

6' = vertical scale ratio). 

Ali et al (1978) plotted the dimensionless circulating discharge 

Q.//K ob versus the aspect ratio, for a constant Froude number. Their 

results together with the findings of other experiments on different 

reservoir models are plotted in Fig. (3.17). The following remarks 

may be concluded from this figure:
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(a) The aspect ratio (L/h) has a dominant effect on circulation. 

(b) The experimental results using the smooth (glass) circular 

reservoir (L = 3m) are very different from Sobey's predictions. 

(c) The values of Q.//K,L for the same L/h and jet Froude number are 

very close for the different sizes of Prescot No. 4 models, thus 

confirming that the effect of jet Reynolds number is small for 

these experiments. 

(d) The prototype values of Q.//K,L for the Silvola reservoir are 

much higher than those of its small model. 

3.4.2 Present Experiments 

The present experimental work was carried out in a homogeneous 

reservoir, The aim of these experiments was to verify the previous 

theories and also to compare the results with the experiments on a 

stratified reservoir (Chapter 6). 

The reservoir characteristics, the system of inlet and outlet and the 

head tank arrangement have been mentioned in Chapter 2. The depth of 

water was variable but had a maximum value of 22.5cm. 

Because of the similar nature of the experiments, the same procedure 

was used throughout. The inlet discharge was set up to the correct 

value, and the model was left to settle to a steady state conditions 

(usually after 5 to 10 minutes). Inlet discharges were checked 

regularly throughout the experiment. Velocity measurements were made 

using equipment appropriate for the range of velocities encountered.
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The room was darkened in the time lapse photography experiment. A 

tape-recorder was used to announce the appropriate time steps. 

A stop watch was used to record the experimental run time in the dye 

photography experiments. The start of time was when the dye first 

appeared at the jet inlet. 

Table (3.1) gives a list of the various experiments. Each series was 

run at a certain depth and experiments were conducted at four 

different flow rates. 

Table (3.2) gives the values of the dimensionless parameters (FB) Revs 

L/h) for the experiments of Table (3.1). 

3.4.2.1 Experimental Results and Comparison with Theories 

Fig. (3.18) shows dye photographs obtained using a jet discharge of 

19.66 em?/s and a reservoir aspect ratio of 19.2, (h = 4.8cm). 

Flow visualization in this case clearly defines the general 

characteristics of the flow pattern. The main flow is seen to be 

concentrated into a wall jet around the circumference of the model. 

The growth rate of this shear layer appears to decrease with distance 

from the inlet, and does not grow very much at all beyond 7 radians 

from the inlet. Dye gradually diffuses toward the central outlet in a 

symmetrical manner. After about 3 minutes, dye can be found all over 

the reservoir but at different concentrations. 

Figs. (3.19 - 3.21) show dye photographs using a jet discharge of 

5.75 cm°?/s and reservoir aspect ratios of 19.2, 7.7 and 4.1. Comparing 

Fig. (3.18) and Fig. (3.19) (same L/h, different discharges), clearly
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the form of the expansion of the jet is different. For Q, = 5-75 

cm?/s, the expansion is not symmetrical about the centre. After some 

distance from the jet, the dye departs from the wall and moves towards 

the centre. Comparing Fig. 3.18 for t = 1 min 30 sec and Fig. 3.19 

for t = 3 min, the degree of asymmetry in the latter is evident. 

Clearly the momentum of the jet, for Q, = 5.75 em?/s, is not large 

enough to preserve a narrow shear layer as in the case of Q, = 19.66 

em*/s. As a result frictional forces overcome the driving throughflow 

momentum and disperse the dye toward the inner zone. After 6 min dye 

is found all over the reservoir. 

The experiment with Q, = 9-75 em?/s and maximum depth of 22.5cm shows 

more symmetry, Fig. (3.21). The circulation pattern is similar to 

that of the first run Q, = 19.66 em*/s. This clearly emphasises the 

dominant effect of L/h over the circulation pattern inside the 

reservoir. Bearing this case in mind the relative roughness k,/h is 

also decreased considerably resulting in less friction. The 

experiment with Q, = 5.75 cc/sec and h = 12cm can be considered as an 

intermediate stage between the previous two runs and shows more or 

less both phenomena. 

Fig. (3.22) shows time lapse photographs for a water depth of 4.8cm 

and for four inflow discharges. The lapse time for the first two 

discharges is 5 sec and is 3 sec for the last two flows. The tracks 

of the floats display a spiral motion in the interior zone for the 

smaller discharges. This indicates the lack of any dominant 

tangential flow in this region. On the other hand, the float path is 

circular for the stronger inflows.
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Figure (3.23) shows time lapse photographs for a jet discharge of 

5.75 cm*/s and for water depths of 2.5, 4.8, 12 and 22.5cm. The 

quality of the photograph for the smallest depth (h = 2.5cm) is not 

good, as candles were used in this case instead of diods. The tracks 

of the candles are irregular, near the centre, showing that the 

circulation is very small in this zone. More symmetrical track are 

again obtained with the larger water depths. 

Velocity distribution at different angles were calculated from the 

time-lapse photographs and are shown in Figs. (3.24 - 3.31). These 

velocity distributions are given for four reservoir water depths. For 

each depth, results are given for four discharges. 

Theoretical velocities based on Sobey's model are also plotted in 

Figs. (3.24 - 3.31). The roughness height was assumed to be 0.5m. 

Agreement between the theory and experiment is fairly good. Prediction 

is even better in the region far from the inlet. 

Theoretical considerations show that when the water depth of reservoir 

increases the reservoir velocity (a) grows while the jet velocity (V) 

and its thickness (5) decrease. As a consequence, the volume flux and 

circulating discharge increases considerably (equation (3.103)). 

Detailed study of the Sobey's theoretical velocities, however, shows 

that they are not very realistic. Moreover, the assumption of zero 

velocity at 0.5R neglects any circulation in a very big area of the 

reservoir. This is justified for shallow depths, but it under- 

estimates the circulation for big depths and discharges.
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Figs. (3.24 - 3.31) also show the variation of v/v, with y/y,. In 

most cases these profiles are similar especially for big discharges. 

On the other hand, big reservoir depths result in non-similar 

distributions especially for small values of 0, Fig. (3.29) and Fig. 

(3°30) ; This indicates the presence of an independent three 

dimensional flow in the interior region. The standard classical wall 

jet curve (equation (3.40)), is also plotted in Figs. (3.24 - 3.31). 

The measured velocities deviate considerably from this curve when Tas 

> about 2.5, indicating that the effect of the jet extends further in 

the circular reservoir than in the case of flat wall. 

Wall velocities were measured using the propeller meter, for four 

different depths and for several discharges for each depth. Two 

examples are shown in Fig. (3.32a,b), where the dimensionless 

velocities are plotted against the angle from the jet for the minimum 

and maximum depths. 

Although the jet Froude numbers (v,/vgh) cover a wide range of each 

depth, the velocity distributions follow the same curve, implying that 

Froude number, Pes has little effect on the maximum velocity 

distribution. 

Therefore, for each depth an average curve was plotted and the results 

for the different depths are drawn in Fig. (3.33a). This figure shows 

the effect of aspect ratio on the maximum velocity distribution. 

Velocities are considerably reduced for the deeper reservoir. Another 

interesting result can be deduced if these velocities are plotted 

against the inverse square root of the distance from the jet, Fig.
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(3.33b). It can be shown that there is a linear relationship for each 

depth, given by 

Vv. 

ep SOF 8)? (3.112) 
0 

where C, and 6, are different for each depth and 6 = x/R. 

Equation (3.112) is very similar to the relationship of the maximum 

velocity suggested by Schwartz and Cosart for the classical wall jet, 

equation (3.44). Kobayashi and Fijisawa (1983), Fig. (3.6), have also 

reported the linear variation of (V/V)? with x. 

A similar formula was also derived by Ali and Pateman (1981) for 

different reservoirs, equation (3.1lla). Apparently even for water 

depths 20 times the jet height, the three-dimensional wall jet 

behaviour is similar to that of a two-dimensional jet ani is quite 

different from the trends described by Sforza (1966), see Section 

(32226): 

On the other hand the maximum velocity tends to keep its two- 

dimensionality (equation (3.49)). This justifies the use of Sobey's 

model for reservoir depths bigger than the height of jet and the use 

of Guitton's two-dimensional growth law in that theory. These 

deductions will be used in extending Sobey's model to stratified 

reservoir flow. 

The spread of the jet in the vertical direction was investigated for 

the maximum water depth. The growth of the jet with distance from
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exit was studied using potassium permangenete, for two discharges, 

Fig. (3.34). 

This figure shows that the rate of expansion of the jet is slightly 

greater for the smaller discharge. It might be due to the small 

co-flowing reservoir velocities for the small jet discharge. The jet 

is allowed to expand rapidly in this case. Tangential velocities were 

measured near the perimeter wall for various angular distances from 

the jet for various distances below the water surface and for three 

discharges. These results are given in Fig. (3.35). At the regions 

near to the inlet velocities are very high, but decrease sharply with 

the increase in depth from the surface. These velocities finally 

reach a constant value corresponding to the value for the co-flowing 

stream, see for example Fig. (3.35a), section x = 10. 

The curves for x = 20 - 70cm are flatter than that for x = 10cm but 

they still exhibit an inflection near to the reservoir's stream. 

Finally at distances x > 140cm (@ > x), the velocity distribution is 

monotonic and is almost uniform with depth. This clearly justifies 

the application of depth averaged models for the prediction of 

reservoir circulation. 

Non-dimensional velocity distributions were plotted in Fig. (3.37) 

together with a Gaussian distribution curve. The measured velocities 

deviate from the curve at about Z/Zn > 2, indicating the effect of 

co-flowing flow of the reservoir. 

Using Figs: (3.35a - 3.35c), the growth rate of Z, was plotted versus 

the distance from the jet, Fig. (3.36). These results can be 

approximated by a linear relationship. Table (3.3) gives the various
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velocities of jet and the streamflow. a is the ratio of the jet 

velocity to that of the surrounding flow. Recalling Rajaratnam's 

(1984) investigations and Fig. (3.11), Section (3.2.11), it has been 

shown that for a erentee than about 10, the growth of the jet in the 

vertical direction in a co-flowing flow is similar to that of a jet in 

stagnant surroundings. 

In the present investigations on the reservoirs, the co-flowing 

velocity was usually very much smaller than the velocity of the jet 

and the ratio a satisfied that condition to a good approximation. This 

probably explains why the growth of the jet is almost independent of 

the reservoir's stream. 

From Fig. (3.36), the rate of growth can be approximated by 

dz 

a 0.2325 (3.113) 

This gives a value for the angle of growth, , of about 13°. 

This value is five times greater than that for bluff surface jets 

(equation 3.53) and three-dimensional wall jets (equation 3.51) and 

twice that of a three-dimensional free jets (equation 3.50). 

The presence of the curve wall greatly inhibits the tangential jet 

from expanding in the r-direction. As a consequence the jet growth is 

less than that of an ordinary wall jet. 

Recalling Fig. (3.16) which gives the variation of Y,/R with 6 for 

various reservoir sizes, the above argument may be confirmed, (the
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growth rate is between 0.016 to 0.0273). It is also clear from 

Guitton's equation (3.45) that for Yp/R = 0.1 to 0.15, the growth rate 

is 0.033 to 0.017, which is much smaller than that of a wall jet 

(about 0.068). 

Moreover, in the present case where the inlet is a three-dimensional 

curved wall jet located near to the surface, the eccentricity, forces 

the jet to penetrate in the vertical direction more than in the case 

of ordinary surface jet. This results in a great expansion of jet in 

the z-direction.
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CHAPTER 4 

NOTATION 

inlet width 

Chezy coefficient 

non-dimensional Chezy number 

constant 

dimensionless weir coefficient 

propagation velocity 

constant 

dispersion coefficient 

subgrid eddy diffusion coefficient 

Coriolis parameter 

acceleration due to gravity 

distance between the bed and the undisturbed water 

level 

total water depth 

mixing length 

time step level 

pressure 

boundary discharge between two successive grid 

points 

local radius of curvature 

constant 

time 

bed shear stress 

bed shear stresses in x and y _ directions 

respectively



pu'?,pu'v',pv'” 

U,V 

29 

a,8,,8,7,7' 
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wind shear stress in x and y directions respec- 

tively 

time averaged velocity components in the x,y,z 

directions respectively 

turbulent (Reynolds) stresses 

shear velocity 

depth averaged velocity in x and y direction 

the desired velocity for characteristic boundary 

relationship 

maximum velocity 

jet velocity 

free stream velocity 

horizontal lateral and vertical coordinates in 

cartesian system 

height above the bed 

roughness height 

coefficients for the non-uniformity of velocity 

profile 

effective eddy viscosity 

water level elevation above or below mean depth 

von Karman constant 

Courant number 

kinematic viscosity 

density 

Reynolds stresses acting in x; direction on xj 

plane 

geographical latitude 

vorticity 

angular velocity of the earth's rotation
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CHAPTER 4 

FINITE DIFFERENCE MODELS 

4.1 STATEMENT OF THE PROBLEM 

4.1.1 Depth Averaged Equations 

Mathematical models of free surface flows exist at various levels of 

sophistication. Detailed description of flow phenomena is best 

accomplished in a three dimensional spatial frame work. However the 

complexity of a formulation in three dimension often requires 

tremendous amount of computational effort. Where valid, the 

simplification to a two dimensional representation can offer a 

considerable reduction in complexity and expense. This involves an 

integration of the three-dimensional equations of fluid dynamic over 

the flow depth. 

Hansen (1962) is credited for being the first to outline the 

depth-averaged two dimensional formulation. Using the Eulerian 

cartezian system, Fig. (4.1), the basic equations representing an 

incompressible turbulent flow on a rotating earth can be written (Lamb 

(1932)) as: 

du, du? | duv | duw 1 dp 
ot ox 7 oy e oz ay p 

  

oT oT oT 1 XX xy XZ. 
15 sirens + 3 + o ) 0 (4.1a) 

dv, dw , dv? | dw 1 ap 
ot * ox 7 by * dz p oy



where 

744 

The equation 

ou 

ox 
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oT oT oT 
yx YY yz id Sy +) = 0 (4.1b) 

owu , dwv | ow? r. 1 op 
ox oy oz p oz 

oT OT oT ZX zy ZZ 
ox by + Bz )=0 (4.1c) 

coordinates of a right handed system with z upwards 

time averaged velocity components in the K,¥ 2 

directions respectively 

time 

distance between the bed and the undisturbed water 

level 

distance between the undisturbed water level and the 

water surface elevation 

pressure 

acceleration due to gravity 

fluid density 

Coriolis parameter = 20 sin(y) where 2 angular 

velocity of the earth's rotation and y = geographical 

latitude 

shear stresses acting in the i direction and on the j 

plane, where i = x,y,z and j = x,y,z 

of continuity for an incompressible flow is: 

OV ow te 8 (4.2)
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In any predominantly horizontal flow the vertical accelerations due to 

hydrodynamic processes are generally regarded as being small in 

comparison with gravity effects. Consequently in equation (4.lc) the 

vertical accelerations and shear stresses can be neglected so that in 

the vertical direction a hydrostatic pressure distribution results: 

= = yz * PS 0 (4.3) 

In determining the two dimensional depth-averaged equations, use is 

made of the kinematic boundary conditions. The free surface boundary 

condition is: 

27 3n an | = at * Yn ox * Yn oy Wy 7 al 

and at the bed 

3(-h) 3(-h) | 5 
Ub oS + Vib dy Wein 0 (4.25) 

where Un Vn and W, are the respective velocity components at the 

surface and u_,, Vy» W.p, are the velocity components at the bed. 

If F is the mean value of the parameter f, then this can be defined 

by: 

7 y 
F(x,y) = h+ | - BGK ya) Oe
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The equations for the depth-averaged, two dimensional flow are 

obtained by integrating Equations (4.la and 4.1b) and equation (4.2) 

from the bottom to the surface, using the kinematic boundary 

  

  

conditions, Vreugdenhil (1973). The integrated equations in final 

form are: 

SHU , dHU? | dHUV dn 
st x tT Oy HV + gH sx 

Lae e, 9) hoes FO. 6 (4.6a) p > WX ~ “DX” " p dx p dy te 

SHV , SHVU | HV? 

  

OHV 3n Se + ee ay + fHU + gH dy 

_& (T Tx) = out xy Ji out yy =!) (4. 6b) 
p ayy by p ox p o%y 

dy , SHU | SHV _ 
at * ox tay 7° (4.7) 

where H =h + 7» = total depth of flow 

Thx Thy = components of bottom shear stress 

T yx? Twy = components of surface shear stress (due to wind) 

Tex? Tey Tyy - effective stresses in vertical planes. 

In the present study the effect of wind action is neglected. The 

bottom stresses have to be related to other parameters by empirical 

relations. The usual assumptions for the bottom stresses are (i) that 

they have the same magnitude as in steady, uniform flow, and (ii) that 

they are in the same direction as the depth-averaged velocity. The



89 

Chezy equation together with the relationship for uniform flow results 

in the following expressions: 

Thx = PBU(U? + V7)1/?/c? (4.8a) 

Thy — pgv(U? + V?)1/2/c? (4. 8b) 

Where c is the Chezy's coefficient. The effective stresses Tas Tyy? 

Tyy by definition read: 

n aaa 
2 ou 12 2 ee “4 |’, {2»v x - (u-U) *}dz (4.9a) 

T -& " { cou + ay - u'v' - (u-U)(v-V)} dz (4.9b xy H “h "Sx oy "au 

ee eet | (2p 2h ary Pe Gey)? jaz (4.9c) IS nA ce hay 

Where » is the kinematic coefficient of viscosity and pu'”, pu'v' and 
  

pv'* indicate the turbulent (Reynolds) stresses. Each of the 

expressions for T v and T,. xx’ “yy 

contributions. The first contribution (a) is due to the vertical mean 

y in Eqs. (4.9) contains three 

viscous stress. At sufficiently high values of the Reynolds number it 

may be neglected. The more important second part (b) is formed by the 

turbulent stresses acting in vertical planes. These will be of the 

same order of magnitude as the bottom shear stress. The third 

contribution (c), in equation (4.9) is the most important one, it 

describes the momentum flux due to the non-uniform velocity 

distributions, i.e. to large-scale circulations extending over the
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entire water depth. In comparison, the same influence on the flow is 

exerted by stresses (b) and (c) via the effective stresses Toes Tyy) 

while via Tyy opposite influences are possible. The order of 

magnitude of both stresses depends on the location in the flow, the 

location of main interest, herein, being the transition region between 

the main flow and the circulating flow. 

4.1.2 Secondary Flow - Vorticity Equation 

In order to understand the mechanism by which secondary flow can be 

maintained, it is necessary to study the transfer of vorticity in 

depth-averaged flow. The basis for the argument is the vorticity 

equation derived by Kuipers and Vreugdenhil (1973) and restated here: 

  

dHw , dHo | dsHaV gy 20 , av 
Se uP ae Seagate ERGY oa? oes eo Ley, 

1 2 3 

yp Gy. 
dy ‘pH ox °pH 

T T a 2%, a by + Hee al 
UO  —Y 

5 

o(HT,.) da(HT,..) Qe 
SS ——— 

6 

3D 
I
 

y 
|r
 

Me
 m
i
e
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d(HT,,) (HT) at J xy a Sait toe tte 8 (4.10) 
a re) 

7 

O
l
 

where w = (a3U/dy - 3V/dx), the so-called vorticity, all the other 

parameters have been defined before. Consideration of different terms 

in the above equation can give the following conclusions: 

(i) The time rate of change of vorticity is represented by term 1. 

(ii) Vorticity is convected by the mean flow (term 2). 

(iii) Vorticity is generated by convergence or divergence of the 

mean-velocity field (term 3). 

(iv) The fourth term shows that vorticity is generated by the wind 

stress if it has a non-vanishing curl. 

(v) Bottom stress acts as a dissipation of vorticity, term 5. 

(vi) The net moment of the stresses Legs © relative to a xy’ Tyy> 

vertical axis (i.e. terms 6 and 7), can generate vorticity in 

either direction. 

Neglecting the wind stress, it follows that a body of water within a 

closed stream line can acquire vorticity either by 

divergence/convergence of the flow or by the action of the effective 

stresses on the circumference of the body of water. Examination of 

the energy balance equation, also shows that the bottom stresses only 

dissipate energy, Flokstra (1976), therefore energy has to be 

transferred to the circulating flow to be able to maintain this flow. 

In other words shear stresses can supply this mechanism. Flokstra 

(1976) concluded that circulating flows computed without these 

stresses show only a numerical effect. The recognition of these
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stresses is necessary but not a sufficient condition to guarantee 

circulation. Kuipers and Vreugdenhil (1973) observed numerically that 

circulatory flows are suppressed too, by the omission of the 

convective terms. 

4.1.3 Closure of the Equations 

As mentioned before effective stresses consist of three parts. The 

contribution of turbulent (Reynolds) stresses (part b) and the 

non-uniformity of vertical velocity (part c), may be considered as the 

major parts. 

In the literature much attention has been paid to the closure problem 

of the Reynolds stresses in the turbulent momentum equations derived 

from the Navier-Stokes equations for both two and three-dimensional 

problems. The closure propositions vary from simple eddy viscosity 

approaches to the more extended models, describing the Reynolds 

stresses by additional differential equations. Review of these models 

are given by Launder and Spalding (1972) and Rodi (1980). 

The terms resulting from non-uniformity of the vertical velocity, 

however have nothing to do with turbulence because they are solely a 

product of the depth averaging process; accordingly, models describing 

these terms are not turbulence models. Considering the computational 

time required to solve a problem, it is preferable to use a simple 

model. 

In the literature a presentation of the horizontal stress gradients by 

a diffusive term has occasionally been used. This would amount to the 

assumption:
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Ss 2pe x (4.11la) 

ou ov 
Tyy = pe (x + oy? (4.11b) 

av 
Tyy = 2pe by (4.11c) 

where ¢ = effective eddy viscosity. 

Substitution of these expressions into equations (4.6a and 4.6b) and 

simplifying leads to the form: 

>7u . a7U 
x-direction eH(SS2 + oy? (4.12a) 

; o7v_ | a?V 
y-direction cH(2 + sy (4.12b) 

instead of the last two terms in equations (4.6a and 4.6b). The above 

expressions have the correct tensor properties of symmetry and 

invariance to rotation of the coordinate system. However by 

definition Ree 3 Tyy (equations (4.9a and 4.9c)) are always negative 

which is not the case in equations (4.1la and 4.1lc). These equations 

will, therefore, not be satisfactory as a meaningful description. 

Moreover an estimate of e¢ is not simple. In any analogy with the 

dispersion of matter in turbulent flow, the dispersion coefficient can 

be estimated from: 

Ty 
D = 6H ; = 6H/g(U2 + V2)/c (4.13)
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where Tp is the bottom shear stress. 

This expression was based on a concentration profile, determined from 

the approximate two-dimensional diffusion equation (see Elder (1959)), 

It could be expected that the effective eddy viscosity ¢« is of the 

same order of magnitude as D. There is, however an important 

difference between the two cases, because momentum can be transferred 

by pressure gradients, where as there is no comparable mechanism for 

mass transfer. 

Falconer (1977) utilized the mixing length theory for open channel 

flow and obtained the so eae expression for the mixing length: 

e= nih + z)(1 - BE )1/2 (4.14) 

where «k = von Karman constant 

and obtained: 

e= 8, “8 H(U? + v2)'/2 (4.15) 

where 6, = K/6. 

For the non-uniformity of velocity in depth he applied a similar 

approach to that of Vreugdenhil (1973), equation (4.13). Combining 

the two effects, he obtained:
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6HpJ 37U 37U in x-direction - -“2°8 [|u| 7 + |v| Sy?! (4.16a) 

and 

; ; 6HpJ 3°V 3°V 
in y-direction - Greed [|v] Sater lv| oy?! (4.16b) 

for the last two terms in Eqs. (4.6a and 4.6b). These two terms 

accounted for the effective shear stresses. 

Abbot and Rasmussen (1979) stated that circulating patterns were a 

direct consequence of the resistance effects dominating the inertial 

effects. They categorized the shear stress process as ‘rolling 

dispersion’ and 'advective dispersion'. The former is associated with 

secondary flow and the latter is due to deviation from a constant 

velocity profile in depth. Both processes were studied using an 

elementary mixing length approach. In the case of 'rolling 

dispersion' the result that is based on circulatory flow field, as 

described by Engelund (1974), is: 

= e3 (H/r)? VH 4.17 

where c' the non-dimensional Chezy number IR
 10 

< ll 

H 
the depth averaged velocity = F | v dz 

H = water depth 

r = local radius of curvature. 

For the case of 'advective dispersion' their result is:
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> (4.18) 

The value of € given by equation (4.18) is close to the one derived by 

Elder (1959) for the dispersion of matter in uniform channel flow. 

In all of the above models, the effective stresses were expressed in 

fully diffusive form (Boussinesq approximation). Flokstra (1976) has, 

however, suggested a convective interpretation of the stresses as: 

2 Ty = ov 

Tyy = auv (4.19) 

2 Tyy av 

In which a is a suitable constant. In this form energy will not be 

dissipated by these terms, and Ty will be of primary importance. 

Falconer (1980) assumed a logarithmic velocity profile. The 

correction factor (8) which allows for the non-uniformity of the 

velocity profile was given by: 

B=lta-1+4y (4.20)
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For the turbulent eddy viscosity he used the same form of equation 

(4.15). 

Lean and Weare (1979) modelled the eddy formed on the down stream side 

of a breakwater. In, (Fig. 4.2) a large eddy is separated from the 

main flow by an expanding region of intermittent turbulence emanating 

from the breakwater's tip. Within this mixing zone, momentum is 

transferred laterally between the main stream and the eddy through two 

processes, i.e. turbulence and the secondary flow induced by the 

curvature of the streamlines. The turbulence in the mixing zone is a 

combination of the turbulence generated at the bed and the turbulence 

produced by the horizontal velocity gradient between the main flow and 

the eddy. The latter is usually termed "shear layer turbulence", see 

Townsend (1956). If x is the distance downstream from the origin of 

the shear layer turbulence, and y is the distance transverse to the 

mean streamline then the mean velocity is observed to have a universal 

profile given by: 

U- ; U, (1 + erf(% (R'/2)'77)) (4.21) 

in which U, = free stream velocity and R' is a constant parameter (# 

288). The corresponding mean eddy viscosity over the shear layer is 

approximately: 

1 ea FU et (4.22)
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The depth averaged lateral eddy viscosity corresponding to the shear 

velocity at the bed can be represented (assuming the Reynolds analogy) 

by: 

e = 0.16u,H (4.23) 

T, 
where u, = ion is the shear velocity and in this case becomes: 

1 
Uy, = 5 U, Vg/e 

Comparing equations (4.22 and 4.23) we may deduce that the mixing due 

to shear layer will dominate when: 

x dg 5 > 46 = (4.24) 

On the other hand comparing the rate of production of turbulence 

energy per unit mass of the shear layer and of the bed-generated 

turbulence, the latter will be re-established when: 

a 
|p
 N
 

09 
Jo 

(4.25) 

m
l
n
 

In addition to the turbulence mixing processes previously considered, 

momentum can also be exchanged through secondary currents. 

Along the mean curved streamlines, Lean and Weare (1979) assumed that 

the variation of velocity with depth was logarithmic and given by:
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Uy me 
aitee én CC (4.26) 

in which k = van Karman's constant = 0.4 

z' height above bed 

Zz, = roughness height 

uy, = shear velocity. 

The transverse velocity component (see Rozovskii (1957)) then becomes: 

Hu Jeg Ve al aa FS) (4.27) 

where F, and F, are certain functions defined by Rozovskii. This 

secondary flow give rise to an effective lateral shear stress of: 

p h 
Tyy “4 |. (u - U)(v - V) dz 

HU? Jg 
r 

: 1g Raa (0.8 - 0.4 =8) (4.28) 

Again shear mixing layer will dominate when the radius of curvature is 

such that: 

. > 250 Jg/c (4.29)
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4.2 FINITE DIFFERENCE MODELS 

4.2.1 The Presentation of the Model 

Numerical modelling of depth-averaged two dimensional flow has been 

presented by several researchers, see Abbott (1981). In general most 

of these models include an implicit finite difference form of the 

equations of motion, with all but the non-linear convective 

accelerations being fully centered in time. A Fourier stability 

analysis of the linear terms of the finite difference equations shows 

that the corresponding numerical scheme is unconditionally stable, 

Leendertse (1967). However, if the imperfectly time-centered 

convective accelerations are quasi-linearized and included in the 

stability analysis, the presence of a weak instability can readily be 

shown, Wear (1976). Under normal estuarine flow conditions where the 

influence of the convective accelerations is relatively small, this 

weak instability is controlled by the stabilizing effect of the 

frictional resistance terms. In the modelling of flows in reservoirs, 

harbors and estuaries where a narrow entrance exists, the influence of 

the convective acceleration terms is no longer small and the 

stabilizing effect of the frictional resistance term may be 

insufficient to avoid an explosive growth of non-linear instabilities. 

The occurrence of non-linear instabilities in many of the difference 

schemes used to solve the shallow water-wave equations is explained by 

Phillips (1956) in terms of the physical process of transferring 

turbulent energy from large to small scales. Energy is generally fed 

into the flow at large scales of motion and is transferred by 

non-linear interactions, to smaller and smaller scales to be finally 

dissipated by viscous friction. In the numerical representation of 

this process, energy cannot be transferred to scales smaller than 

twice the grid size and, for this reason, tends to accumulate at the
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corresponding wave length, i.e. 2Ax. This results in an accumulation 

of oscillations that, after some time, can completely swamp the true 

numerical solution. The usual approach for damping the growth of 

non-linear instabilities has been achieved by introducing an 

artificial viscosity-type energy dissipation process. This process 

has the effect of simulating the transfer of turbulent energy to 

scales smaller than twice the grid size by artificiality smoothing the 

numerical solution. The simplest procedure adopted for this purpose 

is to spatially average the computed velocities at the end of each 

time step, by using a predetermined weighting factor. However, there 

are two basic disadvantages with using such a method. Firstly there 

is the difficulty in determining the appropriate value of weighting 

factor itself, secondly it is almost impossible to determine what 

proportion of the smoothing function is being used in damping the 

growth of non-linear instabilities as compared to diffusing the 

small-scale energy. In a three time level implicit model, an attempt 

has been made to remove the non-linear instability by centering the 

advective terms, Falconer (1977). The stability analysis, however, 

indicate that the time centered non-linear convective acceleration 

terms impose a stability constraint of the form: 

eS jug) <1 (4.30) 

Moreover, the presentation of the second derivatives of the 

depth-averaged effective stresses is in the three-level Du-Fort and 

Frankel explicit scheme, Richtmyer and Morton (1967). This in turn, 

has the disadvantage of not being consistent with the original 

differential equations when Ax and At tend to zero at the same rate. 

So care has to be taken in choosing the values of both the time step
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and the grid size. This model has a truncation error of approximately 

O(At, Ax*), most of which is a phase error. 

Recently, a central implicit scheme, involving a double iterative 

technique has been applied by many investigators, including Leendertse 

(1984). The approach is similar to the one firstly suggested by 

Pearson (1965). In the following this model, which is chosen for the 

simulation of reservoir circulation, will be explained in brief. 

Application of the difference scheme to the two dimensional depth 

averaged flow Eqs. (4.6a and 4.6b) and equation (4.7) yields a set of 

finite difference equations, which allow the prediction of the 

velocity field throughout the model domain. The solution procedure 

makes use of the Alternating Direction Implicit approach (see Roache 

(1976)) where for each computing cycle, two successive time level 

operations are performed. During the first operation, from time nAt 

to (n+1/2)At, all components, involving U and y, of Eqs. (4.6a) and 

(4.7) are expressed in an implicit form while those relating to V are 

expressed explicitly. Similarly, during the second operation, from 

time (n+1/2)At to (n+1)At, all the components involving V and 7 of 

Eqs. (4.6b) and (4.7) are expressed implicitly, while the previous 

implicit U values are now expressed explicitly. The position of the 

different variables on the computational grid is illustrated in Fig. 

(4.3). Referring to this figure, each variable can be represented 

uniquely by a set of subscripts and superscripts of the following 

form: 

n 

0 = n(jdx, kAx, nAt) 
j,k
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x = 1 
1, k “9 (Nj41/2,k a 1j-1/2,k) 

_ 1 
Mel 2 SMG eti72 ty e172? 

= 1 
1% (5 -1/2,k-1/2 + 5-1/2, kt1/2 + 441/2,k-1/2 

+. Nj+1/2,kt1/2 

Using the above notations the depth averaged continuity and momentum 

equations may be re-written in the following finite difference form, 

for the first operation and in the x-direction: 

n+1/2 n n+1/2 
(qn + SE LY + 
qk , jtif2,k j+i/2,k 

n+1/2 
sted 9°) 

j-1/2,k  j-1/2,k 

At “xX + + =— [(h*® + 77) V 
2Ax Ty ees j,k+1/2 

n 
- (h* + 7) V ] =0 (4.31) 

j,k-1/2 j,k-1/2 

and 

n+1/2 n-1/2 
(u -u y+ eS (cut)? - NF. 7) 

jt+i/2,k j+i/2,k jti,k j,k 

+6 [um (7 B 
jti/2,k+1/2tp  jti/2,k+1/2
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y* n 

jti/2,k-1/2+q ee ee 

+ - + - . gat, ™ 172 n-1/2 n+1/2 n au 

  

  

+ = al ee | jtik j+i,k j,k jk 

_n 
- fAt V 

j+i7 2k 

= n+1/2 n-1/2 
e 5 (cum Fe e212 as +U 

P jt+i/f2,k j+i/2,k j+1/2,K jti/f2,k 

(hY + 7*) (e* y? 
jti/2,k jt+i1/2,k 

At 
+ €.. Ae (UM - 2UM + UM ) 

j+3/2,k j+1/ 2k j-1/2,k 

At + exy Ase? (UM - 2UM + UM )=0 (4.32) 
jt+1/2,k+1 d+1/2,K j+i1/2,k-1 

_Wx 27x 
where p = ( a and q = ( s ) 

2|V¥|j+1/2,k+1/2 2|V*|j+1/2,k-1/2 

and likewise for the second operation in y-direction: 

n+1 n+1/2 At n+1/2 
Cn Bey at) aga hohe ha) U 

j,k j,k jti/2,k j+1/2,k 

n+1/2 

+ (he ty) U ] 
j-1/2,k j-1/2,k 

n+1 

+ se [(h*® + 7”) V 
2Ax j,kti/2 j,k+1/2
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n+1 

- (h* + 77) Vv 
jk-1/2 j,k-1f2 

]=0 (4.33) 

and 

n+1 n At : , 

(Vv a )+65 CM)? - (MY 7) 
j,kt1/2 j,k+i/2 j.k+i dink 

n+1/2 At vM ay 
( ) 

j+i1/2t+p,k+1/2 jt+1/2,k+1/2 

+ wR | 

n+1/2 

VK (UY ) 
j-1/2tq,k+1/2 9 j-1/2,k+1/2 

n+1 n n+1 n 

* | +e 7 ] 
j,k a7k 

2Ax | 7 q 
j,k+ jkr 

_nt+1/2 
U 
j,kt+1/2 

n+1/2 

Bat [qu )? + (WM y24'72 (y 
n+1 n 

+ V ) 
j,k+1/2 i,k+1/2 j,k+1/2 j,k+1/2 

(h* a 75 veri 72 (O75 seer /2)” 

4.
 

- 2VM + VM ) € 52 (VM 

Bons jti1,k+1/2 j,k+1/2 j-1,k+1/2 

At 
fyy Ax2 +

 (VM - 2VM + VM )=0 (4.34) 
kta j.k+1/2 j,k-1/2 

=e -DY 
where p = (—— and q = (——) 

2|UY| j+1/2,k+1/2 2|UY|j-1/2,k+1/2
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Each operation involves a double iteration. During the first 

iteration the components UM and VM describe the corresponding terms at 

the lower time level, giving: 

n-1/2 

ely Zaks 

n 
VM = V 

j.k¥i/2 

whereas during the second iteration these components represent the 

terms in the form: 

1 _n-1/2 .n+1/2 
UM => (U +U ) 

Jettt/-2 3K jt1/2,k j+i/2,k 

n -n+1 

VM = ; (Vv +V ) 
j,k+1/2 j,k+1/2 j,k+1/2 

efi 1)/2 n+1 
where U and Vv are the implicit velocities obtained at 

jt+1/2,k j,k+1/2 

the end of the first iteration of the first and second operations 

respectively. 

The terms which need more explanation are the convective accelerations 

expressing the lateral transport of momentum in the x and y directions 

respectively, i.e. the UV products. These terms are represented in 

such a way that their spatial locations are dependent upon the 

direction of the velocity component perpendicular to the direction of 

the axis being considered. This scheme allows the momentum fluxes pU, 

and similarly pV, to be evaluated more nearly at the position where it 

originates. Thus, momentum is more rigorously conserved in the finite
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difference sense, Williams and Holmes (1974). As will be shown later, 

the values of the effective stresses are described in different ways 

(either in a diffusive form or in an advective form), therefore the 

coefficients 8 and e will be determined later. The inclusion of wind 

action has not been considered in this study, so the wind stresses are 

not shown in finite difference form. 

All the terms of the finite difference equations (4.31 to 4.34) are 

centered in space with a truncation error of (Ax?), with the exception 

of the cross-product advection terms which have a truncation error of 

O(Ax). In addition, the difference scheme is second order accurate 

with respect to time, that is all of the terms have a truncation error 

of O(At?). 

In order to solve the finite difference equation and determine the 

velocity field in the problem area, the prescription of the initial 

and boundary conditions is necessary. For the initial conditions, all 

the variables should be given to start the calculations. This could 

be, for example, a "cold start" i.e. horizontal surface and zero 

velocity everywhere. With regard to the boundary conditions, for 

closed boundaries, two different cases can be examined, namely "free 

slip boundary" and "no slip boundary". For a "free-slip boundary" the 

exterior tangential velocity component is assumed to have the same 

value as the corresponding interior image velocity component and the 

exterior normal velocity component is the negative of the interior 

image value. For a "“"no-slip boundary", on the other hand, the 

exterior tangential velocity component is the negative of the interior 

image velocity component, and the exterior normal velocity component 

has the same value as the interior image velocity component. Further 

details can be found in Falconer (1977) and Williams and Holmes
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(1974). For the case of open boundaries, velocities should be given 

at the boundaries. They can be specified in terms of the inflow 

discharges for reservoirs. Discharges can be most suitably included 

in the mathematical model by expressing them in terms of the mean 

velocity across corresponding grid spacing, Kuipers and Vreugdenhil 

(1973). For a known lower boundary discharge Q between the grid points 

j+1/2, k+1/2 and j+1/2, k-1/2 the relationship used reads: 

n+1/2 n+1/2 Ay 
U -Q Ae +h ) 
j+i/2,k j+i/2,k jt+i/2,k+1/2 j+i/2,k-1/2 

4 n n n n 
+ 5 (39 - 9 + 7 + y )] (4.35) 

j+i,k j+2,k jt+i,k+1 jt+i,k-1 

and for the upper boundary: 

n+1/2 n+1/2 Ax 
u -Q i= 1th +h ) 
M+1/2,k M+1/2,k M+1/2,k+1/2 M+1/2,k-1/2 

1 n n n n 
+5 Gn - 4 +4 ¥ y )] (4.36) 

M,k M-1,k M,k+1 M,k-1 

Finite difference equations (4.31 to 4.34) make a number of 

simultaneous equations which need to be solved on the domain of 

problem. The method of Gauss elimination and backward substitution 

can be applied to solve the system. Falconer's original computer 

program (1977) was modified based on the latter scheme by the present 

author. That program was based on the model used by Leendertse et al. 

CLOT LY:
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4.2.2 Application of the Model 

Pateman (1982) conducted a series of experiments on a circular 

reservoir fed by radial jets of various widths. The widest inlet of 

those experiments was chosen for comparison with the numerical model. 

Characteristics of the physical and mathematical models are given in 

Table 4.1. 

The experimental velocity distributions are shown in Fig. (4.4). The 

corresponding numerical model consisted of a 19x19 grid points with an 

equidistant grid spacing of 13 cm. The jet inlet was represented at 

the central grid space of the x-direction upper boundary, while the 

weir outlet was represented at the diametrically opposite three 

adjacent grid spaces of the lower boundary. This model is similar to 

the case of a river discharging radially into a reservoir. The 

circular configuration of the reservoir was approximated on the square 

grid in a manner similar to that used by Kuipers and Vreugdenhil 

(1973) and Falconer (1977). 

The open boundary conditions were read in as steady discharges. The 

weir outflow water level was determined by using the sharp crested 

weir equation given by Henderson (1966): 

n+1/2 2/3 
n+1/2 2g 

M+1/2,k 
" = a ee (4.37) 

n+1/2 
where q : = the lower boundary discharge between the grid points 

Mt+1/2, 

M+1/2, k+1/2 and M+1/2, k-1/2 

Ax = grid spacing 

Cy = the dimensionless weir dicharge coefficient = 0.6.
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The rate of convergence from rest to the final numerical solution, 

will be accelerated by introducing the downstream open boundary 

condition in characteristic form, see Wurtele et al. (1971). 

For a boundary with a positive propagation velocity, that is directed 

out of model, this relation reads, Kuipers and Vreugdenhil (1973) and 

Falconer (1977): 

U- Ug- Co (n - 1g) (4.38) 

where Cy = the propagation velocity = J/g(h+n) 

Ug = the desired velocity 

Nq —= the desired water level 

This equation can be combined with the weir equation to give the 

finite difference approximation of the downstream as: 

1/2 
n+1/2 . ts/2 

Mti/2,k | RY + 9 a 
M+1/2,k M,k 

+ n+1/2 2/3 aty/2 
q 
M+ 7 M+ kK i 2a pe yee (4.39) 

2/2g Ax Cy hY + 4" 
Mt+i/2,k M,k 

The computational process was started from an initial state of rest 

with: 

n =U =V = 0 (4.40) 
jk jt+i/2,k j.k+1/2
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An initial disturbance was introduced to the program. The disturbance 

was followed by a steady flow of constant input discharge. The steady 

state situation for the computations was reached after approximately 

125 secs, at which time the initial disturbance had disappeared. As 

the effect of the earth's rotation was not included in the hydraulic 

model, the Coriolis parameter was set equal to zero, as was the wind 

velocity. Due to the implicit form of the finite difference 

equations, from the stability point of view, there is no limitation on 

the maximum time step. However, as was noticed by Vreugdenhil and 

Voogt (1975) an upper limit of approximately » = 5 may be imposed on 

the solution (ph = AtJ/Jgh/Ax, the Courant number). And yet, this limit 

should not be considered as a firm restriction and depending on the 

set of data, it could be very conservative, Mardapitta Hadji - Pandeli 

(1985) ; 

Weare (1979) discussed the errors arising from irregular boundaries in 

ADI schemes of the shallow-water equations and suggested a severe 

restriction of pw = 2 for the accuracy of the scheme. 

In the present study, however, comparison of velocities for Courant 

numbers of p = 1 and pw = 5 revealed no significant difference. 

Therefore a maximum of p = 5 with a corresponding time step of 1 sec. 

was considered for all computations. 

The computations which will be described later were aimed at 

determining the velocity field accurately. Different mathematical 

models were used to study the effects of the following:
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(a) turbulent shear stresses 

(b) non-linearity 

(c) closed boundaries. 

In the first model (case A), the following assumptions were made: 

1. The eddy coefficient is given by equation (4.13) 

Ze Free-slip condition at the boundary. 

Fig. (4.5) shows the theoretical and experimental velocities along the 

centreline and at different sections. Good agreement between the 

theory and experiment can be observed. The whole pattern of the 

velocity field is shown in Fig. (4.6). It can be seen that the 

general circulation have been computed reasonably well, however, the 

magnitude of the velocities in the symmetrical counter-rotating gyres 

are noticeably different from the experiment. In the experiments the 

maximum velocities are usually at the wall, while the numerical 

velocities are maximised at a position close to the centre of gyres. 

The discrepancy between the measured and the computed velocities may 

be attributed to the large grid size of the mathematical model. On 

the other hand, reduction of grid size will increase computational 

expenses which is not desirable. Therefore the consideration of a 

subgrid eddy coefficient might solve the problem. According to Love 

and Leslie (1977), Smagorinski (1963) and Lilly (1966) suggested a 

subgrid eddy term as follows (using tensor notation): 

ou; ou ou; 
-.f2 2 we Sd E = - C,?(Ax) Sy Se; * Sx)? (4.41)
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where u; is the grid scale velocity component, C, is a constant, and 

Ax is the grid spacing. Equation (4.41) can be written in terms of 

depth averaged velocities U and V (Larsen et al. (1987)) as: 

3U 1 ,aU , ov B= - ¢,*(Ax)? [7 +5 G+ 3° + (= a ] (4.42) 

where c, = 0.18, Love and Leslie (1977). 

The momentum equation subgrid terms are: 

in the x-direction H[2- (gE ©) +52 Ce + %))] (4.43a) 

in the y-direction H[5 2 2 cE +) + - (E <i (4.43b) 

Assuming oU/dy = dV/ax, the equations (4.43a,b) can be written as: 

o70 3570 
HE[—> + — > 4.44 Ce? sy?! ( a) 

2V 2V 
HE[2S 5 oy) (4.44b) 

ox oy 

which are very similar to equation (4.16a,b). 

Implementation of the subgrid eddy model and further tests shows that 

this coefficient is mostly strong around the center line close to the 

inlet, and yet it is one order of magnitude less than dispersion. 

Consequently its over all effect on the circulation is still 

negligible, Case B, Fig. (4.7).
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In the next trial (Case C) the effect of diffusion of the jet was 

studied. Remembering the Goertler's assumption for constant eddy 

viscosity (see Section 3.2.1), one can show that downstream of a jet, 

Rajaratnam (1976): 

wx = 0.003 (4.45) 

where x = the distance downstream of the jet. 

U, = the maximum velocity. 

For a two-dimensional jet, U, is given by, equation (3.43): 

  

(3.43) 

where U, = jet velocity 

b, = jet width. 

Substituting the equation (3.43) into equation (4.45) we obtain: 

e = 0,0105 U, vb, x (4.46) 

This equation can be applied in the velocity region of 

0.05 U, < U<U,. The turbulence generated by the bed has also been 

included into the model (see equation (4.23)). The results are shown 

in Fig. (4.8), where it is seen that the centres of gyres have shifted 

to a position closer to the inlet. This could be accounted for by the 

effect of the jet's eddy diffusitivity, which causes the inflow
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momentum to be diffused very quickly. It is also responsible for the 

fast decay of the centre line velocity of the jet. 

In another trial (Case Dl) a rolling dispersion coefficient similar to 

the one suggested by Abbot and Rasmussen (1979) equation (4.17) was 

applied. The radius of curvature was assumed to be 1/4 of the radius 

of the reservoir and constant over the whole field. The results (Fig. 

4.9) reveal more diffusion of the momentum jet and a faster decay of 

the centre line velocity than in the previous run, Fig. (4.8). 

Reduction of r to (1/10th of the radius of the reservoir decreases the 

vorticity's strength (Case D2, Fig. 4.10) even more. 

In Case E, Fig. (4.11) the sum of all the previous eddy coefficients 

was applied. The simulation is very similar to the Case Dl. 

Fig. (4.12) shows variation of eddy viscosity, obtained using the 

various methods, against distance from the jet. It can be seen that 

the eddy coefficient of dispersion and of circulation are maximised at 

the vicinity of the inlet. 

The jet eddy coefficient increases gradually with x, equation (4.46). 

The subgrid eddy viscosity is, however, very small and is at least one 

order of magnitude less than the other coefficients. 

As was mentioned before effective shear stresses could be expressed in 

nonlinear forms, (for example equation (4.19) by Flokstra, equation 

(4.20) by Falconer and equation (4.28) by Lean and Weare). This form 

of presentation of circulation will increase the coefficient @ by not 

more than 5%. In the present study, however, an increase of 20% was
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assumed for 6 in order to examine the effect of non-linearity on the 

velocity field. 

The diffusive coefficients were kept the same as in Case A. The 

resulting circulation is shown in Case F, Fig. (4.13). Comparing this 

figure with Fig. 6 (Case A) it can be seen that the velocities in the 

gyres are marginally increased. Also, the position of the stagnation 

areas of the gyres are moved away from the jet. 

Summing up the previous results, it may be concluded that Case A, i.e. 

the assumption of a dispersive momentum jet, shows the most realistic 

circulatory patterns. Therefore, simulation (A) was chosen for 

investigating the effects of the different terms in the two- 

dimensional depth-averaged flow. At first (Case Al) the nonlinear 

terms were excluded (8 = 0). Omission of these terms caused the 

suppression of vorticity, although the effective stresses were still 

present in the model (Fig. 4.14). This may seem to contradict the 

primary importance of the effective stresses in producing the 

circulatory flow, Folokstra see Section (4.1.3). However, for bigger 

shear terms (say increasing by a factor of 10) there appears two weak 

vortices, Case A2, Fig. (4.15). On the other hand, removal of shear 

stresses eliminates the vortices in the flow field, Case A3, Fig. 

(4.16). 

In case A4 the nonlinear terms were kept in the model while the shear 

stresses were excluded. Surprisingly, the results (Fig. 4.17) appear 

to remain unchanged with a small reduction of velocities around the 

centre line. Flokstra (1977) has argued that this kind of circulation 

is a numerical effect. Lean and Weare (1979) concluded that this 

numerical effect can be of diffusive (refer to amplitude errors) or
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dispersive (refer to phase errors) type. The latter is due to the 

finite spatial resolution of the numerical scheme (numerical 

dispersion) and is inherent in any discretised solution. The 

numerical tests of Ponce and Yabusaki (1981), on the other hand, 

indicated that the reproduction of circulation was not a result of 

numerical dispersion as evidenced by the undiminished presence of the 

circulation, in spite of the increased grid resolution. 

In a review of accumulated evidence on the generation of circulation 

in depth averaged numerical models, Abbott et al. (1985) have shown 

such circulations to be physically realistic in spite of the exclusion 

of the lateral effective stresses. The explanation as to how these 

numerical circulations can arise in a physically realistic manner 

remains, however to be answered. 

The effect of closed boundary condition on the generation of vorticity 

was al:o examined by cianging the boundary condition from fiee slip to 

no slip. This alteration did not show any noticeable effect on the 

velocity field, as can be seen on comparing Case A5, Fig. (4.18) and 

Case A, Fig. (4.6). 

It was thought that the errors introduced into the numerical model by 

representing the curved boundary on a square grid, may have caused the 

maximum velocity of the gyre to shift away from the curved boundary 

wall. Therefore the shape of the reservoir was totally changed to a 

square. The numerical results, Case A6, Fig. (4.19), show an 

improvement in the wall velocities, but no change in the position of 

the maximum velocity.
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To study the effect of friction on the circulation, two further trials 

were made with the latter configuration. In Case A7, the frictional 

terms were completely removed from the Navier-Stokes equation. The 

results are virtually indistinguishable except near the inlet jet, 

where the velocities are slightly increased, Fig. (4.20). In Case A8 

the effect of friction was increased 10 times. Fig. (4.21) shows that 

the central position of gyres are notably changed and velocities are 

greatly reduced, showing the importance of dissipation caused by the 

resisting terms, Kuipers and Vreugdenhill (1973). In fact merely 

including the convective inertia terms in the mathematical model will 

not ensure the generation of secondary flow. Even with the additional 

stipulation that the effective stresses and all other quantities be 

precisely described. Circulation may yet be inhibited by frictional 

effects. In every case where secondary flow does not occur, the 

resistance term is significant and becomes larger than the convective 

inertia terms, Ponce and Yabusaki (1981).
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CHAPTER 5 

NOTATION 

dimensionless functions 

first derivative of F,G,H 

second derivative of F,G,H 

i-1 F,G,H for upper layer i=2 F,G,H for lower layer 

first derivation of F;,G;,H; 

second derivative of F; ,G;,H; 

acceleration due to gravity 

acceleration due to densimetric gravity 

the maximum height of dome 

dimensionless functions 

constant 

pressure 

dimensionless function of pressure 

i=l p for upper layer 

i=2 p for lower layer 

i=1 P for upper layer 

i=2 P for lower layer 

swirling discharge 

jet discharge 

cylindrical polar coordinate system 

YH2P2/H,P, 

velocities in three directions of the system of 

coordinates 

i=l u,v,w for upper layer 

i=2 u,v,w for lower layer
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free stream velocity 

cartesian system of coordinates 

i=l x,y for upper layer 

i=2 x,y for lower layer 

two dimensional boundary layer thickness 

three dimensional boundary layer thickness 

i=1 for upper layer i = 2 for lower layer 

a characteristic length 

P, - P, 
P, proportionate density defect 

dimensionless vertical axe 

i=l { for upper layer i=2 $ for lower layer 

kinematic viscosity 

dynamic viscosity 

i=l p» for upper layer i=2 yp for lower layer 

density 

i=l p for upper layer i = 2 p for lower layer 

shear stress acting in y direction and on z plane 

i=l + for upper layer i=2 7 for lower layer 

stream function 

angular velocity of disk or surrounding fluid
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CHAPTER 5 

LARGE SCALE FLOW IN A STRATIFIED RESERVOIR 

5o1 INTRODUCTION 

Formation of large scale gyres caused by a momentum jet is a major 

feature of reservoir circulation. The action of the jet is restricted 

to a relatively narrow zone at the periphery of the gyre. The flow in 

that region is very fast. 

The interior flow, on the other hand, is slow compared to the thin 

banded surrounding. The order of magnitude of velocities is not more 

than a few millimetres per second. Therefore, it is likely to be 

laminar. The lateral extent of this laminar flow is of the order of 

half the basin's width, which covers a considerable area. 

This interior circulation is three dimensional and very similar to 

Boedewadt flow, Schilichting (1971). 

Boedewadt (1940) treated the steady laminar flow over a stationary 

infinite disk with the outer flow in solid-body rotation. The flow in 

the boundary layer is radially inwards and the axial flow is away from 

the disk. 

In reservoirs, this inward flow plays a significant role in the 

process of interior mixing. 

In a stratified reservoir if the jet is located in the upper layer and 

discharges water into that layer, the interface prevents the transfer 

of momentum to the lower layers. When the motion of flow is small
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enough, the upper layer circulates over the lower layer without 

mixing. If the interface is assumed to remain horizontal, it can be 

shown that the motion of the upper layer is very similar to 

Boedewadt's flow over a smooth plane. The surface of separation, 

however, rotates in a similar fashion to that of a rotating disk in a 

stationary fluid, (von Karman flow). 

In the present research, this type of flow is studied. A review of 

the relative topics for the von Karman and Boedewadt flows is 

presented and applied to laminar circulation of a stratified 

reservoir. 

The writer's work will show that the motion of the upper layer 

produces a suction over the interfacial plane. 

See. THE ROTATION OF A HOMOGENEOUS FLUID 

5.2.1 Flow Near a Rotating Disk 

Consider a disk of infinite radius which rotates about an axis 

perpendicular to its plane with a uniform angular velocity (w). An 

incompressible viscous liquid occupies the semi-infinite region on one 

side of the disk and the motion is rotationally symmetric. The layer 

near the disk is carried by it through friction and is thrown outwards 

owing to the action of centrifugal forces. This is compensated for by 

particles which flow in an axial direction towards the disk to be in 

turn, carried and ejected centrifugally. Using the cylindrical polar 

coordinate system, the velocities u, v, w, are assumed to be in radial 

(r), circumferential (y) and axial (z) directions, respectively. An 

axonometric representation of this flow field is shown in Fig. (5.1) 

where the disk is assumed to be at z = 0. The Navier-Stokes equations 

can be written as:
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The continuity equation is 

su,u, we Se + : ao — 0 CSF) 

where p = pressure 

vy = kinematic viscosity of the fluid 

The no-slip condition at the wall gives the following boundary 

conditions: 

z=0: u=0, v = ro, w= 0. (5.3a) 

and at infinity: 

Z =o! u = 0, v=0. (5.3b) 

In order to integrate the system of equations it is convenient to 

introduce a dimensionless distance from the wall given by 

5 = zlo/p (5.4)
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Further, the following assumptions are made for the velocity 

components and pressure 

u = ruF(S) (5.5a) 

v = raG(f) (5. 5b) 

w = Jya H(S) (5.5c) 

Pp = p(z) = prw P(S) (5.5d) 

Inserting these equations into equations (5.la,b,c), and equation 

(5.2), we obtain a system of four simultaneous ordinary differential 

equations for the functions F, G, H and P: 

F? + HF' -F" - G? = 0 (5.6a) 

2FG + HG' - G" = 0 (5.6b) 

2F + H' =0 (5.6c) 

P' + HH' - H" = 0 (5.6d) 

The boundary condition can be calculated from equations (5.3a,b) and 

are: 

¢$=0: F=0, G=1, H=0, P=0O. (5.7a)
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f=o: F=0, G=0. (5.7b) 

The system of equations (5.6a,b,c,d) and (5.7a,b) was first derived 

and solved by von Karman (1921), using the integral method he 

invented. Later, Cochran (1934), refined the solution and obtained 

more accurate results by numerical integration of the equations. The 

results are plotted in Fig. (5.2). ‘ It is to be noted from the 

solution that when Jvy/w is small, the velocity components u and v have 

appreciable values only in a thin layer of thickness 6 = Jy/w. 

The velocity component w, normal to the disk is, at any rate, small 

and of the order Jpw. 

5.2.2 Rotating Flow Near a Disk 

Boedewadt (1940) considered the laminar boundary layer developed at a 

stationary infinite flat plate by an otherwise unbounded viscous fluid 

that is rotating at a constant angular speed w at infinity about the 

normal plane, Fig. (5.3). In order to formulate the mathematical 

problem, the Navier-Stokes equations should again be written in polar 

coordinates, equations (5.la,b,c). The boundary conditions for the 

Boedewadt flow are no-slip and no-normal flow at the infinite plate: 

at z=0: u=0, v=0, we=0O. (5.8a) 

and rigid body rotation normal to the plate at infinity: 

Z=o: u=0, v= ra. (5.8b) 

Following von Karman, Boedewadt introduced similarity forms for the 

velocity components and a non-dimensional parameter (equation G54)
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and equations (5.5)). The radial pressure gradient can be computed 

for the frictionless flow at a large distance from the wall from the 

infinity condition as: 

D
l
r
 

xy
 

ll N rw (57,9)) 

In the frame work of the boundary-layer theory it is assumed that the 

same pressure gradient acts in the viscous layer near the wall. 

Introducing equation (5.4) and equations (5.5) with the boundary 

conditions (5.8a,b) into the Navier-Stokes equations (5.la,b) and 

equation (5.2) we obtain a system of ordinary differential equations 

which is analogous to Eqs. (5.6a,b,c), as: 

F? + HF' - F* - G74+41=0 (5.10a) 

2GF + HG' - G" =0 (5.10b) 

2F +H' =0 (5.10c) 

with the boundary conditions: 

f = 0: F = 0, G=0, H=0O. (5.11a) 

[= o: F = 0, G=1. (5.11b) 

The system of equations (5.10a,b,c) with the boundary condition 

(5.1la,b) was solved and the results for the functions F, G, H are 

shown in Fig. (5.4). It can be concluded that the axial velocity 

component does not depend on the distance from the axis of revolution
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but only on the distance from the plate (Eq. 5.5c), with an order of 

magnitude smaller than the velocity scales of the u and v components 

equation (5.5a,b). So that flow near the plate is predominantly in 

the horizontal plane. A vector representation of the predicted flow 

near the wall is plotted Fig. (5.5) and clearly illustrates the 

swirling inflow which is the predominant feature of this flow. The 

motion is induced by an imbalance between the radial pressure gradient 

and the centrifugal force in the boundary layer. Continuity dictates 

the compensating vertical outflow from the boundary layer. It is 

worth noting that the boundary layer extends considerably higher than 

in the case of the disk rotating in a fluid at rest. If the boundary 

layer thickness 6 is defined as the height at which the deviation of 

the peripheral velocity is equal to 2 percent, we shall obtain 

5 = 8/y/w as against 5 = 4/y»/w for the stationary fluid. 

Further studies by Batchelor (1951) developed the investigation to a 

family of rotationally symmetric flows whose members were distin- 

guished by the ratio of the angular velocity of the fluid at infinity 

to that of the disk. For positive values of this ratio, Rogers and 

Lance (1960) dalives ihe flow equations numerically. The effects of 

suction through the disk were considered by Stuart (1954), Rogers and 

Lance (1960), Evan (1969), Ockendon (1972) and Bodonyi (1975). 

a3 IMPLICATIONS OF SWIRLING FLOW IN RESERVOIRS 

The requirement of an infinite reservoir at infinite radius inherent 

in the assumption of Boedewadt flow can never be achieved in reality. 

Rogers and Lance (1964) investigated boundary layer development in a 

rotating fluid over a stationary finite disk in order to examine the 

validity and predictions of the Boedewadt solution. Their procedure 

was to obtain a numerical solution using a sufficiently large number
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of terms in a series expansion given by Stewartson (1957). This 

solution was valid near the outer edge of the disk, so that an 

adequate representation of the flow was obtained at smaller radii, say 

r = 1/2. This series solution was then compared to the similarity 

solution for the infinite plate which presumably held at least near 

the very centre of the disk. The comparison confirmed that the 

Boedewadt solution was a good approximation over the inner half of the 

disk. 

It may be concluded that the boundary layer flow in the central region 

depends essentially on the local inviscid flow field and has 

completely 'forgotten' the manner in which it originated at the edge 

of the disk. Consequently, in the central zone of reservoirs, where 

flow at the interior region is circulating by the transfer of momentum 

from the exterior shear layer, Boedewadt flow should be applicable. 

The most important property of the Boedewadt flow in the reservoir 

context is the swirling inflow induced by the boundary layer. The 

radially inward growth of the Boedewadt layer drives fluid particles 

into the middle zone and causes a slight mixing through the processes 

of convection, The total volume of the swirling inward flow through a 

cylinder of radius r around the z axis can be calculated from: 

eo 

Q, = 2nr | udz = - xr7Jav H(o) 

0 

Q, = - 1.387 xr? Jor (5.12)
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5.4 LAMINAR STRATIFIED FLOWS 

In stratified flows where the effect of density gradient is 

noticeable, buoyancy forces act to inhibit the vertical motion. 

Therefore, the mechanism of mixing is completely different. In 

particular, for the ideal case of two separate layers with different 

densities, the upper layer can flow with little effect over the 

motionless lower one. In laminar flow, velocities are so small that 

the surface of separation (interface) remains sharp, steady and 

distinct. Therefore, a laminar boundary layer may be developed to 

transfer the momentum by viscosity. 

The boundary layer developed by the motion of the top layer of a two 

layered flow in a straight channel was studied by Kuelegan (1949). 

This analysis will be discussed briefly and will then be extended to 

laminar circulatory flows. 

5.4.1 Laminar Flow at the Interface of Two Liquids 

Consider a liquid of infinite height and having an initial uniform 

velocity U, positioned flows over a stationary liquid of an infinite 

depth. In general the two liquids have different physical character- 

istics, that is, their velocities and densities are not the same. If 

the pressure is everywhere hydrostatic, the interface or surface of 

separation is a horizontal plane. When U is sufficiently small the 

narrow region on both sides of the interface is a region of viscous 

laminar flow. Every particle of liquid on the interface moves with a 

constant velocity u,. The thickness of the viscous boundary layer in 

the two liquids is initially zero and increases with the distance 

downstream, Fig. (5.6). Take the sets of coordinates (x,,Y,) for the 

upper liquid and (x,,¥,) for the lower one, such that the x-axis of 

the two sets coincide and lie in the plane of separation of the two
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liquids, the positive sense being in the direction of U. The point at 

which the two liquids first come into contact will be taken as the 

origin. In the upper liquid, positive y is directed upward; in the 

lower liquid, positive y is directed downward. The density, viscosity 

and the kinematic viscosity of the upper liquid will be denoted by Py» 

#, and » , respectively, and the corresponding properties of the lower 

liquid will be p,, pw, and »,. The parameter, R, is defined as: 

R= Ju, P,/h, P, (5.13) 

Kuelegan wrote Prandtl's boundary layer equations for two dimensional 

flow of an incompressible fluid, together with the continuity equation 

for each layer: 

  

ou, ou, d7u, 1 oP, 
PO ah A ee ee 5.1l4a 1 Ox, ose 1 9y, Pp, OX, ( ) 

Fe (5.14b) — + — = 
. ox, oy, 

2 ou, ou, e*u, 1 op, 

—_ = i 5.14 
“2 dx 2 dy, dy,° P, dx, ( ee 

a + a2 0 5.144 ax, * dy, .3 #8) 

Where u, and vi (u, and ve) are the components of velocity in the x, 

and y, (x, and y,) directions, and p, (p,) is the hydrostatic 

pressure. At the interface, normal velocities are assumed to be zero, 

i.e.
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v= ve 0 ¢5;. 15) 

and shearing stresses are continuous: 

Tixy ~ Taxy 

or 

ou, ou, Pe 

Why yW 7~ ho yD . 1 oy, 2 oy, 

In the upper liquid for y, =o: 

u, =U (5.17) 

u, = 0 (5.18) 

The system of four partial differential equations (5.14a,b,c,d) was 

reduced to a system of two partial differential equations by 

satisfying the continuity equation and by the introduction of the 

stream functions Y, and Y: Considering the upper layer we have: 

oy, oy, 
u,=- ; v= (5.19) 1 oy, 1 OX, 

and a similar equation can be assumed for the lower layer. Equations 

(5.14a,b) become:
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oY, 27¥, dv, 374, 3*y, 
ae +— =p (5.20) dy, dx,dy, dx, dy,7 1 dy, 

where op ,/2X, is assumed to be zero. This can be changed into an 

ordinary differential equation by adopting the concept of similarity 

of the flow. Choosing a characteristic length 6,, which is to be 

regarded as a function of x, only, the new dimensionless variables for 

y, and the stream function ¥, are: 

m= 1, y,/8, 

  
  

  

(5221) 

H,(1,) = - ¥,/U5, 

where n, is a dimensionless numerical constant. Substituting for n, 

and H, from equation (5.21) into equation (5.20), we obtain: 

dé, 7H, vy, a°H, 
ieee al +n. 5, = 0 (5.22) dx, ' dy,” ‘6, dy,? 

Thus, if we select 6, to satisfy the relation: 

; dé, re 

1 dx, “Ty 

or 

VX 
6.2 =n — (5.23) 17 20 : 

then equation (5.22) becomes:
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3 2 d°H, d7H, 
  

  HT = 0 (5.24) dy,° 1 dy,” 

which is the 'Blasius Equation' for the laminar boundary layer when 

the pressure is independent of x. 

A similar relationship can be derived for the lower layer. The 

boundary conditions (5.15 to 5.18) can now be written in terms of the 

new variables. Kuelegan solved the system of ordinary differential 

equations by a method of approximation of a series of polynomials. 

Fig. (5.7a) shows plots of dimensionless velocities for R? = 1 (i.e. 

upper and lower layers having the same density and viscosity). Fig. 

(5.7b) gives the results for R? = 10. The dimensionless vertical 

scale, y/y, was used (y, the boundary layer thickness). It can be 

seen from these Figures that the variation of density (and conse- 

quently R) has a great influence on the interfacial velocity 

distribution. 

For the vertical velocities v, and v,, Kuelegan obtained appropriate 

expressions and concluded that although there was no normal velocity 

at the interface there existed a weak current moving normally upward 

towards the interface. In a sense the boundary of the upper liquid 

acted as a pump, raising small portion of the lower liquid to the 

level of the interface, then causing these portions to move 

horizontally.
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5.4.2 Laminar Flow at the Interface of a Rotating Liquid 

5.4.2.1 Derivation of the Equations 

Consider a liquid of density, viscosity and kinematic viscosity of Py; 

#, and », rotating with a constant angular velocity (w) over a 

motionless liquid of p,, mw, and v,, where the depths of both liquids 

are infinite. Now if the velocities are so small that a laminar 

boundary layer is maintained at the interface, then "Boedewadt flow" 

can be established in the upper layer. Momentum will then be 

transferred by viscosity to the plane of separation and will cause it 

to rotate as well. 

Therefore, for the lower liquid, the interface can be assumed to be a 

smooth rotating disk in an otherwise stationary fluid (Similar to von 

Karman flow). We take the origin (0) of the two sets of polar system 

of coordinates (r, y, z) at the interfacial plane and the normal axis 

of the first set (z,) coincident with the axis of rotation (perpendic- 

ular to the plane of interface and upward) and the axis (z,) in the 

opposite direction for the lower liquid (Fig. (5.8)). If the flow is 

sufficiently slow, the variation of the pressure at the interface will 

be negligible, therefore we can assume the interface to remain 

horizontal. The Navier-Stokes equations of motion and the continuity 

equation in polar coordinates are the same as equations (5.la,b,c and 

5.2) for both liquids. The boundary conditions at the interface are 

that of no normal flow; i.e. 

w,=w,=0 (5.25) 

and no radial flow: 

u, = = 10 ~ (5.26)
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while the velocities and shear stresses will remain continuous in the 

tangential direction. 

ve 227) 

(792), = (72), 

or 

> 3 ty, Sa ER ge Cy) (5.28) 

For the present study it is convenient to use the angular velocity of 

the fluid at infinity as a reference velocity. Denoting this by (w) a 

dimensionless coordinate is defined for the upper layer as: 

b, = 2z,(a/r,)'7? (5.29a) 

and similarly for the lower layer: 

f= z,(w/r,)'/? (5.29b) 

The velocity and pressure components for the upper layer are: 

u, = rw FiCe,) ; Vv, = ro G,(S,) ; 

(5.30) 

ents qk, > 
w, = drow HI(h) , peer ee 

and for the lower layer:
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u, = rw Fi(,) . v, = rw G.(f,) 

(5.31) 

i a) HyCr) ; Pa = Por50 Po(s,) 

Substituting the similarity equations (5.30) and (5.31) into the 

Navier-Stokes equations, the following set of ordinary differential 

equations will be obtained for the upperlayer: 

Fo SG? +H FS = Fi" Pleo 

2F.G, + G.‘H, - G* = 0 (5.32) 

2F, + H,' = 0 

and: 

F,* - G,? + HUF,' - F," = 0 

2F.G, + H,G,' - G," = 0 (5.33) 

2F, + H,! = 0 

for the lower layer. 

The derivatives in equations (5.32) are with respect to c and in 

equations (5.33) they are with respect to f,. However, by definition: 

f= - 5, (5.34)
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thus if we change [, to -f, in the system of equations for the lower 

layer, it can be solved simultaneously with the upper layer. 

Consequently we can write: 

F,.*?-G,?7 +H F,'-F"+1=0 

2F,G, fs G,'H, “6 = 0 

2F, + H,' = 0 

(5.35) 

2 2 " Po PS, ek,” - FeO 

2F,G, ai HG = oo oe 0 

26 - Ho" = 0 

where the derivatives are all with respect to S,. The boundary 

conditions at the interface Cs, = 0) are: 

r= EF. = 0, Hove HL = 0 

(5.36) 

e= G4 Ga = = Ree 

where 

R= Ju,p./H,P, (5.37) 

and at infinity (5, = @):



F,-0, G,-1, F,-0, G,=0 (5.38) 

5.4.2.2 Method of Solution 

It is more convenient to reduce the order of the system of equations 

(5.35) from two to one, by introducing a set of four new functions Jy. 

K J, and K, such that 
i] 2 

q ll ty
 N
 

' Q 

N
 

' 

be Ce
 

(5:39) 

wz l i]
 

ry
 

Q a Ha 9
 

1a
 

H,' = + 2F 

with the boundary condition at the interface:
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Cc 
1 R (5.40) 

J,-J,-0, K,=-K,=0 (5.41) 

In equations (5.40) the assumed values of a, b, c and d are unknowns 

and should be determined in such a manner in order to satisfy the 

boundary conditions at infinity. 

Equation systems of this type with missing initial conditions 

compensated by asymptotic boundary conditions at infinity are 

integrated using a method presented by Nachtsheim and Swigert (1965). 

A further description is given in Appendix A. 

5.4.2.3 Results and Discussion 

The system of ordinary differential equations was solved for values of 

R of = 0.0, 0.01, 0.1, JO.1, 1, J10, 10, 100 and ow, where R = 

YH5P/H,P,- The results are shown in Fig. (5.9a-i). It can be seen 

that the values of (R) cover two different ranges: 0 < R < 1 and 

1<R < o. 

The case of liquid of infinite viscosity turning over a liquid of 

finite viscosity is represented by R = 0. Mathematically this is 

identical with the problem of a solid disk rotating on a still liquid, 

see Section (5.2). On the other hand, for the intermediate value of R
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= 1, both layers have the same density and viscosity, thus the fluid 

is homogeneous. Therefore the range of variation of 0 < R < 1 

resembles the rotation of a denser liquid on a stationary light one, 

which is physically unstable. Figs. (5.9a-5.9e) represent this range 

of R. 

At the lower end, R = 0.0, the upper layer has a constant tangential 

velocity of solid body rotation (G = 1 and F = H = 0 at $ = 0). This 

rotation transfers to the lower layer by viscosity. At infinity 

(f = -o) there is a weak constant upward motion without any radial or 

tangential component (H = 0.88, F =G = 0). 

When viscosity of the upper layer decreases the solid body rotation at 

infinity reduces to an interfacial motion with three non zero 

components of u, v and w in both layers. 

At R = 1, i.e. homogeneous fluid, the non-dimensional tangential 

velocity component (G) has a continuous slope at the interface 

(G,' = G,'). The radial velocity component has an opposite sign in 

the upper and lower layers and the vertical velocity component is 

upward in both layers. 

The case of a liquid of a finite viscosity rotating over a liquid of 

an infinite viscosity is represented by R = ow, which is equivalent to 

Boedewadt flow. In this case, rotation of the upper layer has no 

influence on the lower layer and it remains motionless because of high 

density and viscosity (F = G = H = 0), Fig. (9i). Therefore, the 

second range of variation of R (i.e. 1 < R < w) is related to the 

rotation of a lighter liquid over a denser one which is stable and
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practical, Fig. (9f-91). The radial velocity for the upper layer near 

the interface is inward while that for the lower layer is outward. 

The vertical velocities (wi; w.) for both layers are upward. This 

implies that in the process of rotation, the upper liquid is gently 

sucking the lower liquid. Obviously this can either demolish the 

interface and produce more mixing (for the case of a miscible liquid) 

or build a dome like interface (for the case of an immiscible fluid), 

provided that the angular speed of rotation is relatively high, (see 

next section). 

Variation of the interfacial shear stress can be obtained from: 

ag a 
Tr 7A Se ALF 7 rovopsp; G,' (0) (5.42) 

where i = 1 refers to the upper layer and i = 2, to the lower one. Due 

to the continuity of the shear stress at the interface we can write: 

In non-dimensional form we have: 

  

  

= G,'(0) 
LoVOp, Pp, 

and 

T 
—— = 6,'(0) (5.43) 

LOOP, 

The above ratios are not equal and depend on the various values of R.
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Fig. (5.10) shows the variation of dimensionless shear stresses 

(G,'(0) and G,'(0)) for the upper and lower layers. In the first 

range (0 < R < 1) at very small values of R(R = 0), the value of 

G,'(0) is very small while G,'(0) has a constant value. By increasing 

Ry G,' (0) increases and G,'(0) decreases monotonically. 

For the case of a homogeneous fluid, R = 1, the values of G,' (0) and 

G,' (0) are identical. 

In the second range (1 < R < o), G,'(0) approaches a constant value 

and G,' (0) becomes very small (Boedewadt flow). 

The non-dimensional curves of asymptotic values of vertical velocities 

H, («) and H, (co) are plotted in Fig. (5.11), where it can be seen that 

the uplift velocity in both layers is highly dependent on R. It can 

be shown that the vertical velocity does not depend on the horizontal 

distance from the axis of rotation z, (w, and w, in equations (5.30) 

and (5.31)). Its magnitude, however, is at least one order less than 

that of the horizontal velocities (u,v). 

The velocities in the laminar boundary layers approach the limiting 

values in an asymptotic manner. Therefore, a boundary layer thickness 

can be defined as a height where the peripheral velocity does not 

change by more than 2 percent. This is plotted for the upper and 

lower layers in Fig. (5.12). The variation of the boundary layer 

thickness for the lower layer is not highly dependent on R.
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On the other hand, the boundary layer thickness for the upper liquid 

(6,), is sensitive to the values of R. The range of variation of 5, 

is usually limited from (4 to 6) while that for 6, is from (0 to 8). 

5.4.2.4 Limitation of the Model 

Due to the rotation of the upper layer there is a change of pressure 

at the interface which is responsible for the curvature of the 

surface. The radial pressure gradient can be obtained by the 

assumption of centrifugal flow, equation (5.9). The effect of this 

pressure over the interface is balanced by the weight of the paraboid 

of fluid, Fig. (5.13), see also Gill et al (1979). 

If h, is the maximum height of the dome, then equating the gravity and 

centrifugal forces we have: 

wo? xr? 
in oe" (5.44) 

Pa ~ Py 
where g' = eg = ——— g 

The condition for h, to be negligible is: 

h 
c - a? xr? 7 oes (5.45)   

where 6 is the minimum thickness of the boundary layer. 

For a gyre with the angular period of 2 days, the radius of 400m 

(Sobey (1972)), e€ of 0.1% and a boundary layer 6 of the order of 

magnitude of Jy/w, equation (5.45) is satisfied.
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In cases where the curve of stratification is continuous, if the 

angular velocity increase and the boundary layer decreases then 

equation (5.45) will not remain negligible. As a result, the denser 

liquid mixes and rises up into the upper layer.
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CHAPTER 6 

NOTATION 

characteristic azimuthal velocity of reservoir 

amplitude of the internal waves 

total area of reservoir or tank 

area of part p 

buoyancy 

constants 

phase velocity 

diameter of nozzle 

height of nozzle 

entrainment coefficient 

entrainment coefficient based on shear velocity 

function 

interfacial coefficient of friction 

a characteristic densimetric Froude number 

jet densimetric Froude number 

densimetric Froude numbers of the upper and lower 

layer 

acceleration due to gravity 

acceleration due to densimetric gravity 

a characteristic depth 

depth of stirred layer 

turbulent integral length scale 

depth of upper and lower layers respectively 

total depth 

wave number 

interfacial Keulegan parameter
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critical value of K 

constant for interfacial mixing 

constant 

frequency 

peclet number 

volume withdrawn per unit time 

entrianment discharge 

flux of mass per unit area 

jet discharge 

cylindrical polar coordinates 

Reynolds number of the upper and lower layer 

hydraulic radius of the upper or lower layer 

hydraulic radius of the whole cross section 

overall Richardson number 

Richardson number based on shear velocity 

radius of reservoir 

the axial distance from the jet along the 

trajectory 

time 

temperature 

scale for excess temperature 

velocity in x direction 

root mean square value of the velocity u 

a characteristic mean velocity in x direction 

critical velocity of mixing 

maximum velocity in x direction 

mean velocity of the upper or lower layer in x 

direction
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shear velocity 

depth average velocity in tangential (@) direction 

interfacial velocity in @ direction 

depth average velocity in tangential direction of a 

subdivision p 

characteristic azimuthal velocity in tangential jet 

in a reservoir 

jet velocity 

channel width 

entrainment velocity 

entrainment velocity of subdivision p 

velocity perturbation in z direction 

rectangular cartesian coordinate axes 

length scale in y direction 

length scale in z direction 

the depth of jet 

characteristic radial width of tangential jet in a 

reservoir 

proportionate density defect 

turbulent eddy viscosity 

angle of jet growth in z direction 

length of the internal waves 

kinematic viscosity 

effective viscosity 

molecular diffusivity 

kinematic viscosity of upper and lower layers 

a characteristic density and perturbation density 

density of upper and lower layers 

density difference 

surface shear stress
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interfacial shear stress 

Iwasaki-Keulegan parameter 

eritical values of y 

jet dimensionless parameter 

Iwasaki-Keulegan parameter based on shear velocity 

angular velocity
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CHAPTER 6 

CIRCULATION IN STRATIFIED RESERVOIRS 

6.1 INTRODUCTION 

6.1.1 Thermal Stratification 

Thermal stratification is the term applied to the segregation of the 

water of a lake or reservoir into horizontal layers exhibiting 

differences of temperature, and consequently density and viscosity. 

The specific relationship between the temperature and density of 

water, the low thermal conductivity of water, the limited penetration 

of radiant heat and light and the fact that stream inflows in late 

spring and early summer tend to be warmer than the reservoir surface 

waters account for the primary cause of thermal stratification. In 

Fig. (6.1) the curve of temperature-density is plotted from 0°C to 

25°C, and also the differential of that curve. It can be seen that 

the curve is approximately parabolic and that the gradient curve is 

nearly linear. 

The maximum density of water occurs at 4°C, and the more departure 

from that, the greater are the buoyancy forces. These forces cause 

the warm water to float at the surface and the cold water to sink down 

to the lower layer, producing a system of stable stratification. When 

fully developed in summer, stratification of a deep lake produces 

three distinct layers, Fig. (6.2). The upper layer, which may extend 

6-10m below the surface is known as "epilimnion" and has a high and 

fairly uniform temperature. Below this layer there is a zone of steep 

temperature gradient, which is called the "thermocline". Below the 

thermocline there is a layer of nearly uniform and low temperature 

which extends to the bottom of reservoir. This layer is known as the
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"“hypolimnion". Mathematically, the thermocline is defined as the 

plane of the point of inflexion on the vertical temperature profile: 

Se? = 0 (6.1) 

where T is the temperature of water. 

6.1.2 Annual Thermal Cycle of Reservoirs 

If we assume the beginning of the spring season as the time when the 

ice cover of reservoir or lake melts, then the temperature of the 

surface will be 0°C. Below the surface, the temperature will be 

higher, say up to 4°C, extending down to the bottom. 

As the sunlight becomes stronger, the air temperature rises and the 

surface water warms up. By the time its temperature approaches 4°C it 

becomes denser and sinks. The lower cooler layers come to the surface 

to be warmed in turn. The temperature difference all over the depth 

diminishes and even moderate winds produce a thorough circulation 

which will be able to bring the bottom water to the surface. 

This state of full and complete mixing in the lake or reservoir is 

referred to as the "spring overturn". At the time of "spring 

overturn" the temperature of the lake is approximately about 4°C 

throughout. The increase in sunlight results in the surface water 

becoming warmer and lighter, while the lower layers remain at a 

temperature of perhaps 6°C - 7°C. The surface water continues to heat 

up and if the weather is calm, a shallow thermocline begins to form. A 

period of moderate winds increases the depth of the epilimnion and
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deepens the thermocline. The bottom layers, however, remain at much 

the same temperature as before and constitutes a definite hypolimnion. 

In the temperate region of the northern hemisphere, the epilimnion 

water reaches its maximum temperature during June, July or August, and 

the thermocline becomes best defined. It acts like a barrier and 

prohibits the energy of the circulation of the epilimnion generated by 

the wind, to reach the hypolimnion. The stratification is so stable 

that the inflow of warm water will float over the surface and cold 

water inflows will sink to the deepest parts of the lake without 

mixing with the water above. 

By the end of August, the strength and duration of solar radiation 

decreases and air temperature decreases gradually. The epilimnion 

water cools, becomes dense and sinks down. Again, wind can demolish 

the thermocline and remove it. Depending on the weather conditions, 

the stratification disappears about October. The “autumn overturn" 

makes the reservoir relatively uniform and moderate wind helps in its 

full circulation. As autumn passes into winter, air temperature 

falls, and sunlight fades and becomes less and less effective in 

heating the surface of the lake or reservoir. 

In a mild winter, water temperature may never become as low as 4°C. 

But in cold winters and relatively shallow reservoirs or lakes, the 

surface water may freeze while the lower layers have a higher 

temperature and an "inverted stratification" occurs, Thompson (1954).
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6.1.3 The Use of Jetted Inflows for the Prevention of Stratification 

Probably, one of the most effective methods in the prevention of 

stratification in reservoirs is the application of momentum jets, to 

circulate the stagnant body of water. 

The first serious investigation was carried out by Cooley and Harris 

(1954) and White, Cooley and Harris (1955) in simulating the 

reservoirs of the Metropolitan Water Board (recently part of the 

Thames Water Authority). Their tests were performed on different 

scale models of the Walton and Queen Mary Reservoirs. The case of 

spring inflow was simulated by jetting the incoming warm water into a 

uniformly cold reservoir water. 

The inlets were made to discharge horizontally near the floor of the 

reservoir and several pipe diameters were tried. 

The case of water flowing into an already stratified reservoir was 

simulated by discharging a warm jet into a two-layered reservoir 

model. The resulting upward curving jet was found to become so 

diluted by the cold water, before reaching the upper layer, that by 

the time it did so it no longer had the sufficient buoyancy to 

penetrate far into it. Thus the jet entrained a small amount from the 

upper layer, which however, remained separate from the rest of the 

water in the reservoir. To overcome this difficulty inclined jets were 

installed at a level below the floor of the reservoir. 

Cooley and Harris (1955) computed the total volume of entrained water 

and the variation of thermocline by using an expression, they derived, 

for the shape of the trajectory of the rising jet. Their analysis was
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very approximate and the errors were magnified in subsequent time 

steps. 

Steel (1975) utilised the densimetric jet Froude number: 

Vo 
  F\' = 

° Sega 

where V, = jet velocity 

d = diameter of nozzle 

€ = aa = proportionate density defect. 

for describing the trajectories of the jets. The jet was located near 

the bottom of the reservoir in cold water ambient. 

In order to achieve the optimum mixing it was necessary to produce the 

longest trajectory in the deepest water masses. The trajectory should 

be such as to allow the mixture eventually to rise to the surface 

without any local recirculation. 

Based on these constraints, for a given density defect and jet 

dimension, it was possible to obtain a desirable densimetric Froude 

number by using an appropriate velocity, if that was practicable and 

economically acceptable. 

Steel (1972) gave the following approximate relationship for the 

estimation of S/d in Queen Elizabeth II reservoir when the jets were 

horizontal:
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s 0.63 74 0.38 5 e3(F,')8° 99 Gy 10 < F,' < 200 (6. 2a) 

where S = the axial distance from the jet 

z, = the depth of the jet. 

It was then possible to estimate the entrainment discharge, Q. from: 

=Q (0.3 3) (6.2b) Q. aes Q, ( * d ° 

where Q, = jet discharge. 

Given a known relationship between the depth of water and the 

impounded volume, it was possible to use such jet relationships as the 

basis for estimating the effect of jetting on the stratification 

characteristics of the reservoir. 

Cooley and Harris (1955) performed one experiment to answer the 

question, how much of the mixing was due to circulating currents and 

how much to entrainment by jets. Water was discharged horizontally 

into the reservoir near its surface, the stored water being uniform 

and heavier (colder). In this way the jet remained near the surface 

causing a circulation therein. Cooley and Harris argued that the jet 

remained buoyant and the deepening of the thermocline was attributed 

to the circulation of the reservoir water body. Unfortunately, they 

did not use a rigorous analysis to distinguish between the effect of 

the jet's entrainment and the reservoir's circulation.
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Based on the investigations described in Chapter 3, an impressive 

theory for circulation in water supply reservoirs was that developed 

by Sobey and Savage (1974). The analysis was, however, restricted to 

homogeneous reservoirs. 

In the present research the mixing and circulation caused by a surface 

buoyant jet in a stratified reservoir has been studied analytically 

and verified experimentally. On the experimental side, stratification 

was simulated by resting a layer of fresh water over a layer of a 

saline solution. Fresh water was then introduced to the reservoir 

through a tangential surface jet which produced the circulation 

therein. 

On the theoretical side, the analysis of Sobey and Savage, for 

homogeneous reservoirs, was extended to the case of stratified ones. 

The dimensional analysis of Chapter 3, for homogeneous reservoirs, 

revealed relationships between the jet discharge and the reservoir's 

geometric characteristics, (aspect ratio and bottom relative 

roughness). An attempt was made in the present study to correlate the 

jet discharge to the stratification characteristics of the reservoir. 

Before the presentation of the author's analysis, important topics 

dealing with reservoir, stability, entrainment and interfacial shear 

need to be reviewed.
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6.2 STABILITY IN STRATIFIED FLOW 

6.2.1 Preliminary Observations 

Consider a long channel with a layer of fluid of uniform density p, 

flowing over a layer of density p,. Ina stable stratified flow the 

density of the lower layer is greater than that of the upper layer, 

i.e. p, > p,. The interface is assumed to be a streamline separating 

the two fluids and coincident with the density discontinuity. 

At low velocities, the interface is smooth, sharp and distinct and 

laminar motion develops on the two sides of it. When the velocity of 

the flow increases to some definite value (depending on the density 

and the viscosity of the two fluids), the separating surface becomes 

rough and covered with surface waves travelling in the direction of 

the flow. These waves usually have a velocity slightly smaller than 

the velocity of the upper current. The waves are long-crested, that 

is, the length of the crests normal to the direction of motion is 

greater than the spacing between the crests, and the crest lines are 

parabolic in their configuration. The waves are stable and travel 

with no deformation, except the tendency to grow slightly larger 

during their motion, Keulegan (1949). 

When the velocity of the upper current exceeds a "critical velocity", 

the waves become sharp-crested and the crests shorten. The waves no 

longer are stable, that is portions of the crests break away from the 

waves and are thrown into the upper current, Fig. (6.3). These 

portions move forward and upward. When the velocity of the current is 

increased, the rate of mixing increases. At this stage of the flow, 

the wave length is not affected by changes of velocity, but the height 

of the sharp crested waves, the size of the eddies emanating from the 

crests, and the frequency of departure of the eddies are augmented.



157 

These are the qualitative results of the observations made in 

laboratory channels and reported by several researchers. 

6.2.2 Instability of Stratified Flow 

The question of what constitutes the critical velocity of mixing has 

been the subject of various investigations. This, in a way, is 

related to the theories of instability in stratified flows that will 

be reviewed briefly. 

The specific type of the interfacial waves that were discussed in the 

previous section are named "progressive waves". In a stratified flow 

when the two layers are motionless and deep compared with the wave 

length, progressive waves travel with the phase velocity, C,, Lamb 

(1932). 

ae o_ zg. Po ~ Pt i/2 _ (BAL , Ps ~ fh 1/2 (6.3) 

e k k pP, + P, 2a Pp, + Pp, 

where » = angular velocity 

a i} wave number 

x" 2x/k = wave length 

If the two deep layers move with velocities U, and U,, the phase 

velocity can be written as:
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which reduces to equation (6.3) when a vu, = Os 

In equation (6.4), the first term is a weighted mean velocity of the 

layers, and the waves move relative to this with a phase speed related 

to the shear across the interface. 

Stability of the interfacial waves depends on the character of the 

second term in equation (6.4). Instability occurs when the square 

root is imaginary (i.e. disturbances are exponentially growing and 

stationary relative to the mean velocity, rather than oscillatory). 

Therefore: 

Pp,’ - Pp,” 2 1 
AU)? = (U. - U,)? > 4 5 (AD)? = (WU, = U,)? > § (6.5) 

and if P, =P, and g' = g = we can write: 

(Av)? J 1 (6.6) 
giht ~ « ; 

where the left hand side is written in the form of a critical internal 

Froude number, based on the wave length of the disturbance. 

Analysis has been extended to more realistic velocity and density 

profiles. For example, Goldstein (1931) assumed a linear variation of 

velocity and density across the interface layer, Fig. (6.4a), and 

presented an approximate solution. Later on Miles and Howard (1964) 

obtained a more complete solution to that problem. Their stability 

diagram is shown in Fig. (6.4b), and is based on the variation of 

overall Richardson number, Ry; = 8 Ap/p h,/(U, - u,)? against the



159 

non-dimensional wave number, a = 1/2 kh, . It can be seen that above 

R; = 1/4 small disturbances of all wave numbers are stable. 

Using numerical methods, calculations have been carried out for other 

profiles of smoothly varying density and velocity, see Hazel (1972). 

It must be noted that all of these calculations concerning the 

instability of the stratified flows were based on the linearisation of 

the Navier-Stokes equations. The effect of viscosity, however, was 

not included explicitly. Viscosity was only considered through its 

effect on the velocity distribution, Turner (1979). 

Keulegan (1949), on the other hand, carried out an extensive and much 

quoted series of experiments, using a pool of sugar solution with a 

laminar or turbulent flow of fresh water above it. He invoked 

viscosity to interpret his results. From dimensional reasoning it is 

possible to obtain a stability parameter involving the effect of 

viscosity. Given a velocity U, (the mean velocity of the upper layer) 

and the kinematic viscosity Vor of the lower fluid, only one 

non-dimensional parameter: 

1 3 Ap 

can be formed. Keulegan's experimental results defined the following 

criterion for mixing: 

laminar flow Vo = 500 R,, < 450 
e1 

turbulent flow y, = 180 Rg, > 450 (6.8)



160 

where R,, = Us Bayh 

Ve critical values of y 

Ry, = hydraulic radius of the cross section of the upper layer 

U. the critical velocity of mixing 

significantly, R,, = 450 is also the Reynolds criterion that separates 

the regime of turbulent flow from the regime of laminar flow. 

The case of sub-surface flow was studied by Ippen and Harleman (1952). 

For a two-dimensional flow with the depth of the lower layer, h,, 

taken as the characteristic length in the Reynolds number. The 

stability criterion (Eq. 6.7) is readily transformed into: 

  

a 
Kiel apa ae (6.9 

(4° Re, 

where 

wt U, z UL, hh, 
2 a ez” » 

Ap 2 

Jeo h, 

The critical values of stability are defined by: 

Laminar flows (lower layer) Kk. = — 
e2 

(6.10) 

Turbulent flow (lower layer) K, = 0.18
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No mixing should occur for flows with K values greater than K,. The 

transition to turbulent flow begins at a Reynolds number of 

approximately 1000, Harleman (1961). 

It is interesting to point out that even after the interfacial waves 

began to break, the amount of lower-layer fluid entrained in the upper 

layer was relatively small. Ultimately this type of mixing process 

tends to form a new layer, with a density intermediate to that of the 

original layers. 

6.3 INTERFACIAL MIXING 

6.3.1 The Concept of Entrainment 

In stratified flow, entrainment is defined as the process of mass 

transport across a density interface. Mass transport is generated by 

highly turbulent fluid motion on one side of the interface from a low 

velocity or almost quiescent layer to the turbulent one. If the flux 

of mass transfer per unit area is denoted by Qn We can write: 

an) > = 
Qn =m ge we (6.11) 

where »), = molecular diffusivity 

w',p' = velocity and density perturbations. 

If the motion is statistically steady and if mean quantities do not 

vary horizontally the value of Q, is constant in time and space. 

In turbulent flow in which », is small, it may be assumed that the 

molecular fluxes can be neglected. Now, it is usual to relate the
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mass flux per unit area, Qn» to the density difference of the two 

layers Ap, and the entrainment velocity W, by: 

Q, = We-Ae (6.12) 

The entrainment coefficient, E, is defined by 
=
"
 @ 

(6.13) 

where U is a characteristic velocity of the turbulent layer. 

Initially, it can be assumed that the mixing process represents a 

balance between the gravity and inertia forces and is, therefore, a 

function of the overall Richardson number. 

E = £(R;) (6.14) 

A 
Eg Soh 
oe q= 1,2 where R; = i? = (F ) 

F' = densimetric Froude number. 

A number of laboratory experiments have been conducted to obtain the 

form of the function in Eq. (6.14). 

Table 6.1 gives a review of the various experimental studies dealing 

with interfacial mixing and entrainment. The majority of the 

empirical data in Table (6.1) were obtained from laboratory 

experiments. The results can, however, be applied to the problem of 

mixing across a thermocline in an ocean, lake or reservoir.
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6.3.2 Experiments Without Shear 

Rouse and Dodu (1955) used a vertically oscillating grid of solid bars 

in two layers of liquid of different densities, Fig. (6.5). 

Observations were made of the entrainment velocity W,, which is, in 

this case, the downward velocity of propagation of the interface. They 

found that turbulent eddies on the grid side of the interface 

entrained fluid across the interface from the quiescent layers into 

the stirred layer. The eddies eroded the other layer continuously. 

The change of density at the interface had a damping effect on the 

turbulence. The interface, however, moved away from the stirrer 

gradually, Rouse and Dodu assumed that the entrainment velocity was 

equal to the velocity with which the interface moved and was given by: 

dh 
We = at 

(6%, 15) 

Cromwell (1960) performed an experiment to simulate the pycnocline 

similar to the above experiment. 

Turner (1968), however, obtained a thorough experimental data, using 

two different experiments. In the first the lower layer was stirred 

by an oscillating grid with a frequency of N, and the fluid was 

withdrawn from the stirred layer at a rate adjusted to keep the 

interface at the same distance from the grid. The entrainment 

velocity, W,, was given by: 

q we -7 (6.16)
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where q = volume withdrawn per unit time 

A = cross sectional area of the tank. 

In the second experiment, both layers were stirred by two grids and 

the interface stayed at the mid-level. The entrainment velocity was 

obtained from the rate of change of the density difference: 

alg (6.17) @ Br
 

where h = depth of stirred layer. 

It has been shown that the integral length scale h, and the root mean 

square value, u,, of the horizontal turbulent velocity component are 

characteristics of the fluid motion near the interface, Thompson 

(1969). 

Turner (1973) utilized these length and velocity scales and expressed 

the general results of his experiments with the oscillating grids as: 

mee (6 18) 
Ut g Ap h iL é 

p 

where n = 1 if the density difference is produced by temperature and 

n= 3/2, when it is generated by the salt, Fig. (6.6). Turner 

concluded that the difference in the value of n is due to the 

influence of the relatively large molecular diffusivity. He 

introduced a dimensionless parameter, namely the Geclbt number' as:
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  == (6.19) 

where y,, = molecular diffusitivity. 

In Turner's experiments, the major change in P, was due to the change 

in », (», for heat is about 100 times greater than vy, for salt). 

Therefore, equation (6.14) can be replaced by: 

E= £,(R;, P,) (6.20) 

Crapper and Linden (1974) suggested a critical or threshold value of 

P, = 200. 

The dependence of E on the Reynolds number was studied by Wolanski 

(1972) who varied R, by a factor of 3 and found a very weak 

dependence. Consequently for large values of P, and R, and for strong 

stability the law of n = 3/2 was found to apply, Turner (1973). 

Long (1975) stated that the n = 1 law is more fundamental and that the 

n = 3/2 behaviour is based on erroneous interpretation of the 

experimental data. Long showed that u, was proportional to wi/3 

(instead of proportional to w which was used by Turner). 

6.3.3 Experiments with Shear 

Several experiments have been carried out on turbulent shear flows, to 

investigate the mechanism of entrainment. Keulegan (1949), suggested 

an empirical formula for the mixing from the lower layer to the upper 

layer:
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We Bog ~ Ky(1 - 1.15 U,/0,) (6.21) 

where U, = the critical velocity of mixing 

Ky = 3.3 x 10°* for channel flow, Keulegan (1949) 

K, = 2.14 x 10°* for salt wedges, Keulegan (1966) 

Ellison and Turner (1959) studied the flow of a two dimensional 

surface buoyant jet in quiescent surroundings. Their results indicate 

that unlike an ordinary non-buoyant jet which expands linearly with 

the distance from the source, the buoyancy of the efflux tends to 

decrease the entrainment rate. If the Richardson number is defined 

by: 

where p,, U, and h, are the mean density, mean velocity and thickness 

of the jet at any section and p, is the density of the ambient fluid, 

a smooth curve can fit the experimental results, Fig. (6.7). Koh 

(197la) fitted the following formula to Ellison and Turner's results: 

B= 0.075 6 | CS 0 < Ry < 0.85 (6.22) 
Ry 

E=0 otherwise 

Equation (6.22) shows that if Rak = 0.85, no further mixing takes 

place.



167 

Ellison and Turner also studied the flow of a layer of heavy saline 

solution down a sloping channel under a deep layer of fresh water at 

rest. If h, and U, are the depth and mean velocity of the underlayer, 

their overall Richardson number becomes: 

A Re hy /W)? 

For a range of R; < 1 their results are consistent with: 

ES = R,' (6.23) 

Lofquist (1960) investigated the flow of a horizontal layer of salt 

under a still fresh water layer using the overall Richardson number 

for the underlayer. For R; > 1, his data are in reasonable agreement 

with equation (6.23), see Fig. (6.8a). A comparison between the 

experiments of Ellison and Turner and those of Lofquist is shown in 

Fig. (6.8b). 

The quasi-steady wind driven deepening of the ocean surface mixed 

layer was simulated first by Kata and Phillips (1969) and then by 

Kanta, Phillips and Azad (1977), (hereafter KP and KPA Sanpectisetipy, 

All of the experiments were conducted in the same annular tank, Fig. 

(6.9a), and followed identical procedures. A constant shear stress 7 

was applied at the surface of a stratified fluid by a rotating screen. 

Variation of the depth of the mixed-layer, h,, in time was recorded. 

The degree of entrainment was also observed. The KP and KPA 

experiments differed only in the form of the density stratification. 

KP used a linear stratification, KPA used a two-layer stratification.
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Viscosity was assumed to be unimportant at the relatively high 

Reynolds numbers achieved in the experiments. 

Defining the friction velocity as U, = (r/p)'/? where 7 is the applied 

(constant) surface stress and p is a reference density, it is 

convenient and desirable to express experimental results in terms of 

external parameters: 

E mi f (Riy, — 6.2 * UL . (Rix, Wa (6.24) 

dh, 
where h,' =. = We 

Po ~ Py gh, 

Wa = channel width 

P,,P, = density of fresh and salt water 

In the case of no side wall effect (i.e. h Wg > 0), KP fitted the 

following formula: 

E, = 2.5 Ryy | (6.25) 

to their data, Fig. (6.9c). 

The slope of -1 was interpreted as showing a simple proportionality 

between the rate of turbulent energy dissipation (« U,°) and the rate 

of work against buoyancy (« P,-P,/P, gh,'). This interpretation of
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the experimental results has been widely applied to modelling the 

energy of entrainment in the atmosphere and in the ocean, see Turner 

(19:73). 

KPA on the other hand, reported no simple relationship between the 

entrainment E, and R;, in the range of their experiments. 

Price (1979) and Thompson (1979), however, re-examined the KP- and 

KPA-data, and concluded that the influence of side wall friction was 

not always negligible. 

Price showed that conservation of momentum leads to: 

h ' 

Ey, = a = n(0.6)'/? Ry '/? (6.26) 

where n = 1/2 and n = 1 for the KP and KPA cases respectively, 

provided that h,/W, > 0. In the range of 0.5 < R; <1, which includes 

nearly all of KP and KPA data, 

E#5x10*R,"* (6.27) 

A 

ee where R; = > 
U 

1 

h,,U, = depth and velocity of the mixed layer respectively. 

Moore and Long (1971) performed a series of experiments in a steady 

state shearing flow in a cylindrical continuous tank of rectangular 

cross-section, Fig. (6.10a,b). Salt water was injected at an angle of 

5° to the horizontal from right to left at the channel's bottom from
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slits spaced 30cm apart. An equal volume of (slightly less salty) 

water was withdrawn from a large number of holes at the bottom of the 

channel and returned to the brine storage tank. 

Salt was added continuously to this tank to maintain a constant 

density. At the top of the channel, fresh water was injected from 

left to right from a similar set of slits and an equal volume of 

(slightly salty) water was extracted from a large number of 5mm holes 

and pumped to waste. Because of the mixing at the interface some salt 

transported to the upper layer. This mass of salt was calculated from 

the known mass of salt added to the brine storage tank. It was thus 

possible to determine the vertical flux of salt. 

Due to the flow which was injected at the boundaries, two homogeneous 

layers were formed and were separated by a thin interface. These 

layers moved uniformly in opposite directions. Using the velocity 

difference AU, as the velocity scale and the total depth (H) as the 

length scale, Moore and Long showed that: 

We g Be H 
ig fa ree =1 = oat E- C,( fr) C, Ry (6.28) 

For the range of 1 <¢ R; ¢ 30, C, had a value of approximately 8 x 1074 & i 1 P y 

with an uncertainty of +20%, see also Fig. (6.10c). 

Moore and Long also conducted experiments on thermally stratified 

Laas C11 R; ¢ 5). The results were in agreement with equation 

(6.28) although viscosity was different.
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In their time varying experiments, they found that the entrainment 

depth, h,, varied with time, t, according to the relationship: 

h,° «t (6.29) 

Ashida and Egashira (1977) conducted several experiments in a long 

stratified flume (23m length), in which warm water was moving over a 

layer of cold water. They measured the variation of the interface, 

velocity and density with time. Fig. (6.11) shows their experimental 

results together with the data of other investigators. It can be seen 

that almost all the results are consistent with equation (6.28), with 

a slightly different constant. The results of Ellison and Turner 

(1959) are, however, a little greater than the others. 

Wu (1973) conducted experiments in which wind was flowing over a flume 

containing two layers of water of different density. Using the 

friction velocity in water and the density of water, we have: 

Uy 
—— = Sanne 35 | U, 0.234 A 0.234 Riy (6.30) 

p 

The coefficient of proportionality in equation (6.30) is a factor of 

10 smaller than that of Kato and Phillips, equation (6.25). 

Suga and Takahashi (1976) obtained the following relationship, from 

large scale laboratory experiments and from field observations of 

saline wedges in natural rivers: 

e 
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S|
 

= 

= 2x 10°? R,~9/? (6.31) 

_
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6.4 INTERFACIAL SHEAR STRESS AND FRICTION 

A key factor in the modelling of stratified flow systems is the 

interfacial shear stress, T;, and the corresponding friction 

coefficient, f;, Schijf and Schoenfeld (1953). The study of the 

latter and its dependence on the pertinent gross flow parameters and 

relative density difference has been the subject of numerous 

experimental investigations. The basic assumptions, the methodology 

of approach, and the range of variation of the controlling parameters 

varied widely in these investigations. 

In general, the interfacial shear stress in a laminar flow is defined 

as: 

3 7, = ev & i (6.32) 

where 

vy = kinematic viscosity 

&, = vertical gradient of horizontal velocity component at 

the interface 

In the case of turbulent flow the effect of eddy viscosity €, and 

entrainment momentum must also be included, thus: 

SU te YES), oe (6.33) Spree t? \y2/7i pP ‘ 

where w',p' = velocity and density perturbations.
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In practice, however, it is very common to express Ty as 

£ 
i 

To" SP ay WU - Uv - U, (6.34) 

where fj = interfacial coefficient of friction 

Pri2 = Py OF Py 

U,,U, = average velocities of the upper or lower layer 

In the earlier studies, attempts were made to correlate the friction 

factor f; to the Reynolds number of the moving layer when the flow is 

laminar. For turbulent flows, relationships similar to the "Blasius 

formula" were used. 

Ippen and Harleman (1951) derived the following expression for the 

average friction coefficient at the interface of laminar density 

  

underflow: 

= 35 pee ee 
(6.35) 

i Rep 

where 

U, h, 

Re» = p 

U, = mean velocity of the underflow 

oS i} 5 lower layer depth 

A ll 2 kinematic viscosity of the lower layer
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The form of the equation presented by Bata and Knezevich (1953) was 

similar to that of equation (6.35) with a different constant. 

Georgiev Borislav (1972) studied the case of uniform underflow in a 

two-layered system and determined the Reynolds stresses at the 

interface by direct measurements with a hot film. His experimental 

data satisfy the relationship: 

fi R 0.276 (6.36) 

The values of R,> (= U, Ry2/” 2) ranged from 10° to 10%. Ru is the 

hydraulic radius of the underflow. 

An extensive literature survey was conducted by the Delft Hydraulic 

Laboratory (1974). The result of different experimental and 

theoretical studies, for the cases of upper flow and lower flow were’ 

plotted and compared. These results are given in Fig. (6.12) and Fig. 

(6.13), 

It can be seen from these figures that equations (6.35) and (6.36) are 

only valid in a very limited range and that the data are generally 

scattered, 

Harleman and Stolzenbach (1972) reviewed the results of several 

researchers and gave the following equation: 

+. - 2.10g (R,/Fj) - 0.8 (6.37) 
iy
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The experimental points were scattered for the turbulent zone of their 

graph. 

Keulegan (1949) assumed that interfacial friction is caused by energy 

dissipation due to the interfacial waves. Extending this idea, 

Shi-igai (1965) derived a theoretical formula for the interfacial 

friction coefficient. He computed the velocity field of internal 

waves for a non-viscous two-layered flow. Shi-igai then introduced 

the viscosity to obtain the energy dissipation rate from which the 

interfacial friction coefficient was derived as a function of the 

Keulegan number: 

  

8 

£ is 32 4? (2)? Z (6.38) :_ = = " le ip, U,? oy 

where a' = amplitude of the internal waves 

\' = length of the internal waves 

fi = Rok t* 

e: ~ U, h,/?, 

Fr,’ = U,/JgAp/p h, 

The subscript denotes the upper moving layer. Calibration of f; 

against the field data gave the following relationship 

48 
f;- Le (6.39) 

Iwasaki et al. (1962) also suggested a power law relation for the 

friction coefficient and the non-dimensional coefficient y, as:
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f,;-cy" (6.40) 

where 

yom Re, By = Rey F,)* 

Kaneko (1966) proposed the following relationship: 

f;-0.8 y°°® (6.41) 

Equation (6.41) gives good agreement with many experimental results, 

Fig. (6.14). 

Dermissis and Partheniades (1984) determined the average interfacial 

friction coefficient (f£;) for the working section of a closed 

rectangular duct. Their values were best correlated with the number: 

3 ; 4 U, Rh; 
Ro, y= 8 ; Rao (6.42) 

  

where R,, = hydraulic radius of the entire cross section 

Ry, = hydraulic radius of the upper moving layer 

The results of Dermissis and Partheniades are given in Fig. (6.15). 

Csanady (1978) described the relationship between the interfacial 

shear stress and the velocity gradient in terms of an effective 

viscosity defined by:
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i du 
p = (yp + €) ae and — Pe (ani (6.43) 

and if: 

7; = pUy? (6.44) 

Uy? 
  then ‘= (6.45) d 
(az) 

Using Lofquist's data (1960) for the lower layer flow, Csanady showed 

that: 

v 

= = 7.3 y,'/? (6.46) 

where ¥, is an interfacial Keulegan parameter defined by: 

u* 
  

= =e
 

aa
 

where U, = shear velocity at the interface. 

Ura et al. (1984) conducted a series of experiments in a flume of 

stratified flow, with a moving upper layer. Their results fitted the 

following formulae: 

v 

— = (1 + 40y,)'7? (6.47)
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Nakano et al. (1985) performed similar experiments with a moving lower 

layer and with different bottom roughness. They obtained yet a 

different formulae: 

v 

= 1 + 6.5yy9/4 (6.48) 

Equations (6.46), (6.47) and (6.48) are all plotted in Fig. (6.16) and 

compared with the different experimental data. 

Based on field data at large Reynolds numbers, the Delft Hydraulic 

Laboratory (1974) suggested the following relationships: 

streaming upper layer f; = 3.2 * 10°$ 

streaming under layer f; = 1.2 * 10° (6.49) 

counter flow £; = 5.6 * 10°? 

6.5 BUOYANT JETS 

Before studying the action of jets in stratified service reservoirs, 

it is appropriate to review the behaviour of surface buoyant jets. The 

problem is originally connected with the study of the discharge of a 

less dense water into the ambient. For example, the horizontal 

surface discharge of warm water from a power plant into a cooling 

pond, or heated water discharge from a channel into a deep lake or 

reservoir. Surface buoyant jets can be two or three dimensional.
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6.5.1 Two-Dimensional Buoyant Surface Jets 

The turbulent entrainment characteristics of two-dimensional surface 

buoyant jets were first studied experimentally by Ellison and Turner 

(1959), in which they related the entrainment coefficient to the 

overall Richardson number. Later studies by Wilkinson and Wood 

(1971), Koh (1971b), Stefan (1972) and Chu and Vanvari (1976) showed 

that the entrainment characteristics of the flow were in general 

influenced by the upstream and down-stream conditions in a very 

similar manner to that of free surface flow in open channels. 

Specifically a "density jump" analogous to the open-channel hydraulic 

jump has also been observed. The regime of flow upstream of the jump 

is “super critical" or "jet-like" and is characterised by turbulent 

mixing and entrainment similar to that of a neutral wall jet. 

Downstream of the jump, the flow is "subcritical" and can be 

characterised by a sharp interface with negligible entrainment. 

Mixing in the region of the density jump is more complicated. Reverse 

flow has been observed near the interface, where entrainment is 

characterised by the breaking of internal waves, Fig. (6.17a). 

The velocity distribution in the jet-like part can be very well 

described by the Gaussian distribution, Chu and Vanvari (1976). 

wo a Z_y2 Un exp(- 0.693 Con ) (6.50) 

where U,, = maximum velocity 

a the point where u = 1/2 Un 

See Fig. (6.17b).
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The longitudinal variation of jet width z, is also shown in Fig. 

(6.17c). The growth of the jet at the initial stages is very similar 

to that of the neutral wall jet. Far from the jet, however, 

entrainment ceases and no further growth is observed. The buoyancy B 

(= g Ap/p) varies linearly with depth, Fig. (6.17d). 

6.5.2 Three-Dimensional Buoyant Surface Jets 

Three-dimensional buoyant surface jets, Fig. (6.18), have been studied 

by many researchers including Tamai et al. (1969), Jen et al. (1964), 

Hayashi and Shuto (1967) and Pande and Rajaratram (1977). The latter 

used the technique of similarity analysis to integrate the equations 

of motion. They showed that the surface discharges of warm water into 

cold ambient could be divided into three regimes depending on the 

value of the Richardson number defined by: 

where d, = the height of jet 

V, = jet velocity 

The three regions could be referred to as surface discharges with 

small (Ry < 0.01), moderate (0.01 < Ry < 0.6)and large (Ry > 0.6) 

Richardson number. Further, it was found that for "small R,": 

1 1 
Une Th“ y? Ym © X ; Zy * & (6.51a)
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For "moderate Ri", Tf Zm © x° i.e., far field with no more vertical 

expansion: 

  
  

Un 5278) The l27at Yn x4/3 (6.51b) 

  
  

Un, 17a i Th & 727a i Ym &X (6.51c) 

where U, is the velocity scale, T, is the scale for excess tempera- 

ture, y,, and Zn are the length scales in the lateral (y) and z 

direction respectively, Fig. (6.18). 

6.6 PRESENT EXPERIMENTAL WORK IN A STRATIFIED RESERVOIR 

The experimental work was carried out in the same reservoir that was 

described in Chapter 3. The reservoir was stratified by using a 

saline solution for simulating the heavier layer and fresh water for 

the lighter layer. 

Experiments were conducted for various jet discharges and degrees of 

stratification. Densities and peripheral velocities were measured at 

various sections in the reservoir. Circulating patterns were obtained 

using floats and dye photographs. 

The experimental results, for the top layer, were compared with those 

for homogeneous reservoirs.
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An analysis was developed for predicting the distribution of 

peripheral velocity in the top layer. This analysis was later used 

for predicting the time variation of the level of the interface. Good 

agreement was obtained with experiment. 

6.6.1 Experimental Observation and Results (Densities) 

An experiment was conducted to examine the effect of “molecular 

diffusion" on the initial density profile. The stratified reservoir 

was left for a few days and the variation of density with elevation 

above the bed was recorded and plotted, Fig. (6.19). It can be seen 

that although molecular diffusion has smeared the initial stratifica- 

tion curve, the interface is still well defined after three days. 

Therefore, molecular diffusion is very small and can be neglected in 

the calculations of the stratification curve especially when a strong 

turbulent jet is present. 

Fig. (6.20) shows a buoyant jet discharging into the stratified 

reservoir. The interface acts like a barrier and prevents further 

expansion of the jet compared with its behaviour in a homogeneous 

reservoir. It also reveals that the hypolimnion can confine the 

momentum of the jet in the upper layer. 

One series of experiments was run to observe the initial disturbances 

and instability of the interface caused by the turbulent jet. Sodium 

fluorescein (green) was added to the saline solution to make two layer 

distinct and the interface visible. Photographs of the progressive 

waves are shown in Fig. (6.2la,b,c) for different jet discharges. At 

low velocities the interfacial waves were smooth, though not uniform 

because of the variation of velocity in tangential direction. Further 

increase in discharge resulted in sharp-crested waves, but without
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mixing Fig. (6.21b). When the velocity of the upper layer exceeded a 

critical value, the lower layer entrained into the upper one, Fig. 

(6). 21¢e)), 

Increasing the jet velocity enhanced the mixing rate with the critical 

zone being near the point of intersection of the jet with the 

interface. Downstream of the jet, interfacial waves became smooth, 

long crested and travelled with no mixing. Because of the high rate 

of mixing the colour of the fresh layer became greenish gradually. The 

process of entrainment of the lower layer continued and the depth of 

the interface below the water surface went down to the position where 

further mixing ceased all over the reservoir. The greenish colour of 

the upper layer faded away gradually. 

There are several different factors influencing the degree of mixing. 

These factors are usually combined in the dimensionless Richardson 

number: 

where Ap = density difference 

h =a characteristic length 

v = depth-averaged tangential velocity. 

A series of experiments was carried out in which the above parameters 

were changed systematically. The proportionate density defect in
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these experiments was ¢€ = 1% to 9% and discharges varied from 

5.75 cc/sec to 49.5 cc/sec. The data for those experiments are given 

in Table (6.2). 

In the majority of the experiments, samples were taken from several 

different stations located at various parts of the reservoir, Fig. 

(6.22). This was done in order to test the assumption that the 

circulation may tilt the interface at sections far from the jet in a 

manner similar to that of wind action on a stratified lake or 

reservoir. However, in all the experiments described herein, it was 

found that the interface remained approximately horizontal. 

The curves for the variation of density with elevation above the bed 

for eight stations in a single experiment, number (2), are given in 

Fig. (6.24). It can be seen that the curves are fairly similar. The 

initial curves of stratification are shown by the dashed lines. At a 

period of 3.5 min after the start of the experiment, the density 

structure of the reservoir changed dramatically. The density 

difference between the upper and lower layer decreased by about 50% 

because of the high rate of entrainment. At the same time, the level 

of the interface dropped markedly, showing the penetrative effect of 

the momentum jet. This effect was more pronounced near the perimeter 

wall where the velocities were large. 

In the subsequent times the entrainment rate decreased with the 

increment in Richardson number. The density of the upper layer 

gradually approached its initial value because of its mixing with the 

jet's fresh water. The interface was re-established at a lower 

position, but it continued to go down gradually. After about 3 hours,
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the depth of the lower layer was about 7cm, which was approximately 

one-third of the initial depth. 

Fig. (6.23) and Figs. (6.25-6.32) show the variation of density with 

time for different elevations but at one station. Experiment number 

(2,4,8,9,10) with discharges of 30.83, 19.66, 12.38, 9.71 and 

5.75 cc/sec were performed in order to examine the effect of the jet 

discharge on the stratification structure of the reservoir. In these 

experiments the parameters h, and ¢ were kept almost constant. It can 

be seen from the corresponding figures that large jet momentum caused 

a rapid decrease in the depth of hypolimnion (experiment number (2) 

and (4) Figs. (6.24) and (6.26)). On the other hand, small jet 

momentum (experiment number 10, Fig. (6.32)) did not change the 

density structure even after about 2 hours. 

Experiments 3, 4, 5, 6 and 7, (Table 6.2) were conducted to study the 

effect of e« for a constant jet discharge. The dominant effect of the 

density of the lower layer on the stratification can be clearly 

deduced. For example: 

(1) Experiment (3) - Fig. (6.25), ¢€ £ 1.28%. Half of the hypolimnion 

was removed after only 50 minutes. 

(2) Experiment (7) - Fig. (29), ¢€ # 9.11%. Quarter of the 

hypolimnion volume was removed after about 2 hours. 

The density-time curves mentioned above will later be used for 

verifying the theoretical analysis.
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Fig. (6.33) shows the variation of density with time for a section 45° 

from the jet (distance from the wall = 3cm, e¢€ = 2.1%, Ss 

19.66 cc/sec - experiment 4). 

It can be seen that the density of the epilimnion reached a maximum 

(because of entrainment) at t = 3-15 minutes and then fell down to its 

initial value at bigger values of t. Figure (6.33) shows that jet 

action was deepening the upper layer and causing the density of the 

lower layers to approach that of the upper layer monotonically. The 

lower parts of the hypolimnion (Depth = 10.7 cm), however, remained 

unchanged. 

Fig. (6.34) shows the variation of density with @ (angle from the jet 

position) for various depths and times. These results are for 

experiment 8 (Q, = 12.383 cc/sec, ¢ = 2.2%). These figures show that 

at the early stages of the experiment marked changes in density 

occurred at some stations. At later times the variation in density, 

at different positions became much smaller because of the decrease in 

the entrainment process and the drop in the level of the interface. 

Fig. (6.35) shows the variation of density with distance from the wall 

for @ = 45°. These results are given for different depths and times 

(Experiment (9), Table (6.2)). It can be deduced that away from the 

wall the interface is relatively flat and horizontal at different 

times. 

Fig. (6.36) shows the variation of the outlet density with time for 

experiment (7), Table (6.2). The values of density at the surface of 

the reservoir near the jet (@ = 45°) and 3cm from the wall are also 

given. The density of the outflow was generally higher than that of
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the surface layer. This was mainly due to the effect of local vortex 

flow which was active near the outlet. The strength and action of the 

vortex varied with time and did not follow a specific curve. 

Fig. (6.36) also gives the outlet results for an experiment conducted 

on a different occasion (for the same Q, and €). Clearly the two 

outlet curves do not show any simple or well defined variation of 

density with time. This is undoubtedly caused by the erratic 

behaviour of the vortex. 

6.6.2 Experimental Results (Velocities) 

Several experiments were conducted to measure tangential velocities in 

the r, @ and z directions, and a summary of the experiments is given 

in Table (6.3). 

A series of experiments was run to obtain the variation of tangential 

velocity with z using the hydrogen bubble technique. The primary aim 

of these experiments was to test the depth averaging assumption which 

usually simplifies any analytical solution considerably. Figs. 

(6.38a,b), show hydrogen bubble tracks for a station far from the jet 

(@ = 315°, distance from the wall = 2mm) for the same discharge 

(Q, = 8.83 cc/sec) and ¢€ = 4.3% and 9% respectively. These tracks 

suggest that the velocities are reasonably uniform over the depth of 

the fresh layer except in the vicinity of interface. 

Fig. (6.39) shows hydrogen bubble tracks for a station near to the jet 

(@ = 45°, = 7.15 cc/sec, € = 8.9%). Because of agitation and 

mixing by the turbulent jet, the columns of bubbles are not parallel 

or uniform. The eddies, however, were not strong enough to break up 

the bubble lines.
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Fig. (6.40) shows bubble tracks for i 19.66 cc/sec and @ = 315° 

(experiment 14 Table 6.3). Although the flow looks turbulent, 

nevertheless the tracks are reasonably parallel. 

The second aim of the hydrogen bubble experiments was to verify the 

similarity assumption for the velocity profile near to the interface 

from Monin-Obukhov theory. This theory assumes a log + linear 

relationship for the velocity distribution on the diabatic atmospheric 

surface layer and has been well established in the field of 

atmospheric turbulence. 

Hino and Nguyen (1983) applied the theory to the case of salt wedge 

flow. They were able to represent the velocity profiles either by the 

log + linear or by the bi-log laws. 

The results of the present study gives a bi-log velocity profile at 

the narrow interfacial boundary layer for some of the experiments, 

Fig. (6.37). It was not possible, however, to prove a similarity 

profile for the velocity distribution and deduce the same conclusions 

of Hino and Nguyen. The method was rather sensitive to the accurate 

location of the interface as the origin in the vertical direction. 

An experiment was conducted to study the variation of tangential 

velocity, near the perimeter wall, with elevation above the bed for 

the "quasi steady state" condition, (t = 90 minutes). The jet 

discharge was 19.66 cc/sec and ¢ = 2.1%. During this period, the 

depth of the fresh layer changed from its original value of 2.5cem to 

9cm. The final depth of the saline layer was 13.5cm. The resulting 

velocity-distributions are given in Fig. (6.41).
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This figure also shows results obtained using a homogeneous reservoir 

for the same jet discharge. The total water depth was 22.5cm. For 

every section, the velocities in the top layer of the stratified 

reservoir are higher than those for the homogeneous reservoir at the 

same elevation. 

Fig. (6.41) also shows that, near the jet, velocities decrease 

markedly with the distance below the free surface for both experiments 

(x = R@ = 10, 20 and 30cm, @ = 12.5°, 25° and 37.5°). Far from the 

jet (x = 90cm), velocities are almost constant over the depth. 

Fig. (6.42) shows variation of tangential velocity, near the wall, 

with elevation above the bed at one station (x = 30cm, distance from 

the wall = 0.6cm) in the stratified reservoir (Q, = 19.66 cc/sec, € = 

2.1%). These results are given for 40 and 90 minutes respectively. 

The corresponding depth of the fresh layer was 7 and 9cm. Fig. (6.42) 

shows that, as expected, velocities are generally higher in the case 

of the shallower upper layer. 

Fig. (6.43) shows variation of maximum tangential velocities at the 

surface with @ for a stratified reservoir (Q, = 19.66 cc/sec, € = 

2.1%, distance from the wall = 0.6cm). These results are for t = 90 

minutes and a corresponding depth of fresh layer of 9cm. This figure 

also shows the results for a homogeneous reservoir (Q, = 19.66 cc/sec, 

distance from the wall = 0.6cm) at the surface. 

Fig. (6.43) shows that near the jet, the velocities are almost 

identical for the same @ in both experiments. For 6 > 0.5 radians,
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velocities in the stratified reservoir are higher than those in the 

homogeneous reservoir. 

Fig. (6.44) shows the dimensionless velocities of Fig. (6.43) plotted 

against 1/J/x (x = Ré@). The variation is almost linear and is 

consistent with the results of Chapter 3, equation (3.112). 

The results of the time lapse photography experiments are shown in 

Fig. (6.45) for experiments (17) and (18), Fig. (6.46) for experiments 

(14) and (15) and Fig. (6.47) for experiment (19), (Table 6.3). Also 

given in these figures are the experimental results obtained from a 

homogeneous reservoir using the same depth and jet discharge. 

The tracks of floats were considerably different in two layer flow. In 

homogeneous reservoir circulation velocities in the middle zone were 

small and almost negligible compared to the wall velocities. On the 

other hand, in the stratified reservoir the tracks were longer in the 

central region indicating a faster circulatory motion. In other 

words, in the two layered flow, the momentum of the jet was 

transferred to the inner area with less dissipation at the outer 

layers. Consequently, the internal stagnant area was removed due to a 

stronger circulation. 

Around the outlet the motion of floats was irregular and the tracks 

were crossing. This can be attributed to the local vortex generated 

by the outlet. 

Photographs of dye expansion give visual and qualitative information 

of circulation. Fig. (6.48) shows spread of the dye in stratified and 

homogeneous reservoirs at different times (experiment 19, Table 6.3).
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In both experiments the density, jet discharge and the depth of moving 

fluid (top layer) were the same. Mixing was negligible in the 

stratified reservoir. The circulation patterns, however, were 

noticeably different. 

In the case of little or negligible mixing, the interface acted as a 

smooth bed for the motion of the upper layer. In the homogeneous 

reservoir, the roughness of the bed is effective in dissipating the 

vorticity by the momentum jet. 

In summary, the various experimental results demonstrate the dominant 

effect of bed friction on the overall circulation. 

The tangential velocities calculated from Fig. (6.47) for a stratified 

reservoir, are plotted in Fig. (6.49). Also shown are velocities 

obtained in a homogeneous reservoir for the same water-depth and jet 

discharge. 

Fig. (6.49) shows that velocities in the stratified reservoir are 

always higher than those in the homogeneous reservoir. Far from the 

wall in the middle zone, however, the velocity profile drops 

drastically for the case of the homogeneous reservoir. This again 

confirms the previous discussion about the mechanism of the transfer 

of momentum and its dissipation due to friction. 

One experiment was run to measure the velocity in both the surface and 

near to the interface. The depth of the fresh layer was 10.5cm, the 

proportionate density defect was ¢€ = 8.9% and the discharge was 

Q, = 19.66 cc/sec. At the time of the experiment no mixing happened 

and the fresh layer circulated over the saline solution.
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The results are shown in Fig. (6.50). The red (grey) tracks were 

produced by the interfacial floats and the yellow (white) tracks were 

the result of the surface floats. Fig. (6.50) shows that the 

circulation patterns for the surface and the interface were circular. 

Fig. (6.51) shows velocity-distributions calculated from Fig. (6.50). 

As expected the calculated surface velocities were much bigger than 

the interfacial ones. Using these velocities, the approximate 

relationship between the average upper layer and interface velocities 

is: 

= 0.6 (6.52) 

where v,; = interfacial velocity, v = upper layer velocity. 

Table (6.4) gives the values of the above ratio obtained by various 

investigators, Nakano et al. (1985). It can be seen from this table 

that this ratio varies from 0.4 to 0.6 for a moving upper layer flow 

and from 0.5 to 0.8 for a moving lower layer. 

As was mentioned before, in the majority of the experiments in this 

chapter the characteristics of the moving layer were varying with time 

(densities, velocities and depth). The variation of density and 

initial depth with time was investigated and the results were reported 

previously. The variation of velocity with time at a point with 

@ = 45° from the jet was conducted in experiment (18), Table (6.3).



193 

Fig. (6.52) shows the results for a total time of 2 hours and 20 

minutes. The velocity was zero at the start of the experiment and 

reached its maximum value a few minutes later. In the subsequent 

times the velocity decreased gradually because of the increase in the 

depth of the upper layer. After the steady state (about 80 min) the 

rate of fall of velocity was about 1 cm/sec/hr for the last hour. A 

corresponding theoretical velocity (see next section) has also been 

plotted on the same figure for comparison with the experiment. 

6.7 THEORETICAL CONSIDERATIONS 

6.7.1 Presentation of the Method 

The results of the hydrogen bubble experiments showed that, far from 

the jet, the velocity of the upper layer was reasonably uniform over 

the depth of the layer. Therefore, two-dimensional depth-averaged 

models can be extended to the case of the stratified reservoir. 

Amongst the various models which have been examined by the writer, the 

most appropriate one, for the present study seems to be the Integral 

Momentum Method suggested by Sobey (1972). That model, however, is 

not directly applicable to the present problem. It requires some new 

assumptions and modifications to be made. 

Fig. (6.53) shows the mechanism of mixing, in the stratified 

reservoir, near the inlet. It is assumed that the majority of mixing 

takes place in the vicinity of the inlet. The depth of the epilimnion 

is h, and the jet is assumed to lie just over the hypolimnion at the 

interfacial plane. At the start of the experiment (time t), the 

turbulent jet discharges into the reservoir and entrains the lower 

stagnant layer to the upper moving layer.
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The most crucial region for mixing is around point A. In subsequent 

times the depth of the upper-layer increases and the interface goes 

down. Consequently, point A moves away from the jet's position with a 

corresponding reduction in velocities near this point. Consequently, 

the overall Richardson number increases and mixing decreases. 

The position of point A can be approximately determined from the 

intersecting the line defining the locus of the vertical length scale, 

Z,, with the interfacial line, (z, is the depth where v = V,/¢r Yq = 

maximum surface velocity). 

Chapter (3) gives the rate of growth for a surface jet discharging 

inside a curved wall containing a co-flowing stream. When the ratio 

of the velocity of the jet to that of the co-flowing stream is high 

then we have: 

dz 

tan(d) = =" 0.2325 G13) 

or: 

\ = 13° 

In general, tan(\) is a function of the radius of the reservoir. 

However, the author could not find any relationship similar to 

equation (3.113), in the literature, applicable to three-dimensional 

concave curved wall jet taking into account the effect of curvature. 

Assuming that the exchange of mass and momentum between the upper and 

lower layers is negligible then the interface will act as a smooth
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bottom for the upper circulating flow. Therefore, Sobey's mathemati- 

cal model can be used to predict the velocities of the epilimnion 

(depth = h,) with the following modifications: 

(a) That coefficient of shear stress at the interface, is given by 

the expression suggested by Iwasaki and calibrated by Kaneko, equation 

(6.41): 

(6.41) 

The various parameters were defined previously. This equation 

replaces the Colebroke-White formula which was used by Sobey for 

calculating the friction factor for the bed of the reservoir. 

(b) That the azimuthal velocity profile is shown in Fig. (6.54a) and 

is based on the extensive velocity measurements conducted by the 

writer. Based on this velocity profile we can write: 

ar 
Rr. Oo<r< Ry 

0 

v= a R, <Tr< R, - 6 (6.53) 

atv R- 6<r< R, 

where R, = 1/2 R and R is the radius of reservoir.
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This velocity profile contains the three unknowns a(@), V(@) and 6(6) 

which need to be determined at each angle. 

Substitution of this new velocity profile into the integral angular 

momentum equation (3.86), the continuity equation (3.87) and the 

growth rate equation (3.92) gives new coefficients Aij and B. for the 
J 

matrix equation (3.101). These coefficients are given in Appendix 

(B). 

The azimuthal velocities were, next, calculated for depth h, using the 

modified Sobey's solution. The next step is the calculation of the 

entrainment and for that purpose, the equation of Moore and Long 

(1971) was used which is given by: 

  

We ie 

Bee oe er Ry 

(6.28) 

eg, h, 

Be a2 

The value of the constant c' is half that given by Moore and Long, 

because h, in the present case represents the depth of the moving 

layer. 

The azimuthal velocity varies all over the reservoir and as a 

consequence, the entrainment velocity, W,, will be different at every 

point. Therefore, for calculating the entrainment discharge, Q the e? 

reservoir was discretised to n portions, Fig. (6.54b). The total Qe 

was obtained by summing up over the whole area, i.e.
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Wap 4p (6.54) 

where Ap = the area of subdivision; 

= ' mil Wep c YD Rip 

The next step in the calculations is to increase the depth of the 

circulating layer by an amount of Ah. New velocities are obtained and 

new entrainment discharge, Q,', is calculated. At the end of this 

stage an average entrainment discharge Q, is obtained from: 

Qe + Qe! 
ok amar ama (6.55) 

This value of Q, accounts for the main entrainment discharge required 

to remove the increased volume, Avol, where: 

Avol = A.Ah (6.56) 

A = total area of reservoir. 

The time step At requires to entrain this volume was computed from: 

At =< Avot 

Qe 
(6.57) 

Calculations proceed by increasing the depth of the upper layer and 

computing the entrainment time. The total time requires to reach a 

certain depth is assumed to be the summation of each time step At; , 

i.e.
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th At; (6.58) 

6.7.2 Comparison Between the Theoretical and Experimental Results 

Wall velocities obtained from experiment (17), Table (6.3) were 

plotted in Fig. (6.55) together with the theoretical ones. This 

figure shows excellent agreement between experiment and theory. 

The same theoretical velocities are plotted and compared with the 

theoretical velocities for a homogeneous reservoir of the same depth 

(of fresh layer) and discharge, Fig. (6.56). It can be seen that for 

homogeneous reservoir, frictional effects caused by the solid bed 

reduce the velocities considerably. 

Azimuthal velocities of experiments (17) and (18) were obtained from 

the time lapse photographs and are plotted in Fig. (6.57) for the 

quasi-steady state situation. The velocity profiles obtained from the 

computer program are also plotted on the same figure. Comparison 

between the theory and experiment shows reasonable agreement in the 

shear layer around the perimeter wall. At the inner zone, the 

predictions are within a maximum of +25% accuracy. Bearing in mind 

that the mechanism of circulation and entrainment in stratified flow 

are much more complex than in the case of homogeneous flow, then these 

predictions are acceptable.
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6.7.3 Variation of the Level of Interface with Time 

The method of Section (6.7.1) can be directly applied to determine the 

variation of the level of the interface with time. The computer 

program was run for the experiments detailed in Table (6.2). In these 

experiments, the variation of density with time was obtained for 

various levels. 

The program was started from the initial depth (h,) and proceeded by a 

depth step (Ah). The time (At) required to entrain a volume of saline 

of (Avol) was calculated and stored. 

The Richardson number at point A, Fig. (6.53), was calculated at each 

time step. The process of computation may be interrupted after a 

certain time, depth or Richardson number. 

In order to compare theory with the experiment, Figs. (6.23-6.32) 

corresponding to Table (6.2), were used for calculating the variation 

of interface level with time. 

Determining the position of the interface accurately, proved to be 

difficult, not least because of the different definitions used by 

various researchers. For example, Suga and Takahashi (1976) defined 

it as the plane at which the fluid density is equal to 90% of the 

lower density. Most other researchers, use either visual interface 

(see Stefan (1972)) or density interface (see Ura et al (1984)). 

The interface, in this study, was assumed to be the plane whose 

density was the average of that of the upper and lower layers. Because 

of entrainment, the density of the upper layer was changing with time. 

Therefore, the density of interface was also changing with time.
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Figs. (6.58-6.66) show variation of the theoretical and experimental 

levels of the interface, measured from the water-surface, with time 

for the various runs. these results show reasonable agreement, in 

most cases, between theory and experiment. 

In some of these figures the theoretical curve underestimated the 

level of the interface. This could be due to approximations made in 

the analysis such as the estimation of the value of the constant (c') 

in the entrainment coefficient formula. Another undesirable influence 

was that of the outlet which was drawing out saline solution by the 

action of weak vortices formed around the outlet. 

The profile suggested for the azimuthal velocity distribution was 

composed of two different parts. The first part was due to the effect 

of the jet and the second contribution was that of the reservoir's 

circulation. Each part may entrain the lower layer. Fig. (6.67) 

corresponding to experiment number (6) of Table (6.2) shows variation 

of the entrainment discharge with time for each contribution 

separately. 

It can be seen that at the early stages of the experiment (less than 5 

mins), mixing by jet action is very high. Later on, the amount of jet 

entrainment discharge reduces quickly and approaches the value of the 

reservoir's entrainment discharge. 

6.7.4 Dimensional Considerations 

Based on the definition of the entrainment discharge, we had:
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Qo= F Wep AA (6.54) 

By substituting for the entrainment velocity, equation (6.28), we can 

write: 

' 3 
; c Yo 

pal egh 
  Q, = AA, (6.59) 

1 

where Vp is the velocity over the pth part of the discretised 

reservoir. If it can be assumed that this velocity is related to the 

jet velocity explicitly, then we will have: 

Yp 
v_ = f(r, 8, 2, €, it, ...) (6.60) 

0 

where f is a function that depends on the position, time and degree of 

stratification. 

Substituting the above equation into equation (6.59) we get: 

ely? Sin © £2 
= = La = (6.61) 

g p=1 1 

  

Now if we define: 

  (6.62)
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we can conclude that there might be a relationship between ¥, and 

entrainment discharge. 

The computer program was run for the set of data given in Table (6.5). 

In the choice of the data, an attempt was made to include various jet 

discharges and proportionate density defects. The order of data in 

Table (6.5) is based on the average entrainment discharge at the start 

of the numerical experiment (i.e. t = 0). 

The results of the variation of depth of the upper layer against time, 

for different runs, are plotted in Fig. (6.69). It can be seen that 

after some time most of the curves are linear and parallel. The 

variation of the depth of the upper layer, h,, with t is very closely 

given by: 

he cat (6.63) 

A similar conclusion has already been obtained by Moore and Long 

(1971):. 

Fig. (6.68) shows variation of the initial Qe with Yo in a logarithmic 

scale. The results of this figure are well represented by: 

Q, = 0.0177 y,'°7° (6.64) 

Equation (6.64) shows that the power of ¥o is changed from 1, as 

predicted by equation (6.61) to 1.287. This slight change might be 

due to the approximations inherent in equation (6.60).
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Assuming the jet velocity and proportionate density defect, it is 

possible to calculate the average initial Q, and thereby plot the 

appropriate curve for the variation of depth with time using 

Fig. (6.69).
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CHAPTER 7 

CONCLUSIONS 

Jet forced circulation in homogeneous and stratified reservoirs was 

studied in this research. In the following some conclusive remarks 

concerning various aspects of the research are presented. 

7.1 HOMOGENEOUS RESERVOIR CIRCULATION (CHAPTER 3) 

1. Comparison between the theoretical and experimental velocities 

shows reasonable agreement in the circulation patterns but not in 

the absolute magnitude. 

2. The distributions of tangential velocities in the outer layers is 

similar and can be presented by a standard formula (for example a 

Gaussian curve). 

3. The effect of aspect ratio (L/h) and relative roughness (ks/h) on 

reservoir circulation and flow patterns is very important. 

4. Effect of the variation in jet Froude number, for a _ given 

reservoir, on the decay of v,/V, (maximum velocity/jet velocity) 

is negligible. Aspect ratio, however profoundly effects Vani Vg 

5. The assumption of depth averaging is reasonable far from the inlet 

or outlet. Near the inlet, however, the flow is strongly three 

dimensional. 

6. Decay of the maximum velocity is proportional to the inverse root 

of the distance from the inlet.
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Effect of co-flowing stream, on the growth of the jet, is 

negligible provided that the ratio of the jet velocity to the 

stream velocity is very high. 

The growth rate of the tangential surface jet in the transverse 

direction is smaller than that of an ordinary wall jet. In the 

vertical direction, however, the growth rate is several times 

bigger than that for a surface jet. This may be attributed to the 

curvature of wall in the lateral direction. 

RESERVOIR CIRCULATION CAUSED BY A WIDE RADIAL JET (CHAPTER 4) 

depth averaged hydrodynamic equations of motion were written in 

finite difference form and solved in the manner of an ADI scheme. The 

computer program was run for several different models to show the 

effects of shear stresses, boundary conditions, bottom roughness and 

geometric configurations. 

The general theoretical circulation patterns are fairly good but 

the magnitude of velocities, at the boundaries, are underestimat- 

ed. 

The shear stress terms are necessary and important. However, they 

must be represented as accurately as possible as they are capable 

of changing the position of the centre of the gyre and decrease or 

increase the velocities. 

Omission of the convective terms suppresses the circulation. 

Therefore, in cases where the circulatory flow is important they
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should be included and presented in a realistic finite difference 

form. 

The jagged boundary assumption reduces the velocities therein. A 

better resolution or even a different mesh configuration, see 

Johnson (1980), may remove the problem. 

The effect of friction, in the model, was not very marked. This 

conclusion contradicts the findings of the integral method and the 

experimental results of Chapter Three. 

SLOW MOTION WITHIN A LARGE SCALE GYRE IN A  TWO-LAYERED 

STRATIFIED RESERVOIR (CHAPTER 5) 

The nature of the flow is three dimensional in both layers. At 

the interface, the azimuthal velocities and tangential shear 

stresses are continuous. 

Bodewadt flow can simulate the rotation of the upper layer and von 

Karman flow can simulate that of the lower flow. physically the 

stable case is when 

Fa P2 
R = 

YP, Py 
  > 1 

Above the interface there is a gentle inward flow and below it the 

flow is outward. Far from the interface the vertical velocities 

in both layers approach their asymptotic upward values. 

Consequently, the rotation of the upper layer may produce a 

suction pressure over the lower layer.
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Because of this suction the shape of the interface may be 

simulated by a paraboloid of revolution. However, if the maximum 

height of the dome is small enough compared to the depth of the 

boundary layer, the interface can be assumed to be flat. 

JET FORCED CIRCULATION IN A STRATIFIED RESERVOIR (CHAPTER 6) 

The effect of molecular diffusion in the experiments with saline 

solution was, as expected, small and negligible. 

Because of the density difference the majority of the momentum of 

the jet was confined to the upper layer. Therefore, this layer 

rotated almost independently over the lower layer. 

Sobey's theory was successfully modified and applied to the motion 

of the upper layer. Good agreement was obtained between the 

theoretical and experimental tangential velocities for the top 

layer of the stratified reservoir. 

Shear stresses at a solid boundary of a homogeneous reservoir are 

considerably greater than those at the interface of a stratified 

reservoir. Therefore the velocities and flow patterns for 

homogeneous and stratified reservoirs are quite different. This 

demonstrates the dominant effect of relative roughness on the 

circulation. 

Measurement of velocities at the interface showed that they were 

much smaller than the velocities at the upper layer. This was due 

to the negligible transfer of momentum from the epilimnion to the 

hypolimnion.
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Form and shape of the interface is greatly influenced by the jet's 

discharge and by the relative density of the reservoir. These 

parameters can be combined in the non-dimensional Richardson 

number. 

The lower layer entrains and mixes with the upper layer provided 

that the Richardson number is small. The analysis for the 

variation of the depth of the interface with time was in 

reasonable agreement with the experimental results. Majority of 

the mixing happened near the jet. 

The entrainment discharge was found to be nearly proportional to 

the dimensionless Keulegan-Iwasaki jet number. It was also shown 

that the depth of the epilimnion was approximately proportional to 

the ha power of time.
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APPENDIX A 

METHOD OF SOLUTION OF THE BOUNDARY LAYER DIFFERENTIAL EQUATIONS 

In Section (5.4.2.2), the system of non-linear partial differential 

equations, for the boundary layer of a rotating fluid of density, Py 

over a stationary fluid with a density of p, was reduced to a system 

of non-linear ordinary differential equations by the assumption of 

similarity, equations (5.35). The non-linear system of six ordinary 

differential equations was then changed to a linear system of 10 

equations by the use of four new assumed functions J,, K,, J, and K,, 
1? 2 

equations (5.39). 

Introduction of these four new functions resulted in four unknown 

initial boundaries (a, b, ec and d in equations (5.40)), to be 

determined in the process of integration in a manner to satisfy the 

asymptotic boundary conditions at infinity. Nachtsheim and Swigert 

(1965) gave an algorithm for the solution of this type of equations. 

All numerical integrations are performed using the Adams-Moulton 

integration scheme with initial passes using the Runge-Kutta scheme. 

Initial estimates are assumed for the unknown initial conditions a, b, 

c and d and the equations are integrated out to a specified { where 

the corrections Aa, Ab, Ac and Ad are determined from a least squares 

solution of the following matrix equation. These corrections are made 

to the estimated values of a, b, ec and d.



Zi 

Fria Fip Fie Fia - F, 

Gia Sip Sic Sia - (G, - 1) 

Fra Fob Fre Fra da - Fy 

Gra Sap Se Sd Ab = G, 
- (A-1) 

Jia Jib Vic Jia Ac aw; 

Kia Kip Kic Kia Ad - K, 

Joa Jap Jace Joa oe 

Koa Kap Kae Kaa = B, 

The subscripted a, b c and d denote partial differentiation with 

respect to the named variable. The values of the partial derivatives 

Fa? “sas Fae Goat Jae Rig and eS, are determined from integration 

of the perturbation equations: 

Fia' = Jia 

Jia’ = 2F, Fig - 26, G,, +H, 5, +H, Jy, 

Poa = Yaa 

Joa’ = 2F, Fog - 26, Gog - Hog J - Hy Jog 

Gia * Kya 

Kin. = ZF a G, + 2F,, ae a Ho K, + H, or (A-2) 

Gra’ — Kya 

Kya’ = 2Fiq CG, + 2F, Gog - Hyg K, - Hy Ky 

H,,' = -2F,, 

H.,' = 2Fo4 

with the initial condition



f= 0 Fig = Fra = 0 Gia 7S. 79 

Hi, = H., 7 0 Ki, ~K,, = 0 

Jig =1 Jog 7 0 (A-3) 

Similar perturbation equations can be obtained by differentiation of 

the primary system of equations (5.39) and its corresponding initial 

conditions, equations (5.40) with respect to b, c and d. 

The resulting four systems of perturbation equations are linear and 

can be solved simultaneously with the primary system, equations 

(5.39), giving a system of fifty simultaneous first order ordinary 

differential equations. 

The process of integration to a specified Sona and the computing of 

new estimates for a, b, c and d is repeated until the least squares 

residue: 

2 2 2 2 2 2 2 2 E=F, + (G, °= 1) iF, ane, + J, + J, + K, + K, (A-4) 

at 5,,q is within a specified limit Ecest: 

New values of E,,,, and {,,4 are then chosen to progress the 

integration further towards infinity. The whole process being 

repeated until the asymptotic boundary conditions at infinity have 

been satisfied, 

A computer program based on the above algorithm was written and 

successfully run. The results are shown in Fig. (5.9a-i). The 

accuracy of the method was highly dependent on the chosen values of
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f eng because very small errors introduced in the initial conditions 

a, b, c and d were capable of inducing instabilities in the solution 

at large §.
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APPENDIX B 

COEFFICIENTS OF THE EQUATIONS OF THE INTEGRAL MOMENTUM METHOD 

The coefficients Aaj and constants B; of the momentum equation and 

continuity equation and the growth rate equation based on the new 

velocity profile are: 

A,. = a[R? - 

ei
n R,? + R? en(R/R,)] + vis (R? - (R - 8)2) 

+ R*0n(R/(R - 8))] 

A,, = (V+ a)[> (R? - (R- 8)?) + R7ER(R/(R - 5))] 

  Ag ee - 8) + 2 

A,, = 0.0 

oo = 0.0 

A = 1.0 
23 

31 

32 

33
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f i 2 R° 2 23, , V2 + 2aV 3 3 B, = - 8h, [a® (3- - Te Ry) + yz _ (R® - (R- 8)°)]) 

R? 

“iby gr (V8)? 

-2 _VR B, = 0.065 (1 + 0.32 0)°? FT — 

1 
where Ry = 3 R 

£; = interfacial coefficient of friction 

i = coefficient of wall friction 

h, = depth of upper layer. 

The kinematic angular momentum flux per unit depth and the volume of 

the circulating flow at angular position @ are: 

2 

  

R 
1(@) a a2 | 0 2 R_ ho ER 7 + Ren Q) 

2 

2 EN me? - @ - 8?) + Ren GER] 

Q(@) = h, [a(R - ; R,) + V8]
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Range of Reading Temperature °C Regression Curve Concentration gm/lit 

(R) 

  

R < 1430 10 C = 7.2727 x 10°7 R - 0.04 

1430 < R < 6500 10 C= 7.97 x 10°47 R - 0.265 

6500 < R < 42000 10 C=9.49 »10°47R - 1.19 

42000 <R 10 C=1.095 x 10°47R - 4.51 

R < 1775 15 C = 5.5749 x 10°7 R + 0.01 

1775 < R < 7750 15 C = 6.7783 x 10°74 R - 0.298 

7750 < R < 49000 15 C = 8.5088 x 10°* R - 2.106 

49000 <R 15 C = 9.8346 x 10°* R - 7.098 

R < 2140 20 C = 4.5977 x 10°* R + 0.016 

2140 < R < 8250 20 C = 6.3498 x 10°7 R - 0.58 

8250 < R < 54000 20 C = 7.7509 x 10°* R - 1.901 

54000 < R 20 C = 8.548 x 10°47 R - 6.302 

Table (2.1) Regression Lines for the Variation of Concentration 
with Conductivity Bridge's Reading (R) for Various Temperatures
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Concentration 

gm/lit 10°C 15°C 20°C 25°C 

0 999 73 999.13 998.23 997.07 

10 1007.2 1006.3 1005.3 1004.06 

20 1014.21 1013.39 LOL2.29 1010.97 

30 1021.29 1020.41 LOLI S22 1017.79 

40 1028 .37 1027.35 1026.07 1024.61 

50 1035.32 1034.25 1032.88 1031.33 

60 1042.25 1041.05 1039.6 1038.04 

70 1049.07 1047.83 1046.32 1044.66 

80 1055.87 1054.4 1052792 1051.16 

  

Table (2.2) Density (kg/m*) of Water at Different Concentrations 
of Saline (gm/cc) and Temperatures.
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Fig. (3.1a) 

Development of similar velocity profiles in a plane jet. 
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Fig. (3.1b) 

Velocity distribution for plane free jet (Rajaratnam, 1976).
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Fig. (3.3b) Growth of the length scale for plane wall jet 

(Rajaratnam et al, 1976).
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Fig. (3.4) Two-dimensional tangential wall jet on inside 

of circular cylinder. 
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Fig. (3.5) 

Variation of ym/bo and (Uy/u,,) * in the x direction for different sets of 

experiments (after Kobayashi et al, 1983).
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Fig. (3.9b) Similarity of velocity profiles for plane 

jet in co-flowing stream (Bradbury, 1965). 
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Fig. (3.13a) Sobey's assumed velocity distribution. 
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Fig. (3.14) Jet force circulation diagram (after 
Sobey, 1972).
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Series/ Discharge ¥ L 
Run cm?/sec cm/sec h Ve Ra Remark 

1/1 49.5 247.5 4.1 1.67 11069 Tangential jet 

1/2 30.83 154.15 Z 1.04 6894 Ajet = 0.2 cm? 

1/3 19.66 98733 " 0.66 4397 

1/4 12.38 61.9 Mi 0.42 2768 v, 

1/5 Sia 28.75 " OvLg 1286 =F, = —_ 
Jgh 

2/1 30.83 154.15 7.7. 1.56 6894 IK 

272 19.66 98.33 “ 0.99 4397 R= ea: 

2/3 12.38 61.9 : 0.62 2768 

2/4 D7) 28,75 " 0.29 1286 

L= 92. cm 

3/1 . 30.83 OLS ee 92 on 2.25 6894 

3/2 19.66 98.33 u 1.43 4397 

3/3 12.38 61.9 " 0.9 2768 

3/4 5. 7D 28.75 " 0.42 1286 

4/1 30.83 154.15 36.8 3.41 6894 

4/2 19.66 98.33 sy 1.99 4397 

4/3 12.38 61.9 " 125 2768 

4/4 D715 28.75 s 0.58 1286 

eee EEE 

Table (3.2) Dimensionless No. Related to the Experiments of Table 3.1
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   Qo = 5.75 cc/sec. 

lapse time = 5 sec. lapse time = 5 sec, 

  

Q, = 19.66 ce/sec. h =   lapse time = 3 sec, L = 9: 

Fig. (3.22) Ciz-ulation patterns illustrated by illuminated floats for 
various discharges and the same aspect ratio.



9 = 9-75 cc/sec,   
h = 22.5 cm L = 92 em 

lapse time = 5 sec, 

Circulation patterns illustrated by illuminated floats for various depths and the same discharge.
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JET 

   

        

    a EXPERIMENTS 
____ THEORY 

LENGTH SCALE VELOCITY SCALE LENCTH SCALE VELOCITY SCALE 

BaS===s—] DISCHARGE = 19.G6CC “SEC el a ee DISCHARGE = 12.39CC/SEC a eee 

2 cm 22 8 6 3 cn 28 8 6 

DEPTH = 2.5 cM CM “SEC DEPTH = 2.5 cM CM/SEC 

Fig. (3.24a) Measured velocities and comparison with theory for the same 

depth and various discharges. 

     

git 2 a4 Ss 6-7 95.1 9 12 3.4 5 6 7 8 9 10 
DISCHARGE = 19.66CC’SEC y/y,, DISCHARGE = 12.38CC/SEC  y/y 

DEPTH = 2.5. CM DEPTH = 2.5. CM 

Fig. (3.24b) Dimensionless velocity distribution for the same depth and 
various discharges.
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JET 

    
     A EXPERIMENTS 

—— THEORY 

VELOCITY SCALE 
LENGTH SCALE VELOCITY SCALE LENGTH SCALE 

ee DISCHARGE = 33.92CC “SEC {__ el DISCHARGE = i9.66CC7SEC Se! 

2 em 23 2 6 2 cy 20 a 6 

DEPTH = 9459 cm CM/SEC DEPTH = 4,9 cM C™’SEC 

Fig. (3.26a) Measured velocities and comparison with theory for the same 

depth and various discharges. 

x19@7! X10 
1    

V/Vm 

       Q + 

q t gua 4.5 8 9728 GS 410 eo t 2. 3° 4 9 6 7 BS. 16 

DISCHARGE = 2@.33CC’“SEC y/y,, DISCHARGE = 19.66CC’SEC y/ym 

DEPTH = 4.8 CM DEPTH = 4.8 CM 

Fig. (3.26b) Dimensionless velocity distribution for the same depth and 

various discharges.
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          A EXPERIMENTS 

—._—s©THEORY 

LENGTH SCALE VELOCITY SCALE LENGTH SCALE VELOCITY SCALE 

S| DISCHARGE = 12.29CC’“SEFC Li_ eet DISCHARGE = 5.75CC’SEC lt _J 

2 cy 28 2 6 2g cn 28 2 6 

DEPTH, =.4°3: — CM CM7SEC DEPTH = 4.8 CM CM7SEC 

Fig. (3.27a) Measured velocities and comparison with theory for the same 

depth and various discharges. 

     

@ 1 2 34 567 8 9 #18 Qo 1 2 4 5 6 7 8 9 10 

DISCHARGE = 12.38CC’SEC y/ym DISCHARGE = 5.75CC’SEC y/ym 

DEPTH = 4.8 cM DEPTH = 4.8 CM 

Fig. (3.27b) Dimensionless velocity distribution for the same depth and 

various discharges.
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JET     “ EXPERIMENTS 

—— THEORY   
LENGTH SCALE VELOCITY SCALE LENGTH SCALE VELOCITY SCALE 

Le DISCHARGE = 38.93CC’SEC '!_____ te) DISCHARGE = 19.66CC’“SEC Jt —____t 

2 cn 28 2 6 Q cn 28 a 6 

DEPTH =i2.a CM CM/SEC DEPTH =12.8 CN CN7SEC 

Fig. (3.28a) Measured velocities and comparison with theory for the same 

depth and various discharges. 

x 

xia7! 
12     

     5 6 7 8 39 12 3 7 8 39 12 

DISCHARGE = 20.83CC’SEC y/y¥m DISCHARGE = 19.66CC’SEC y/yy 

DEPTH =12.2 cM DEPTH =12.9 cM 

Fig. (3.28b) Dimensionless velocity distribution for the same depth and 

various discharges.
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    EXPERIMENTS a 

_— THEORY 

  

VELOCITY SCALE 

LENGTH SCALE VELOCIT: SCALE LENGTH SCALE 

Sed DISCHARGE = 12.38CC7SEC tL ——__ eS DISCHARGE = 5.75CC”“SEC tJ 

2 cM 28 a 6 a cM 20 8 6 

DEPTH =12.2 CM cM/SEC DEPTH =12.2 CM CM7SEC 

Fig. (3.29a) Measured velocities and comparison with theory for the same 

depth and various discharges. 

            t Q . 

Ooi 2 or 4S Gm 7 aes See e QE) E2e oe aan 67) EB SS’ 

DISCHARGE = 12.38CC’“SEC y/ym DISCHARGE = 5.75CC7SEC ¥/Ym 

DEPTH =12.2 CM DEPTH =12.@ cn 

Fig. (3.29b) Dimensionless velocity distribution for the same depth and 

various discharges.
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JET     EXPERIMENTS 

—— THEORY   
LENGTH SCALE VELOCITY SCALE LENGTH SCALE VELOCITY SCALI 

feed DISCHARGE = 38.83CC’“SEC —— Sl DISCHARGE = 19.66CC7SEC So) 

a cn 28 9 6 2 cn 28 @ 6 

DEPTH =22.5 cM CMN7SEC DEPTH =22.5 cn CM7SEC 

Fig. (3.30a) Measured velocities and comparison with theory for the same 
depth and various discharges. 

Q b 
ey ome ee) 2 3 2S 27 sh See 

DISCHARGE = 3.83CC’“SEC y/y,, DISCHARGE = = 19.66CC/SEC y/yp, 

DEPTH =22.5 cM DEPTH =22.5 CM 

Fig. (3.30b) Dimensionless velocity distribution for the same depth and 
various discharges.
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    EXPERIMENTS 

—— THEORY 

VELOCITY SCALE 

LENGTH SCALE VELOCITY SCALE LENGTH SCALE 

Ley DISCHARGE = i2.29CC/”SEC ‘4 —___ fe ee ey DISCHARGE = 5.75CCvSEC lt ———_I 

a cn 20 a 6 8 cn 20 a 6 

DEPTH =22.5 CM CM/SEC DEPTH =22.5 CH CM/SEC 

Fig. (3.3la) Measured velocities and comparison with theory for the same 

depth and various discharges. 

@ 1 2 3 4 
DISCHARGE = 

DEPTH =22.5 

Fig. (3.31b) 

         
   
                              

               ‘ Q _ 

5 6 7.8 9 128 g- a 2 3.4 5 6 7.8 B12 

12.38CC’“SEC y/¥m DISCHARGE = 5.-75SCC’SEC y/Ym 

cM DEPTH =22.5 CM 

Dimensionless velocity distribution for the same depth and 

various discharges.



JET FROUDE NO. 

JET FROUDE NO. 

JET FROUDE NO. 

JET FROUDE NO. 

RESERVOIR DEPTH = 

  
@(RAD.) X187! 

JET FROUDE NO.=1.66 

JET FROUDE NO.=1 .84 

JET FROUDE NO.=0.66 

JET FROUDE NO.=0.42 

° JET FROUDE NO.=8.19 

RESERVOIR DEPTH = 22.5 CM. 

  
Q 9 | 6 tS - 26 5 25-30. 25" 46 45.54 SS. 6a 

@(RAD.) x197! 
(b) 

Fig. (3.32a,b) Variation of wall velocity with 6 for the minimum and 
maximum depth and different jet Froude numbers.
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35 

38 .7H= 36.8 sH= 2.5 CM. 

L_ZH= 19.2 ,;H= 4.8 CM. 

ge 
LvH= 7,7 »H=12. CM. 

L7“H= 4.1 »H=22.5 CM. 

20 

15 

12 

SL 

Q! 
g 2 12 1S 28 29 30 35 4 43 38 35 6g 

@(RAD.) X19! 

Fig. (3.33a) Variation of wall velocities with 6 for various depths. 

K1Q~2 
33 

38 

29 

29 

15 

1 QI. 

5 

4) 
g a 1@ 15 28 Zo 38 35 4 

1./J% Me 

‘Fig. (3.33b) Dimensionless velocities in reservoir vs. 1/V/x for 

various depths.



  
Fig. (3.34) Diffusion of surface jet in reservoir h = 22.5 cm.
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Fig. (3.35a,b) Variation of wall velocities in depth at different 

stations for various discharges.
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Fig. (3.35c) Variation of wall velocities in depth at different 

stations. 
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ig 

18 
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16 
1S 

Le 

Ls 

12 

11 

128 

9g 

8 
“ 
6 

JET INFLOW = 49.5 CC/SEC. 

3 
4 

JET INFLOW = 30.83 CC/SEC. 

S 
5 JET INFLOW = 19.66 CC/SEC. 

1 

a 
g | 2 3 4 5 6 7 8 

X (cm.) x1@! 

Fig. (3.36) Growth of z, vs. the distance from the inlet for various 

discharges.
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Series/ w, Vata at vy 

Run cm/sec cm/sec oo Vs Remarks 

1/1 247.5 Ae 2ear ZOnD h = 22.5 cm 

b/2 154.2 Tso 20.6 L = 92. cm 

1/3 98.33 4.2 23.4 

1/4 61.92 < 3". > 20. 

1/5 28.75 <3 > 10. 

Table (3.3) The Ratio of the Jet Velocity to the Stream 
Velocity for the Different Experiments.
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y_water surface 

still water level 

Fig. (4.1) Definition sketch for the system of coordinates. 

  

Streamlines 

    Intermittent 

Turbulence 

Fig. (4.2) The eddy after the breakwater.
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Water Level (n) and Chézy Coefficient (C) 

Depth (h) 

U velocity (U) 

V velocity (V) 

(4.3) The computational grid.



Characteristics 

Reservoir diameter 

Water depth 

Inlet width 

Outlet width 

Jet inflow 

Weir outflow 

Depth of inlet 

Table (4.1) Details of Experimental and 

260 

Experimental 

Model 

243.8 cm 

4.6 cm 

£3... ‘em 

38. cm 

192 cm*/sec 

192 cm?/sec 

0.8 cm 

Numerical Models 

Numerical 

Model 

247. cm 

4.6 cm 

13. cm 

39. cm 

192 cm*/sec 

192 cm*/sec 

0.8 cm



261 

inlet 

\ / 

\ | 
"i / 

=p / 

\ 

ao / 

\ a 

4 
~~ ¢ , 

~ = 
nk ete 

| | 
| | 

outlet 

0 50cm O 25 cm/sec 

LENGTH SCALE _——————— VELOGITY SCALE W———____t 

INITIAL DEPTH 4.6 cm DEPTH OF JET 0.8 cm 

JET INFLOW 192 cc/sec WIDTH OF JET 13 cm 

WEIR OUTFLOW 192 cc/sec WIDTH OF WEIR 39 cm 

Fig. (4.4) The experimental velocity distribution 

(after Pateman, 1982).
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4 ty dara jot 4 Fe =~ eee SS eee ee eee 

[Vat af oe oe 4g ie ie 116 (18 20 22 24 

  

DISTANCE FROM THE INLET (CM) *'9' 

Fig. (4.5a) Computational and experimental velocities along the 

centreline. 

VE
LO
CI
TY
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M/
SE
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' ! A 1 

Q 12 20 38 Q 18 28 

DISTANCE FROM THE CENTRE LINE (CM) 

Fig. (4.5b) Computational and experimental velocities at different sections 

of centreline.
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TIME IN SEES 125.98 

  

e
o
s
 

< 
~
 

f 

~~
 

™~ 
~
 

=
~
 

Sy
 

R
e
:
 

L
e
 

Ns 

\ 
\ l 

  

: N 

/ r fof , \ 

it tr f i I r 

! 
PS, Pie 8 

f 
’ 1 \ \ \ x i 

ve 
1 4 \ \ mK ~ 

\ ay | « 

, x \ \ N es 2 

\ v 
i = s x AN ad 2 / 

| \ 
con ee 
aN 

boo - o Z 

i oN 

ee oe 
| \ 

LS 
| Ss 

ae 

= = 
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ie VELOGIT 2. SC ZS6 DEPTH OF JET @.3 CM 

Fig. (4.8) Computational velocity field for case (C).



265 
*(zq) 

esed 
LOZ 

PTOeTF 
A
T
I
O
T
O
A
 

T
e
u
o
T
e
q
n
d
w
o
p
 

(OI*y) 
*3Td 

-(Iq) 
eSsed 

LOF 
PIOTF 

A
T
I
O
T
O
A
 

T
e
u
o
t
z
e
q
n
d
u
o
p
 

(6*y) 
“8TA 

WJ 
6°@ 

adi 
30 

4
0
3
G
 

J
a
o
e
b
s
 

3
7
"
 

Aad 
cC 

3A 
14. 

wd 
6°e@ 

4a3f 
30 

4ia3G 
3
9
S
-
b
S
 

SB 7h 
f
2
P
S
C
0
S
 

12s 

338/793 
761 

PONUSLIPC 
313M 

jds- 
3D 

7b! 
WC 

GN2 
saa 

3
3
5
-
9
9
 

76! 
wCO1siN0 

813F 
2
3
3
5
0
0
0
 

7b! 
PC 

C1gNi 
a 

"S°9'D 
°@Be 

AM VA 
32345 

ho 
o'r 

4u0SG 
“WisiNi 

"s°9°D 
*@B% 

SNWWA 
AZ34I 

wo 
O'* 

4igdG 
“WisiNi 

J
3
S
/
W
I
 

6°! 
#
—
 

ALi 
3G 

IZA 
hd 

e
S
!
 
—
 

T
W
I
S
 

4
s
O
N
I
>
 

9
3
S
“
h
9
 

6°! 
¢
—
 

4
1
i
9
0
7
3
A
 

Wo 
@
F
'
 

—
—
 

F
T
W
I
S
 

4
1
9
N
3
q
 

    

= 

~~ 

> ~ > 

< 

th ~ 

  
 
 

@
@
°
S
z
!
 

SJ3S 
NI 

Bhis 
ee" 

Sz! 
$935 

NI 
A
W
l
i



266 

TIME IN SECS 125.88 

  

  
LENGTH SCALE ——— 13.28 CM VEROC IR =, tS CM/SEC 

INTTTAL DEPTH aCe CHEZY VALUE —480. .€2G.S. 

JET [NFLOW 192 .6C7SEE WETR OUTFLOW 192 €C7SEC 

JET VELOCITY (2.91 CHZSEE DEPTH OF JET Q.8 CM 

Fig. (4.11) Computational velocity field for case (E).
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Fig. (4.12) Variation of eddy coefficients along the centreline. 

TIME IN SECS 125.88 

  
LENGTH SCALE —— 13.8 C4 VELOCITY ——* 1.8 CM7SEC 

TNITEAL OEPTH 4/6 Cn CHEZY VALUE 488. C.G.S. 

TET INFI_Ow 192 CC“SER WEIR OUTFLOW 192 CC’SEC 

fer VELOCITS 12.5 CM“SEC DEPTH OF JET 9.8 CM 

Fig. (4.13) Computational velocity field for case CE),
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Fig. (5.1) Flow in the neighbourhood of a disk rotating 

in a fluid at rest. 

  
0 05 10 15 20 25 30 35 40 

¢=2/¢ 
Fig. (5.2) Velocity distribution near a disk rotating in 

a fluid at rest.



  
Fig. (5.3) Rotation of flow near a disk. 

    

  

r V, Circumferential 
direction 

u,radial 
airection — P 
lowards axis 

Fig. (5.5) Vector presentation of 
radial the horizontal velocity 

i, component. : 
668 

|   
Fig. (5.4) Velocity distribution in 

the boundary layer.
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ae : yr 

As upper liquid 

Laminar Boundary Layer 

    Interfac 

   ae xy 

Laminar Boundary Layer y, u>u>o 
2 

   v<O,u 20 
2 2 

ee h, lower liquid 

v20,u20 2 Ce , ae +z 

  

Definition sketch for the laminar boundary 

layers at the interface of two liquids. 

  

(S.7a) Interfacial laminar velocity distribution 

for R = Vu2P2e/uWip = 1. 

  
Fig. (5.7b) Interfacial_laminar velocity distribution 

for R = Y10.
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LOWER LAYER, UPPER LAYER 
UPPER LAYER 

ae oe we oy 

  

soy, t 

  

LOWER LAYER ~— UPPER LAYER 

    
Fig. (5.9b-e) Interfacial velocity distribution for different values of 

R= Vy Po/Hy Py .
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LOWER LAYER : UPPER LAYER 

LOWER LAYER UPPER LAYER 

YER 
LOWER LAYER , .| || UPPER LA LOWER LAYER ,. UPPER LAYER   

Fig. (5.9f-i) Interfacial velocity distribution for different values of 

R = Vi,P,/H,P,-
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UPPER LAYER 

LOWER LAYER 

      53 =o =] 0 | 

R =\2P2/Hip;, +9619 

Fig. (5.10) Variation of dimensionless shear stresses versus R. 

  

   

    

UPPER LAYER 

12 LOWER LAYER 

x 1 2 

R =\é2P2/HiP1 LOG1® 

Fig. (5.11) Variation of asymptotic dimensionless vertical 

velocities versus R.
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d 
ome undisturbed 

Fig. (5.13) Deformation of the shape of interface due to rotation of 

the upper layer.
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Fig. (6.1) Temperature - density relations for 

pure water. 
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Fig. (6.2) Typical summer stratification in 
a reservoir.
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+— CURRENT OF LIGHT LIQUID 

C O, G\ 
!) 

POOL OF HEAVY LIQUID 

Fig. (6.3) Instability of the interfacial 

waves. 

  

Fig. (6.4a) Velocity and density profiles for the 

interfacial stability calculations. 

Stable 

0:20 

Fig. (6.4b) Variation of Richardson number (R:) 
versus wave number (qa). i
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WELL-MIXED TURBULENT 

  

LIGHTER LAYER 

OSCILLATING GRID 

INTERFACE 

‘ 

STATIONARY HEAVY 
LAYER 

\ 
‘ 
\ 

EXPERIMENTAL TANK DENSITY PROFILE 

Fig. (6.5) Sketch of the experimental tank and stirring grid and 

the density distribution prodtced by stirring. 

  
1 2 § 10 =—.20 50 100 200 

—— Ri oe 

Fig. (6.6) Density difference with + temperature difference 

0 salinity difference.
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Fig. 
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   oot 

0 O1 O02 03 04 05 06 O07 O08 O09 

Ri 

(6.7) Entrainment coefficient, E, as a function of Richardson 

number for three experiments on surface jet (after 

Ellison and Turner, 1959). 

o 

W, 

ee 

  

  

(6.8a) Entrainment E, as a function of Rj for lower layer flow 

(after Lofquist, 1960). 

107} 7 
Ellison and Turner 

Surface es . ES) 
Limit at Ri =o * : 

jet ‘ 

aS 

2 Inclined 

plume 

  

-4 10 \ 10 
1072 107! I 

Ri \ 

(6.8b) Comparison between the Ellison and Turner (1959) and 

Lofquist (1960) results.
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     Movie 
camera 

Narrow beam Supporting 

of light table 

Fig. (6.9a) A cross sectional sketch of the experimental 

apparatus of KP (1969) and KPA (1977). 

mone T 

INTERFACE 

Fig. (6.9b) Sketch of mixing process in KP (1969) experiment. 

  

0.2 

0.10 

005 

0.02 

aor   
g(ep/az) h? 
eg ae 20U, 

Fig. (6.9c) Entrainment coefficient, E,, versus the 
Richardson number, Rs in KP (1969) 
experiment.



    
FRESH WATER INJECTION 

     

        

INTERFACE    

   
SALT WATER INJECTION 

eee MEN eee EN 
(a) 

(b) 

Fig. (6.10a,b) Sketch of mixing process and experimental apparatus in 

Moore/Long (1971). 

DE tere & Turner surface jet(salt ester) 

® . lume ( . ) 

 infquist Grasity wader) . ) 
New 

QO Lato & PrII I ies Ce Induced by.) 
near plete 

fe AUNide B Cgashira voor layer Cenlfrek water) 

a ( @ 

i¢ 
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o (47 ) 

e
/
U
 

ce
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W 

  
gu au)" Ri gh,   

19" Ie, .SPan 10 

Pu® 

Fig. (6.10c) Entrainment coefficient, 

E, versus Richardson 

number (after Moore/Long, Fig. (6.11) Entrainment coefficient, 

1971). E, versus Richardson 

number (after Ashida and 

Egashira, 1977).
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[recs] 
BOULOT ANO DAUBERT (RHONE) [1980] 

[reo] KEULEGAN (MISSISSIPPI 
AVERKIEY ANO KIND [1005] 

  

uy hy ————a= Foye += 

Fig. (6.12) Variation of the interfacial friction coefficient, 

£5, in two layered stratified upper flow (after 

Delft Hydraulics Lab, 1974). 

         

  

& © BOLARD 1900 (FROM HARLEDOAN 1072 
8 t— v PEN 1861 

<0 —--— sos 
ee ky * Sr a PUK on87t 

t ae = © ox = 1873 
° 4 oKK = 1872 

ert ARRESTED THERMAL / SURFACE/ WEDOE 6 BATA / KNEZEVICN 
© CROSS /MOULT 1971 
© wuruIST = 1880 

LAMIMAIR FLOW (IPPEN) : Geer nana ks tanaaiele: soil 
x BATA 67 

Fig. (6.13) Variation of the interfacial friction coefficient, 

f:, in two layered stratified under flow (after 

Delft Hydraulics Lab, 1974).
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Shiigai,Tamai 
Nakamura,Ate Fxperiment 

Kaneko 

Kaneko 
Nakamura, Abe 

Nakamura,Abe — 

Otsubo, Fukushima 
-142 

@ Ura et al. f,=0.84 

(Kaneko) 

  
Fig. (6.14) Relationship between f; and p (after Ura et al, 

1984). 

  

Fig. (6.15) Extrapolation of the results of experiments 

of interfacial friction coefficient (after 

Dermissis and Partheniades, 1984).
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© Lofquist (1960) 
e Motsunago et al. (1984) 
@ Asida & Egashira (1975) 

ee 8s 
OO Nakano etal (1985) 

o . 9 94 
oN oe eS 
ae “te 

eR 
—— Nakano etal (1985) 

----- Uro et al. (1984) 
—— Csanady (1978)   

ro" 10" y 10° 10! 
* 

Fig. (6.16) Variation of effective viscosity, V,, versus 

wv, (after Nakano et al, 1985). 

O75 

   
Fig. (6.17a) Schematic diagram of 

a typical two- 
dimensional buoyant Fig. (6.17b) Dimensionless velocity 
jet. ~ distribution (after 

Chu and Vanvari, 1976) 

   + 

nevtrel wall jet, 

$f = 6.0678 

[Sctmarz and Cosart} 

i, 

Fig. (6.17c) Jet width (after Chu Fig. (6.17d) Buoyancy profiles (after 
and Vanvari, 1976). Chu and Vanvari, 1976).
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SURFACE JET (Plan) 
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do ¥v ¥ {Sectional 

ENLARGED VIEW View) 

  

Fig. (6.18) Definition sketch for bluff buoyant 

surface jet. 

1 TIME ¢HRS)> 
X18 

995 998 1081 1004 1907 1010 1013 1916 1819 1822 1025 
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Fig. (6.19) The effect of saline molecular diffusion 

at the interface of a stratified 

reservoir.
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c) Q, = 16.2 ec/sec, € = 2.1% 

Fig. (6.21) Interfacial progressives waves at different jet discharges, 
depth of upper layer = 9.5 cm, depth of lower layer = 13 cm.
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JET 

Fig. (6.22) Position of various stations. 

(6.23) 

TIME (MIN) 

  

DENSITY KG/(M*M*M) 

Variation of density with elevation above the 

bed for station number 1, experiment number 1, 

Table (6.2), (Q, = 49.5 cc/sec, € = 1.2%, 

h, = 12.5) em) «
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TIME (MIN) 

     

    

DENSITY KG/(M*M*M) 

Variation of density with elevation above the 

bed for station number 1, experiment number 3, 

Table (6.2), (Q. = 19.66 cc/sec, € = 1.28%, 
Oo 

h, = 2.5 cm). 

TIME (MIN) 

DENSITY KG/(M*M*M) 

Variation of density with elevation above the 

bed for station number 1, experiment number 4, 

Table (6.2), (Q, = 19.66 cc/sec, € = 2.1%, 
hy = 2.9 cm).
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298 TIME (MIN) 

  

DENSITY KG/(M*M*M) 

(6.27) Variation of density with elevation above the 

bed for station number 8, experiment number 5, 

Table (6.2), (Q, = 19.66 cc/sec, € = 4.35%, 

6.3 ¥ 

DENSITY KG/(M*M*M) 

(6.28) Variation of density with elevation above 

the bed for station number 1, experiment 

number 6, Table (6.2), com = 19.66 cc/sec, 

€ = 5.3%, h, = 2.5 cm).
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Fig. (6.29) 

Fig. 

  
(6.30) 

TIME (MIN) 

———— — 

1085 1815 1825 1835 1045 1855 1865 1875 1885 1895 

DENSITY KG/(M*M*M) 

Variation of density with elevation above the 

bed for station number 8, experiment number 7, 

Table (6.2), (Q = 19.66 cc/sec, € = 9.11%, 

ny = 2.5. cm). 

TIME (MIN) 

DENSITY KG/(M*M*M) 

Variation of density with elevation above the 

bed for station number.,1, experiment number 8, 

Table (6.2), (Q, = 12.38 cc/sec, ¢ = 2.2%, 

h, = 2.5 cm).
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DENSITY KG/(M*M*M) 

Fig. (6.31) Variation of density with elevation above the 

bed for station number 1, experiment number 9, 

Table (6.2), (Q, = 9.71 cc/sec, € = 2.1%, 

h, = 2.5 cm). 

TIME (MIN) 

  
DENSITY KG/(M*M*M) 

Fig. (6.32) Variation of density with elevation above the 
bed for station number 1, experiment number 10, 

Table (6.2), (Q, = 5.75 cc/sec, € = 2.3%, 
h, = 2.5 cm).
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TIME (MIN) ) X1@! 

Variation of density with time at different depths from 

the surface for station number 1, experiment nunber 4, 

Table (6.2), (Q, = 19.66 cc/sec, € = 2.1%).
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Distance from Wall, (cm) 
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Fig. (6.35) Variation of density with distance from the 

wall for 6 = 45°, for various depths and at 

different times, experiment number 9, Table 

(6.2), (Q, = 9.71 cc/sec, € = 2.1%).
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>= OUTLET DENSITY EXP. NO. 7 
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> — — — OUTLET DENSITY EXP. NO. 17 
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ge | lO its WLNNLIT || meric ib opis SURFACE DENSITY EXP. NO.7 
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Q 1 2 os a 6 7 Ss .9 1@ 11 #12 13 

TIME(MIN) x19! 
{4 

Fig. (6.36) Variation of outlet density with time for experiment 

number 7, Table (6.2) and experiment number 17, Table 

(6.3) and for a point near to the wall at 0 = 45°, 

(Q, = 19.66 ec/sec, € = 9.11%). 

=] 2 | 

HEIGHT ABOVE THE INTERFACE(CM) LOG18 

Fig. (6.37) Bi-log velocity profile for two experiments, Table (6.3), 

(@ = 315°, Q = 8.83, € = 4.3% and 9%).
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315°, Q Hydrogen bubble results (0 = (6.38) Fag.



  
Fig. (6.39) Hydrogen bubble results (0 = 45°, Q = 7.15 cc/sec, 

e = 8.9%). 

  
Fig. (6.40) Hydrogen bubble results (6 = 

€ = 8.9%). 
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2 

Fig. (6.41) Wall velocity distribution in depth for stratified and 

homogeneous reservoirs, (Q, = 19.66 cc/sec, € = 2.1%). 

   

2 4 6 8 io t2 14 «2=16 #18 2 

VELOCITY(CM/SEC) 

Fig. (6.42) Variation of wall velocity in stratified reservoir at two 

different times, (x = 30 cm, Q = 19.66 cc/sec, € = 2.1%).
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4 TWO LAYER FLOW 

+ ONE LAYER FLOW 

  
2g ; ; 

g 5 18 1S 29 23° «-30-—~(« 3S iOS CUBS CUS CSB 

@(RAD.) X1Q7! 

Fig. (6.43) Variation of wall velocity with 6 for stratified and 

homogeneous reservoirs, (Q, = 19.66 cc/sec, € = 2.1%). 

x1972 
35 

        

  

        

Zo 38 aa 

1./\X x1972 

Fig. (6.44) Variation of wall velocity with 1//x for stratified and 

homogeneous reservoirs, (Q, = 19.66 cc/sec, € = 2.1%). 

a 5 18 ia 28



 
 

Q = 12.383 cc/sec,  
 

Q, = 19.66 cc/sec,



    
Q 

Fig. 

a 12, 
Time lapse = 5 

(6 

12.5835 cc/sec, ¢€ = 

  

Stratified reservoir 

= 8.9% 

hy = 12 cm 

Time lapse = 5 

-46) 

383 cc/sec, h = 

= 5 seconds 

= 12 cm 

= 5 seconds 

Circulation patterns 

floats in stratified 

   
Q = 19.66 cc/sec, € 

O “ 9 
hy = 12 

Time lapse 

= 8 9% 

cm 

= 5 seconds 

  

do 19.66 cc/sec, h = 12 cm 
Time lapse = 3 seconds 

illustrated by illuminated surface 
and homogeneous reservoirs.



Stratified 

reservoir 

  
QG = 5.75 cec/sec, ¢ = 9.1%, hy = 4.7 cm 

Homogeneous 

reservoir 

  
Fig. (6.47) Circulation patterns illustrated by illuminated surface 

floats in stratified and homogeneous reservoirs. 

(Time lapse of 5 seconds).
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One layered flow 

Two layered flow 
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10 20 30 40 

Distance from wall (cm) Distance from wall (cm) 

Fig. (6.49) Velocity distribution for one and two layered flows 

(Q, = 5.75 cc/sec, total depth for homogeneous 

reservoir = 4.7 cm, depth of interface for stratified 

reservoir = 4.7 cm, € = 9.1%).



  — ‘ve: 
Fig. (6.50) Floattracks at upper (white) and lower (grey) layers 

of stratified reservoir, (Q_ = 19.66 cc/sec, € = 8.9%, 

hy = 10.5 lapse time of 3 seconds).
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Velocity distribution for upper and lower layers of 

stratified reservoir, (Q, 

hy = 10.5 cm). 

19.66 cc/sec, € 

THEORY 

EXPERIMENT 

9 10 11 
TIME(MIN) 

8.9%, 

   

      fo 13 
x19! 

Fig. (6.52) Theoretical and experimental variation of velocity with 

time in a stratified reservoir at station 1, (Q, = 12.383 
cc/sec, € = 2.2%). 
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Author State of Flow U;/U, 

u 
Keulegan (1966) Upper Flow a = 0.63 

max 

He A FH (1981) " " u,/U = 0.35 - 0.6 

HEF? (1980) o iw wi /U, ds 0.38 ~ 0.62 

PRD (1984) " " u;/U, = 6.4 

Ippen, Harelman (1951) Lower Flow Uy /U ae = 0.6 

Georgiev Borislav (1972) " s U;/Unax = 0.6 

u,/U -_ 0.5 = 0.8 

Nakano et al. z 5 

u,;/U, = 5.6 ~ 14 

Table (6.4) 

Ratio of the Interfacial Velocity to the Upper (Lower) Velocity 
in Different Experiments (after Susumu Nakano et al 1985)



upper layer hy Interface 

JET A time = t 

lower layer 

Interface 

time = t’ 
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” Interface 

upper layer 
time = t” 

JET A" 
lower layer 

TORTIE TRIER RIT EIT 

Fig. (6.53) Mechanism of mixing near 

the inlet. 

Fig. (6.54a) IRS 

Assumed azimuthal velocity 

profile. 

Fig. (6.54b) Discretisation of 

reservoir plan. 
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Vm/Vo ——_sa——_——si Theoretical Results 

0:3 —--O--- Experimental Results 

0-2 

01 

0 2-0 4-0 5-0 

8 (radians) 

Fig. (6.55) Comparison between theoretical and 

experimental velocities near the wall, 

X1972 (Q, = 19.66 cc/sec, € = 9.1%, hy = 4.5 cm). 

TWO LAYER FLOW 

ONE LAYER FLOW 

  
9 5S 1@ 15 26 25 38 35 40 #45 +#«50 #55 @ 

@(RAD.) x1@7! 

Fig. (6.56) Comparison between theoretical velocities for a homogeneous 

and stratified reservoir near the wall, (QQ = 19.66 cc/sec, 

6 = 9.1%, h, = 4.5. cm).
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FIG. (6.57) COMPARISON BETWEEN THEORETICAL AND EXPERIMENTAL 

VELOCITIES FOR UPPER LAYER OF STRATIFIED 

RESERVOIR 

em SPH EORY, 

EXPERIMENT 

D
E
P
T
H
(
C
M
)
 

NN
) 
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Fig. (6.58) Variation of depth of upper layer with time, 

(Q, = 49.5 cc/sec, € = 1.23%).
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Variation of depth of upper layer with time, 
(Q, = 30.88 cc/sec,e = 2%). 

Q 2 
TIME(MIN) L0G1@ 

Variation of depth of upper layer with time, 
(Q, = 19.66 cec/sec, € = 1.28%).
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TOT. ENTRAINMENT DISCHARGE 

- JET. ENTRAINMENT DISCHARGE 

RES. ENTRAINMENT DISCHARGE 
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Fig. (6.67) Variation of theoretical entrainment discharge with 

time, (Q, = 19.66 cc/sec, € = 5.3%). 
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Q, M5 Qe(t 4) 
No. Mark cc/sec cm/sec e% cc/sec V5 

a 30.88 154.4 E91 298.5 1964.43 

2 19.66 98.33 ONS 248.2 1938.3 

3 28. 140. Si 124.4 982539 

4 16, 80. 0.5 116. 1043.8 

5 30.88 154.4 5: 100.5 750.4 

6 19.66 98°33 1.28 87.38 ToT 

7 30.88 154.4 OF 50.54 416.9 

8 19.66 96:33 Zoek 49.28 461.5 

9 19.66 98.33 4.395 20.11 220.5 

10 19.66 98.33 5.24 16.16 184.96 

11 19.66 98.33 9.21 7.908 105.3 

ae 12.38 6E.9 2.33 6.646 103.8 

13 oe7 48.55 22 112 2she 55.2 

14 16. 80 12. Ze32 43.5 

15 12. 60 20. 0.35 11.01 

Table (6.5) Details of Numerical Experiments
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