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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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application. The computation time requirement for a real-time temperature estimator in grinding digital twin is defined. The FEM model offers
the most fidelity, but computational demands prevent its use in a digital twin. Therefore, the need for coupling the FEM model with an AI-based
approaches for future work is highlighted to achieve temperature estimation within the wheel contact time.

© 2021 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the scientific committee of the 54th CIRP Conference on Manufacturing System.

Keywords: Grinding; Digital twin; Finite element method; Contact length

1. Introduction

Digital Twin (DT) technology has been one of the leading
research topics in manufacturing sector in the recent years [1].
A DT is a fusion of a physical entity (e.g. product, manufac-
turing machine), virtual entity (model), and bi-directional data
connection between the physical and virtual entities. The vir-
tual entity aims to mirror the physical entity through data inputs
from sensors, expert knowledge, and models describing the be-
haviour of the physical entity. Through a feedback process, the
virtual entity provides the possibility to interact with the ma-
chine settings in real-time [2]. Researchers have highlighted the
use of surrogate models in DT development [2, 3]. The real-
time aspect of DT requires that data acquisition, model compu-
tation, and analysis must be quasi-instantaneous. The main goal
of implementing DT in manufacturing is to ensure part quality
while reducing the cost [4]. Furthermore, DT enables to under-
stand the behavior process through simulation and data analy-
sis, predict part quality, and anticipate part defect. The ability
of DT to run virtual experiments prior to the real experiments,
reduces the experimental effort and the overall costs. Develop-
ment of DT is particularly crucial for the end-processes that
determine the final quality of parts such as grinding.

Desired surface roughness and dimensional accuracy of
workpiece are often achieved by grinding operations. Despite

the long-term use of grinding in manufacturing, its productivity
and repeatability are limited by remaining challenges such as
thermal damages, material phase changes, and tensile residual
stress. Implementing DT in grinding process aims at tackling
these aforementioned challenges by using computationally ef-
ficient modelling and data analysis. More specifically, a DT in
grinding must integrate models operating on both microscopic
and macroscopic scales, empirical laws resulting from experi-
ments, simulations results and experimental data.

Finite Element Method (FEM) allows to simulate the process
in different spatial and temporal scales. For instance, the tem-
perature field time history is modelled by the heat equation that
describes the temperature diffusion process. In addition to mod-
els described above, DT utilises experimental data derived from
Barkhausen noise measurements [5], acoustic emission signals
[6], grinding power [7], forces and temperature distributions [8]
for example.

In grinding, the temperature management is crucial to en-
sure part quality [9]. High temperature in the workpiece dur-
ing grinding induces tensile residual stresses, which affects
the fatigue-life of the workpiece [10]. Residual stresses are
typically controlled offline using non-destructive methods like
Barkhausen noise [5].

Temperature measurements can be performed on-line, but
this is challenging in wet grinding [8]. The measurement is typ-
ically done using thermocouples or thermal infrared cameras.
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Fig. 1. The architecture of the DT in grinding process.

Radiation-based measurements can be disrupted by the pres-
ence of coolant. These measurement approaches are incapable
of capturing temperature within the contact area. Indirect mea-
surement of other parameters is an alternative to direct tem-
perature measurement. These measurements can be linked to
thermal models providing the grinding temperature. Different
models from analytical equations [11, 12] to numerical meth-
ods [13, 14] have been used to model grinding temperatures.

Grinding power is the main parameter considered for build-
ing a temperature model which can be measured using a Hall
effect sensor. The response time of this type of sensor is around
0.5 µs [7]. This response time allows to reach typical acquisi-
tion frequencies of several kilohertz. Hence, the key challenge
for an efficient real-time DT in grinding is to obtain models’
response times within the same order of the sensor acquisition
frequency. Such DT requires to integrate models that are com-
putationally efficient. This is critical for DT versatility.

Power measurement with high acquisition rate and preci-
sion are conveniently possible. Due to challenges in tempera-
ture measurement, developing a real-time temperature estima-
tor that computes temperature based on power online measure-
ment data is essential for the real-time DT. The real-time esti-
mator and its connection to the DT is shown in Fig. 1.

The research objective of the paper is to develop a tempera-
ture estimator which enables computing the whole temperature
field based on measured power during the process for cylin-
drical grinding. Toward this end, our approach is to develop a
FEM model, validate it with the well-established equations for
calculating grinding temperature. Computing the whole tem-
perature field is of importance for further modelling of residual
stress. The developed model can be also used to create synthetic
data for train further AI models. The remainder of this paper
is organised as follows. In section 2, the governing equations
describing the grinding parameters and their interactions are
defined. Then two well-known thermal models are presented,
namely, Jaeger’s analytical model [15] and the maximum tem-
perature approximation (MTA) model [9]. In section 3, FEM-

based thermal model is developed to model the temperature
field. The results of finite element model are compared with
the two aforementioned models using a design of experiment
(DOE). The research objective sought by the authors in this pa-
per is to compare these three models in terms of computation
time, and consistency in predicted temperature values. Section
4 describes the results of this study as well as ongoing devel-
opments. The conclusion summarises the contribution of this
paper and highlights the benefits of coupling FEM and AI for
future works.

2. Grinding models

2.1. Governing equations in cylindrical grinding

In external cylindrical grinding the wheel diameter ds (m)
and the workpiece diameter dw (m) can be combined into the
equivalent diameter, shown in equation 1. The sign in the de-
nominator depends on the grinding process. A plus sign is used
for external grinding and minus sign for internal grinding.

de =
ds.dw

ds ± dw
(1)

The geometrical contact length is defined as:

lg =
√

ae.de (2)

where ae (m) represents the depth of cut. It has been shown
by inverse heat transfer analysis that lg underestimates grind-
ing contact length [16]. Indeed, the force exerted by the grind-
ing wheel is causing deflections which increases the real con-
tact length. The normal force Fn is also related to the grinding
power P. Thus, a model for assessing deflected contact length
l f (equation 3) has been developed that matches better with ex-
perimental temperature measurements [17].

l f =

√
8.R2

r .Fn.de

π.bw.E∗
=

√
8.R2

r .P.de

π.µ.vs.bw.E∗
(3)

2
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Here Rr is the dimensionless roughness factor which depends
on the grinding contact conditions (dry or wet grinding), bw (m)
is the grinding wheel width. Fn (N) is the normal force, µ is the
grinding coefficient analogous to a friction coefficient, vs (m/s)
is the grinding wheel peripheral speed, and P (W) the grinding
power which could be measured online. E∗ (Pa) is the combined
Young’s modulus, defined as:

1
E∗
=

1 − ν2s
Es

+
1 − ν2w

Ew
(4)

where νs and νw are the wheel and workpiece Poisson’s ratios,
and Es and Ew are the corresponding Young’s moduli.

The total contact length lc in then defined by the combined
contribution of geometrical contact length lg and deflected con-
tact length l f according to equation 5:

lc =


l2g + l2f (5)

Based on the total contact length lc, the average heat flux qw is
calculated with equation 6 which represents the heat transferred
to the part on the contact zone as a function of the grinding
power P. Here ϵ is the ratio between the heat transferred to the
workpiece and the total heat.

qw =
ϵ.P

lc.bw
(6)

2.2. Thermal models

2.2.1. Jaeger’s analytical model
A well established thermal model used in grinding tempera-

ture modelling is Jaeger’s analytical model [15]. In the model,
the actual interaction between the wheel and the workpiece is
replaced by applying a moving heat flux on the workpiece sur-
face. The integral equation is given in [12] as:

T = lc

0

q
πkw

exp

vw(x − ζ)

2αw


K0


vw


(x − ζ)2 + z2

2αw

 dζ (7)

where αw (m2/s) is the thermal diffusivity of the workpiece, kw

(W.m−1.K−1) is the thermal conductivity of the workpiece, K0
is the zeroth order modified Bessel function of the second kind.
The positive z (m) coordinate is in the opposing direction of the
outward normal of the workpiece surface. The positive x (m)
coordinate is perpendicular to z. ζ ∈ [0, lc] is a dummy variable
of integration, whose origin is placed on the start of the con-
tact length shown in Fig. 2. It also shows the relative velocity,
Vrel, (in this case Vrel=vs-vw) between the workpiece and the
grinding wheel and the direction of the heat flux. The heat flux
distribution q is modeled using a right-angled triangular distri-
bution [14, 9]:

q = 2.qw


ζ

lc


(8)

where qw is calculated using eq. (6). The model is based
on quasi-stationary condition, which states that the workpiece

must be long enough compared to the heat penetration depth.
Also, the velocity of the moving heat source must be sufficiently
fast compared to the heat conduction in the direction of motion.
This condition is fulfilled if the Peclet number, L given in Equa-
tion 9, is greater than 5 [9]:

L =
vW .lc
4.αw

(9)

In this model, temperature change for a point far from heat
source is zero.

Considering these assumptions, the model is only valid for a
workpiece whose dimensions are large compared to the heat
source size. Secondly, the model is not valid near material
boundaries (e.g. corners, ends). Thirdly, the workpiece periph-
eral velocity must be large enough for the quasi-stationary con-
dition to apply. Also, the model does not consider cooling by the
coolant and considers temperature-independent material prop-
erties producing a temperature-dependent error in the estimated
temperature field. In reality, the thermal conductivity kw and the
thermal diffusivity αw are functions of the workpiece tempera-
ture. Jaeger’s model provides the whole temperature field and is
not computationally demanding compared to numerical meth-
ods like FEM. The accuracy of the produced temperature field
increases with the amount of space sampling points (x,z). High
amount of sampling points is required for further modelling of
residual stresses. This increases the computation time, which
is limited by the model requirement to operate in a real-time
system.

2.2.2. Maximum temperature approximation (MTA)
The second model considers the maximum temperature [11]

given by Jaeger’s model (equation 7):

Tm =
1.06.qw.α

1/2
w .l

1/2
c

kw.v
1/2
w

(10)

This model depends on the shape of the assumed heat flux dis-
tribution. The constant 1.06 is valid for a triangular distribution
shown in Fig 2 and changes with another heat flux distribution.

The limitations of Jaeger’s model applies also to this model.
In addition, MTA model only provides the maximum temper-
ature and not the whole temperature field. However, its sim-
plicity allows fast analysis of the effect of chosen process pa-
rameters on the temperature. MTA model is fast enough to be
computed in real-time, since response time is in the order of
milliseconds.

2.3. Computation time considerations

The wheel contact time ts (s) given by equation (11) is the
time that a given point on the workpiece surface travels across
the contact length.

ts =
lc
vw

(11)

The grain contact time, tg (s), given by equation (12) is the time
for an abrasive grain to travel across the contact length.

tg =
lc
vs

(12)

3
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The grain contact time tg is significantly shorter than the
wheel contact time ts. Typical orders of magnitude for these two
variables are 5 ms for ts and 30 µs for tg [17]. In other words, tg
is operating on a microscopic timescale which is not compati-
ble with acquisition frequencies of Hall effect sensor [7]. Thus,
controlling the process at the grain level is infeasible. However,
controlling the process at macroscopic timescale is feasible due
to the order of magnitude of ts. Therefore, the computation time
of temperature estimator in DT should consider these time con-
straints. Indeed, the results of the temperature estimator (whole
temperature field) should be obtained within the wheel contact
time ts to get a fully operating real-time estimator. This limits
the possible modelling methods and highlights the interest of
using fast prediction methods, as discussed in the future per-
spective of this research.

3. Finite Element Model Implementation

The FEM Model developed in this section, considers a mov-
ing heat source of length lc (m) moving with a constant velocity
vw (m/s) on the surface of the cylindrical workpiece of with the
diameter of dw (m) as shown in Fig. 2. The workpiece diam-
eter in this study is 29 mm and the material is steel 55NiCr-
MoV7. The governing differential equation for the heat con-
duction within the workpiece Ω, is described as [18]:

ρcw
∂T
∂t
= −k∆T in Ω, t > 0 (13)

where cw (J.kg−1.K−1) is the workpiece specific heat capacity.
The initial condition is given as:

T (x, y, t) = T0 in Ω, t = 0 (14)

where T0 (K) is the initial temperature of the workpiece consid-
ered to be uniform. At a specific time, the heat source is present
on the section Γ1 of the workpiece surface as shown in Fig. 2.
This is the first boundary condition for the governing differen-
tial equation, and it is described as:

k
(
∂T
∂n

)
= q in Γ1, t > 0 (15)

where n is the unit normal vector pointing outwards of the sur-
face of the workpiece.

The second boundary condition describes the cooling of the
workpiece by the surrounding air which occurs on the section
Γ2 of the workpiece surface as shown in Fig. 2:

−k
(
∂T
∂n

)
= hair(T − Tre f ) in Γ2, t > 0 (16)

where Tre f (K) is the reference temperature of the external en-
vironment. hair is the air heat transfer coefficient (W.m−2.K−1)
which is solved from:

hair =
Nukair

dw
(17)

where kair (W.m−1.K−1) is the air heat conductivity, dw (m) is
the workpiece diameter, and Nu is the average Nusselt number.

Fig. 2. A: Triangular heat flux distribution / B: Mesh considerations and defined
boundary condition in the FEM model

For a rotating cylinder, an average value of the Nusselt number
is given by [18]:

Nu = 0.133.Re2/3.Pr1/3;
Re < 4.3e5, 0.7 < Pr < 670. (18)

Re is the Reynolds number

Re =
vw.dw

νair
(19)

where vw (m/s) is the workpiece peripheral speed mentioned
above and dw (m) is the workpiece diameter. νair (m2.s−1) is
the air kinematic viscosity. In equation 18, Pr is the air Prandtl
number (0.71 at room temperature).

The third boundary condition describes the cooling effect of
the coolant on the workpiece which occurs on the section Γ3 of
the workpiece surface as shown in Fig. 2:

−k
(
∂T
∂n

)
= h f (T − Tre f ) in Γ3, t > 0 (20)

where h f (W.m−2.K−1) is the coolant heat transfer coefficient,
which is estimated using fluid wheel model [17]:

h f =
β f

C

√
vs

lc
(21)

where β f is the fluid thermal effusivity:

β f =

√
k fρ f c f (22)

4
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to the order of magnitude of ts. Therefore, the computation time
of temperature estimator in DT should consider these time con-
straints. Indeed, the results of the temperature estimator (whole
temperature field) should be obtained within the wheel contact
time ts to get a fully operating real-time estimator. This limits
the possible modelling methods and highlights the interest of
using fast prediction methods, as discussed in the future per-
spective of this research.

3. Finite Element Model Implementation

The FEM Model developed in this section, considers a mov-
ing heat source of length lc (m) moving with a constant velocity
vw (m/s) on the surface of the cylindrical workpiece of with the
diameter of dw (m) as shown in Fig. 2. The workpiece diam-
eter in this study is 29 mm and the material is steel 55NiCr-
MoV7. The governing differential equation for the heat con-
duction within the workpiece Ω, is described as [18]:

ρcw
∂T
∂t
= −k∆T in Ω, t > 0 (13)

where cw (J.kg−1.K−1) is the workpiece specific heat capacity.
The initial condition is given as:

T (x, y, t) = T0 in Ω, t = 0 (14)

where T0 (K) is the initial temperature of the workpiece consid-
ered to be uniform. At a specific time, the heat source is present
on the section Γ1 of the workpiece surface as shown in Fig. 2.
This is the first boundary condition for the governing differen-
tial equation, and it is described as:

k
(
∂T
∂n

)
= q in Γ1, t > 0 (15)

where n is the unit normal vector pointing outwards of the sur-
face of the workpiece.

The second boundary condition describes the cooling of the
workpiece by the surrounding air which occurs on the section
Γ2 of the workpiece surface as shown in Fig. 2:

−k
(
∂T
∂n

)
= hair(T − Tre f ) in Γ2, t > 0 (16)

where Tre f (K) is the reference temperature of the external en-
vironment. hair is the air heat transfer coefficient (W.m−2.K−1)
which is solved from:

hair =
Nukair

dw
(17)

where kair (W.m−1.K−1) is the air heat conductivity, dw (m) is
the workpiece diameter, and Nu is the average Nusselt number.

Fig. 2. A: Triangular heat flux distribution / B: Mesh considerations and defined
boundary condition in the FEM model

For a rotating cylinder, an average value of the Nusselt number
is given by [18]:

Nu = 0.133.Re2/3.Pr1/3;
Re < 4.3e5, 0.7 < Pr < 670. (18)

Re is the Reynolds number

Re =
vw.dw

νair
(19)

where vw (m/s) is the workpiece peripheral speed mentioned
above and dw (m) is the workpiece diameter. νair (m2.s−1) is
the air kinematic viscosity. In equation 18, Pr is the air Prandtl
number (0.71 at room temperature).

The third boundary condition describes the cooling effect of
the coolant on the workpiece which occurs on the section Γ3 of
the workpiece surface as shown in Fig. 2:

−k
(
∂T
∂n

)
= h f (T − Tre f ) in Γ3, t > 0 (20)

where h f (W.m−2.K−1) is the coolant heat transfer coefficient,
which is estimated using fluid wheel model [17]:

h f =
β f

C

√
vs

lc
(21)

where β f is the fluid thermal effusivity:

β f =

√
k fρ f c f (22)
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where k f (W.m−1.K−1) is the fluid thermal conductivity, ρ f

(kg/m3) is density, and c f (J.kg−1.K−1) its specific heat capac-
ity. In equation 21, C is a constant depending on the shape of
the heat source, the contact angle and the Peclet number.

The governing equation 13 is presented in a matrix form:

C(T )T′(t) +K(T )T(t) = Q(t) (23)

where C and K are the specific heat and conductivity matrices,
T is the nodal temperature vector and T’ its time derivative, and
Q is the vector of nodal heat flow. Solving the matrix equations
using FEM gives temperature field at each time step. For each
consecutive time step the heat source moves and the boundary
conditions are updated. The time step dt depends on the ele-
ment size, and at least 30 elements should be present within the
contact length [14]:

dt =
element size

vwp
(24)

For a single pass of the grinding wheel, the maximum tem-
perature reaches a quasi-steady state [9]. This allows to simu-
late only a portion of the full workpiece. Starting from zero ro-
tating angle, the heat source moves on the surface of the work-
piece until a 90-degree angle was reached.

The workpiece cross-section was modelled using 8-node
quadrilateral elements using non-linear shape functions. As the
temperature gradients are large near the surface, a dense ele-
ment distribution was used (see Fig. 2). The total number of
nodes was 185908 for this workpiece. The mesh independence
was achieved by starting with a coarse mesh, which was refined
by halving the element size near the surface, until the maximum
temperature was less than 2% between successive refinements.
The FEM model is implemented in ANSYS software.

An important advantage of the FEM model is that it pro-
duces the whole temperature field considering the cooling and
possible complex geometry. Computing the whole temperature
field is crucial because it is a prerequisite for modelling residual
stress in grinding. In addition, its validity is not limited by the
workpiece dimensions or line source velocity. Furthermore, by
solving the transient heat equation, time-history of the temper-
ature field is obtained. The FEM model allows to consider the
use of time-dependent heat flux. The FEM model is not quasi-
stationary like Jaeger’s model is. However, computational time
is its main weakness for using in a DT.

4. Results

The objective of this section is to compare the consistency
of developed FEM model with the existing Jaeger’s and MTA
models for grinding temperature approximation. A full facto-
rial DOE was used to compare the maximum temperature pre-
dicted by the models. Three influencing parameters with three
levels each were chosen for the DOE, namely, grinding wheel
peripheral velocity vs (30, 40, and 50 m/s), grinding power P
(1, 2, and 3 kW), and depth of cut ae (6, 12, 24 µm). Note that
the grinding power results from the interaction of the grind-
ing grains and workpiece. In other words, grinding power is

not among grinding parameter settings, but it is influenced by
the parameter settings. Since grinding power is a measurable
parameter, it can be used as an input for the thermal models,
instead of considering all other parameter settings and grinding
conditions. Table 1 shows the resultant maximum temperature
Tmax computed by MAT, Jaeger’s model, and FEM model as
well as the relative difference between these models. Jaeger’s
model predicts lower temperatures and MTA higher tempera-
tures than the FEM model. The maximum relative difference
(RD) of 2.9% and 4% for MTA and Jaeger’s model validates
the consistency of the developed FEM with existing models.

Table 1. A Design of experiments comparing maximum temperature computed
by FEM model with MAT and Jaeger’s model by relative difference (RD)

Inputs Tmax RD RD
# ae P vs FEM MTA/FEM Jaeger/FEM

(µm) (W) (m/s) (◦C) (%) (%)
1 6 1000 30 152.8 1.5 -2.8
2 6 1000 40 161.7 2.3 -1.8
3 6 1000 50 168.9 2.9 -1.1
4 6 2000 30 260.3 1.4 -3.5
5 6 2000 40 277.0 2 -2.7
6 6 2000 50 290.2 2.5 -1.9
7 6 3000 30 353.9 1.4 -3.9
8 6 3000 40 376.6 2.2 -2.9
9 6 3000 50 395.2 2.7 -2.1

10 12 1000 30 149.7 1.4 -2.9
11 12 1000 40 157.6 2.2 -2.0
12 12 1000 50 163.9 2.6 -1.5
13 12 2000 30 257.5 1.3 -3.6
14 12 2000 40 273.2 1.9 -2.8
15 12 2000 50 285.3 2.4 -2.1
16 12 3000 30 350.7 1.6 -3.8
17 12 3000 40 372.8 2.2 -2.9
18 12 3000 50 390.7 2.6 -2.3
19 24 1000 30 144.6 1.1 -3.3
20 24 1000 40 151.3 1.6 -2.7
21 24 1000 50 156.1 2.0 -2.2
22 24 2000 30 252.6 1.1 -3.9
23 24 2000 40 266.3 1.7 -3.1
24 24 2000 50 277.2 2.0 -2.6
25 24 3000 30 346.1 1.4 -4
26 24 3000 40 366.7 1.9 -3.2
27 24 3000 50 382.4 2.4 -2.6

Each model’s advantages and weaknesses are discussed in
their corresponding sections (section 2, section 3) and sum-
marised in Table 2. The whole temperature field can be obtained
by using Jaeger’s and FEM models. However, the required com-
putation time is longer than the wheel contact time ts (section
2.3). Thus, the integration of these models into a real-time dig-
ital twin is infeasible. On the other hand, the MTA model pro-
vides only the maximum temperature within the contact time
ts.

According to Table 2, the FEM model provides the best fi-
delity, but it lacks computation time efficiency for being inte-
grated in a real-time DT. The comparison of the thermal models

5



880	 Arttu Heininen  et al. / Procedia CIRP 104 (2021) 875–880
Arttu Heininen et al. / Procedia CIRP 00 (2021) 000–000 6

in this article highlights the need to have a thermal model which
provides the whole temperature field in real-time. Computing
the whole temperature field is required to model more com-
plex phenomena such as thermo-mechanically induced residual
stress. Residual stresses are still a key challenge is grinding.

Table 2. Qualitative comparison of the thermal models
Pros/Cons FEM Jaeger MTA
Whole field ✓ ✓ ✗
Time history ✓ ✗ ✗
Cooling ✓ ✗ ✗
T-dependent properties ✓ ✗ ✗
Complex geometries ✓ ✗ ✗
Real-time ✗ ✗ ✓

5. Conclusion and perspective

In this paper, a FEM model is developed to predict temper-
ature field for cylindrical grinding. The FEM model was vali-
dated by comparing the results with existing analytical models
using a full factorial DOE. The FEM model computes the whole
temperature field with a high fidelity making it suitable for an
integration in a digital twin and further modelling of thermo-
mechanical residual stress. It was discussed that the computa-
tion time of the thermal model must be within the wheel contact
time (in the order of milliseconds) to be considered in a real-
time digital twin for grinding. Nevertheless, the FEM model is
computationally demanding and consequently time consuming
for typical computers, which is a barrier for a real-time DT.
Therefore, computation time is a key challenge in integrating
FEM models in a real-time DT. The time efficiency is needed to
ensure proper integration of available online sensors data.

A second limitation of the present approach is the level of
integration of the mechanical phenomena in the current FEM
model. The model is currently limited to the thermal modelling.
Integrating thermo-mechanical phenomena to assess residual
stress is needed since thermo-mechanical residual stresses play
a significant role in the grinding process. This aspect will be
the scope of future developments of the FEM model presented
in this study.

Among the possible perspectives, the coupling of Artifi-
cial Intelligence approaches could be considered to combine
both the FEM model fidelity and the rapidity of prediction
of AI approaches. For instance, an Artificial Neural Network
could learn the relationship between the grinding parameters
and the temperature field and predict the temperature field on-
line within a short response time. An appealing approach is to
use the thermo-mechanical model to generate synthetic datasets
that will be used to train the AI-model.

As a summary, the paper contribution has been the develop-
ment and validation of a FEM-based thermal model used for
future integration in a grinding digital twin. It has been shown
that the FEM model cannot be used as such for real-time pre-
diction in DT. However, the FEM model can be used to generate
synthetic data used for training AI models. The FEM model is
then coupled with AI and is a powerful and versatile tool to
tackle complex phenomena (complex geometries, temperature-
dependent material properties, cooling effects, time-history).

This research is an on-going research and it should further be
developed into the integration of a FEM model into a real-time
digital presentation of the grinding process allowing thermal
control of the grinding process.
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