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A B S T R A C T   

The regulation existing on NORM activities requires the accurate and quick measurement of natural radionu
clides in a wide range of matrices by gamma spectrometry. The aim of this work has been to develop a 
comprehensive and accurate methodology to determine natural long-lived radionuclides (210Pb, 228,226Ra, 
234,228Th and 40K) by gamma spectrometry with Ge detectors in NORM samples. An exhaustive calibration 
method to obtain the full-energy peak efficiency (FEPE), for each gamma emission energy, as a function of the 
thickness, apparent density and matrix composition of the cylindrical sample, has been developed. The selected 
certified calibration standards contain only natural radionuclides belonging to the 238U- and 232Th-series as well 
as 40K (codes RGU-1, RGTh-1 and RGK-1 from IAEA). Then, the obtained FEPE curves were validated using Genie 
2000 simulations and Certified Reference Materials, for which the self-attenuation corrections were considered. 
Finally, a study on 222Rn losses was done for several samples.   

1. Introduction 

In many problems related to the field of environmental radioactivity, 
the determination of long-lived gamma-ray emitting radionuclides such 
as 234, 228Th, 228, 226Ra, 210Pb and 40K is needed, in a wide variety of 
samples with different compositions and densities, as well as their ge
ometry due to the available amount of sample is variable. 

There are many industries (e.g., fertilizers, TiO2 pigments, oil 
extraction, production of metals, mining) that generate intermediate 
materials, final products and wastes containing natural radionuclides at 
significant concentrations, and therefore they have to be considered as 
NORM (Naturally Occurring Radioactive Material) or TENORM (Tech
nologically Enhanced NORM). The control of their potential radiological 
impact requires accurate methods for the measurement of natural ra
dionuclides in industrial and environmental samples in a wide range of 
matrices with very different apparent densities, compositions and 
amount of sample, which requires different measuring geometries 
(thickness of sample) [1–3]. 

The Radiation Physics and Environment Group of the University of 
Huelva (Spain) has led many studies on radiological assessments of 
chemical NORM industries where a wide range of gamma-ray spec
trometry measurements of TENORM samples is needed. TENORM 

samples contain 238U- and 232Th-series radionuclides, which are not in 
secular equilibrium, and therefore the separate measurement of 238U 
(via 234Th), 230, 228Th, 228, 226Ra, 210Pb and 40K radionuclides is essen
tial. The issue related to the secular disequilibrium is very important to 
be analyzed since there are many types of samples such as phospho
gypsum materials, industrial wastes (like scales) and waters that present 
a clear disequilibrium between the radionuclides belonging to the 238U- 
and 232Th-series. The most common disequilibrium cases usually occur 
between 238U and 226Ra as well as between 226Ra and 222Rn. (See [4–6] 
for further information about studies on secular disequilibrium). 

Nowadays, NORM samples are being very important because society 
is more committed to environmental sustainability. Among the samples 
of interest are industrial wastes, which are studied to evaluate their 
radiotoxicity levels, ensuring that they are within the limits allowed to 
guarantee the safety of the workers who are exposed to the radiation 
from these wastes. Besides that, other samples such as waters, which are 
used to irrigate farm products, are analyzed to assure that they are 
suitable for consumption (further information about NORM samples can 
be found in [7,8]). 

On the other hand, exposure to NORM samples can lead to health 
problems when they have high levels of radioactivity. For this, lately 
radiological regulations for construction require the measurement of 
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radioactive NORM building materials to calculate parameters, such as 
the activity concentration index [9], radium-equivalent activity [10], or 
the external radiation hazard [11]. These radiological parameters 
require the measurement of 226Ra, 232Th and 40K, where 226Ra and 232Th 
are easier to be determined if they are in secular equilibrium with 214Pb 
(or 214Bi) and 228Ac, respectively. (See [12] for further information on 
contamination caused by NORM samples). 

Regarding the 226Ra, 232Th and 40K determinations, gamma spec
trometry with high purity germanium (HPGe) detectors is the most 
useful radiometric technique. This kind of detectors must be calibrated 
with a reference sample that has the same geometry than the one used 
for the real samples. For that, this study is focused on finding, for every 
gamma emission of interest, a general efficiency function obtained for 
the calibration matrix and depending on the sample thickness for a cy
lindrical geometry. Regarding the specific ranges, it is necessary that the 
radius of that geometry is smaller than the one of the detectors. On the 
other hand, those radionuclides previously mentioned can be deter
mined by medium resolution detectors, for example, CeBr3 detectors. 
However, in contrast to the HPGe detectors, the activity concentration 
calculations carried out using medium resolution detectors have very 
high uncertainties due to their lower resolution [13–16]. Consequently, 
the radionuclide determinations can be accomplished in a more accurate 
way using HPGe detectors. 

On the other hand, nowadays the calibration of detectors by using 
MCNP, GEANT4, PENELOPE or FLUKA simulation codes has become 
generalized [17–21]. However, for this, it is necessary to carry out the 
“characterization” of the detector parameters, which implies a very 
expensive process developed by the manufacturer, being the detector 
inoperative and out of the laboratory during several months. Consid
ering this problem as well as all the previous ones, this work is focused 
on obtaining the full-energy peak efficiency (FEPE) for a detection sys
tem with a HPGe detector for the certified calibration matrix (εc), which 
depends on the peak energy of interest, and the sample thickness in 
cylindrical geometry (h), covering the range of energies for natural ra
dionuclides (from 46.5 keV to 1764.5 keV). The efficiency curve found 
for the calibration sample (εc), must be corrected due to the different 
gamma self-attenuation between the calibration and problem samples. 
Besides, a study on the “sensitivity” of the method has also been carried 
out as a function of the parameters for which the measurement is 
accomplished. 

2. Materials and methods 

In order to carry out this study, an extended range high purity 
germanium detector (XtRa) was employed. This spectrometric system 
also incorporates a device that introduces evaporated nitrogen from the 
Dewar into the shield, displacing the air initially contained and, 
consequently, the radon present in it. The XtRa detector has a relative 
efficiency of 38.4 % in relation to a 3′′ × 3′′ NaI (Tl) detector, a full width 
at half maximum (FWHM) of 1.74 keV and 0.88 keV at 1332 keV and 
122 keV, respectively, and a peak-to-Compton ratio of 67.5:1. Then, 
regarding the necessary environment conditions in the laboratory in 
order to carry out the methodology proposed in this study, they are the 
following: 1. The detectors and shielding should contain the minimum 
concentrations of radioactive impurities; 2. The temperature inside the 
laboratory need to be approximately 20 ◦C; and 3. The 222Rn concen
trations need to be as low as possible in indoor air, being the daily 
average concentration about 10 Bq m− 3. 

On the other hand, a conventional electronic chain is connected to 
the HPGe detector to obtain the gamma spectra by the Genie 2000 
software. This software belongs to Canberra Industries and it is one of 
the packages most used for the analysis as well as for the data acquisition 
in gamma spectrometry, demonstrating the reliability of this software 
[22,23]. In order to analyze the gamma spectra, this software employs 
algorithms which can be consulted in [24]. 

To determine the experimental efficiencies, standards provided by 

the IAEA (RGU-1, RGTh-1 and RGK-1) have been used, which are 
Certified Reference Materials (CRM) and contain natural radionuclides 
from 238U-series, 232Th-series, and 40K, whose certified activity con
centrations were 4940 ± 15 Bq kg− 1, 3250 ± 45 Bq kg− 1, and 14000 ±
200 Bq kg− 1, respectively, being the uncertainties given at one sigma 
level. The RGU-1 and RGTh-1 standards were prepared by the Canada 
Centre for Mineral and Energy Technology by dilution of a uranium ore 
BL-5 (7.09 % U) and a thorium ore OKA-2 (2.89 % Th, 219 μg U g− 1) 
with floated silica powder of similar grain size distribution, respectively, 
and no evidence of inhomogeneity was detected after mixing and 
bottling. Therefore, for both standards there is no disequilibrium prob
lem, confirming that all the radionuclides contained in them are in 
radioactive equilibrium [25,26]. Regarding the RGK-1, it was produced 
from high purity (99.8 %) potassium sulphate provided by the Merck 
Company. The 40K concentration and its uncertainty were obtained from 
repeated measurements performed at the IAEA Laboratories in Sei
bersdorf and the results confirmed the value certified by Merck [26]. 

Once the most intense gamma emissions of these standards were 
selected, an apparent density of 1.63 ± 0.02 g cm− 3 was obtained after 
compacting them until reaching the chosen thickness values (from 5 to 
50 mm and from 5 to 45 mm with intervals of 5 mm in the cases of RGTh- 
1 and RGK-1, and RGU-1 standards, respectively). Then, the experi
mental FEPE values at the different selected gamma energies and 
thicknesses were calculated. The experimental FEPE values calculated in 
the calibration standard matrices as well as the gamma emission prob
abilities related to the selected energies were shown in Tables A.1 and 
A.2 (both in Supplementary Information). After the experimental FEPE 
calculations, the simplest empirical FEPE function depending on the 
thickness was obtained for each selected energy. Finally, the efficiency 
calculated in the standard matrices (εc) must be determined in the 
problem sample (also called as real sample) matrices. For this, the so- 
called self-attenuation factor (f) needs to be employed, which depends 
on the chemical compositions, thickness of the real sample (h, which is 
also called as the sample hight) and apparent densities of both the 
standard and the real sample, obtaining the efficiency in the real sample 
matrix (ε). 

The validation of the efficiency curves was done by means of samples 
whose concentrations of natural radionuclides were known. Further
more, the methodology proposed in this study has been validated using 
CRMs which were employed in Inter-Comparison exercises. In this kind 
of exercise, it is necessary to follow a protocol in order to prepare the 
samples before measuring them. Regarding the reference values resulted 
from the Inter-Comparison exercises, they are obtained considering all 
the calculations provided by each laboratory and taking a mean value of 
them (see [27] for further information on Inter-Comparison exercises). 
On the other hand, a study on 222Rn losses in certified materials, such as 
phosphogypsum materials and dissolved RGU-1 standard, was carried 
out calculating the 226Ra activity concentration by using either the 
gamma emissions of the 222Rn daughters, that is, 214Pb and 214Bi, or its 
gamma emission of 186 keV, subtracting the interference from 235U. 

3. Results and discussion 

3.1. Full-energy peak efficiency (FEPE) curves for the calibration matrix 

The experimental FEPEs obtained in the calibration sample matrices 
(εexp

c ) have been calculated by the following equation: 

εexp
c

(
Eγ, h

)
= εexp

c

(
Eγ ,mc

)
=

G − B − F − I
Pγ a mc t

(1) 

where G, B, F, and I are the total number (gross) of counts for the full- 
energy peak of interest, the Compton continuum, the background due to 
environmental conditions in the laboratory and the interference term, 
respectively. Then, Pγ is the probability of gamma emission (taken from 
[28]), a, mc and h are the activity concentration, mass and height of the 
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standard, respectively, used in the calibration procedure, Eγ is the 
gamma emission and t is the measurement time. It has been considered 
that I ~ 0, this being one of the requirements in the gamma emission 
selection. Besides, it is necessary to clarify that the FEPE given by Eq. (1) 
is an apparent full-energy peak efficiency since the true coincidence- 
summing corrections have not been included. Thus, from now on, let 
us call the apparent FEPE as FEPE in order to abbreviate the name of this 
type of efficiency. 

Firstly, the FEPE function depending on the height for each gamma 
emission was obtained. The mass/ height ratio in the preparation of the 
standards was constant (about 7.5/5.0 = 1.50 g mm− 1), obtaining a 
constant apparent density, ρc, of about 1.63 g cm− 3 (ρc = mc/πr2h), 
being r the radius of cylindrical geometry of the standards. 

In Tables A.1 and A.2, it is possible to see that the uncertainties given 
at 1 sigma level for the experimental efficiencies ranged from 1 % to 3 %, 
where the uncertainty related to the counting rate was the greatest 
contribution to the efficiency uncertainties. Besides, the uncertainty 
associated to the sample height, σ(h), was also taken. However, 
considering σ(h) = 0.2 mm (heights measured using a high precision 
caliper), σ(h) can be completely neglected compared with the one 
related to the counting rate. 

On the other hand, in the case of the RGU-1 standard, it is known that 
the activity ratio 235U/238U = 0.046, Pγ(226Ra) = 0.0351(6) and 
Pγ(235U) = 0.572(5) at 186 keV. Therefore, when the secular equilibrium 
between 238U and 226Ra is considered, an equivalent probability at this 
energy of Pγ(226Ra + 235U) = 0.0614(6) can be taken. 

In Figs. 1 and 2, the experimental FEPEs versus h values in loga
rithmic scale were shown, observing that the majority of the curves are 
parallels, except for low energy emissions such as 46 keV and 63 keV, 
increasing the deviation as the energy decreases and finding the 
maximum deviation for 46 keV (210Pb). This occurs because of the sig
nificant differences between self-attenuation corrections provided at 
low and high energies (>150 keV), since within the high energy zone the 
self-attenuation effects are less relevant than the ones corresponding to 
the low energy zone. The corrections due to the different self- 

attenuation effects in the case of the calibration standards compared 
with the one related to the real samples will be studied in Section 3.2. 

There are some singular cases at 129 keV, 583 keV, 609 keV, 768 
keV, 934 keV, 1120 keV and 1238 keV since the FEPE values for these 
energies are lower than the expected ones, being 583 keV, 609 keV and 
1120 keV one of the most employed energies in order to determine 226Ra 
(609 keV and 1120 keV) and 228Th (583 keV). This fact can be explained 
due to the significant true coincidence summing effects (TCS) existing 
for those three gamma emissions (see [29–31]), and this corroborates 
that for natural radionuclides is better to calibrate fixing the energy. As 
it is well known, the TCS effects decrease as the sample height increases 
(distance detector-sample), which are observed in Figs. 1 and 2, where it 
is possible to realize that the efficiency values for 583 keV, 609 keV and 
1120 keV are closer than the expected ones as the sample height in
creases. This occurs in this way because as the sample height increases, 
the absolute efficiency (εab) decreases occasioning a diminution of the 
TCS effects, since εab and the TCS effects are related to each other (see 
[32] for further information about the relationship between εab and TCS 
effects). However, the TCS effects are not a problem in our calibration 
procedure, since it has been carried out varying the height and fixing the 
energy. Consequently, the fact that the 583 keV, 609 keV and 1120 keV 
and all the other energies mentioned in this paragraph present TCS ef
fects does not affect the quality of our activity concentration 
calculations. 

The best fitting for εc will be an asymptotic exponential function as 
follows: 

εc(Eγ , h) = ar1exp(ar2h)+ ar3 (2) 

where ar1, ar2 and ar3 are parameters obtained after fitting the 
experimental FEPEs versus h, being h the sample height. The fittings 
given by Eq. (2) were compared statistically by finding their confidence 
intervals with the method described in [33]. Besides, note that in Eq. (2) 
the efficiency value is ar1 +ar3 or ar3 when h is relatively small or large, 
respectively, as it is expected from the FEPE behavior for the particular 
range of h (from 0.5 to 5 cm). The ar2 parameter must be negative since 

Fig. 1. Experimental εc values versus height for RGU-1 standard fixing Eγ and histogram of reduced chi-square values (critical χ2
R is 2.1 at 0.05 of significance level 

(α) and 6 degrees of freedom (ν)) obtained after fittings. 
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the efficiency decreases as h increases. 
The fittings provided by Eq. (2) (continuous lines in Figs. 1 and 2) are 

in very good agreement with the experimental data, obtaining values for 
the reduced chi-square (χ2

R) which are lower than the critical value (2.1 
or 2.01 in the cases of Figs. 1 and 2, respectively) at 0.05 of significance 
level for the majority of the cases (see histograms in Figs. 1 and 2) [34]. 

Tables A.3 and A.4 (both in Supplementary Information) show the 
values of the ar1, ar2 and ar3 parameters obtained after fitting experi
mental efficiencies which have been calculated in the calibration matrix 
of RGU-1 and RGTh-1 and RGK-1, respectively. The uncertainties of 
these parameters (calculated at one sigma level) were ranged from 1 to 3 
%, 5–7 % and 4–6 % for ar1, ar2 and ar3, respectively, in the case of RGU- 
1 standard while these values were ranged from 1 to 4 %, 4–7 % and 4–6 
% for ar1, ar2 and ar3, respectively, in the cases of RGTh-1 and RGK-1 
standards. Regarding these uncertainties, it is interesting to realize 
that the relative uncertainty associated with ar2 is usually higher than 
the ones related to the other parameters. On the other hand, regarding 
the relative average residues, <Res>, obtained at each energy 
(Tables A.3 and A.4) are very useful to evaluate the FEPE relative un
certainty obtained from the fitting functions. These <Res> values 
ranged from 0.8 % (352 keV) to 3.9 % (129 keV), confirming the very 
good fittings obtained for FEPE. 

Regarding the calculation of experimental efficiency values in the 
calibration matrices, we have considered that it would be appropriate to 
compare these values with the ones calculated by Genie 2000 simula
tions. This comparison was made to check the validity of the algorithm 
used by this software, being possible at the same time to verify that the 
calculations of these experimental efficiencies were carried out 
correctly. Thus, some energies have been selected in order to make this 
comparison (63 keV, 352 keV, 609 keV and 1120 keV in the case of the 
RGU-1 standard and 238 keV, 583 keV, 911 keV and 1460 keV in the 
cases of RGTh-1 and RGK-1 standards). Then, the zscore values were 
calculated for each height and finally it has been averaged over all these 
values, obtaining an average zscore value (<zscore >) for each energy, 
where the expression used to calculate each zscore value has been as 
follows: 

zscore =
|a1 − a2|

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

σ(a1)
2
+ σ(a2)

2
√ (3) 

where a1 and a2 are the two compared values and σ(a1) and σ(a2)

their respective uncertainties calculated at one sigma level. 
As can be seen in Tables A.5 and A.6 (both in Supplementary In

formation), the large majority of the zscore values obtained for each 
height were below 1 for the calculations carried out in the RGU-1, RGTh- 
1 and RGK-1 calibration matrices. In addition, all the <zscore> values 
were below 0.5 for the three calibration matrices, so the algorithm used 
by Genie 2000 to calculate the efficiency values works correctly and it 
has also been verified that the calculations of the experimental effi
ciencies have been carried out correctly. 

3.1.1. FEPE fittings versus height (Eγ = constant); comparison with other 
studies 

In this Section, the reasons for the selection of the fitting function 
given by Eq. (2) have been analyzed. Previous works [35–38] were 
carried out to assess the FEPE varying h and fixing Eγ but using a pure 
exponential function as: 

εc(Eγ , h) = br1exp(br2h) (4) 

where br1 and br2 are the parameters used to fit the experimental 
efficiencies. 

Some of the most intense gamma energies covering the full energy 
range were selected, these being 63 keV, 352 keV, 911 keV and 1460 
keV (belonging to 234Th, 214Pb, 228Ac and 40K, respectively). The fittings 
obtained by Eqs. (2) and (4) were shown in Fig. 3. 

It is easy to realize that the pure exponential function (function B in 
Fig. 3) does not fit properly to the experimental data, especially for the 
extreme heights, that is, at 5 mm and at 45 or 50 mm. However, our 
function (A in Fig. 3) agrees very well with the experimental efficiencies 
since they continue behaving as an asymptotic function even though the 
efficiency has been represented using logarithmic scale. 

Table A.7 (in Supplementary Information) shows the parameters 
resulted from the fittings carried out by function B as well as the <Res>

Fig. 2. Experimental εc values against height for RGTh-1 and RGK-1 standards fixing Eγ and histogram of reduced chi-square values (critical χ2
R is 2.01 at 0.05 of 

significance level (α) and 7 degrees of freedom (ν)) obtained after fittings. 
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and χ2
R values obtained after fitting by both functions. The total relative 

average residue, < Res >T, for the fittings done by function B was 3.4 %, 
while the one obtained by function A was 1.2 %. Furthermore, the χ2

R 
values obtained for function B were very much higher than the critical 
tabulated one (χ2

R is 1.94 at 0.05 of confidence level (α) and 8 degrees of 
freedom (ν)), while the χ2

R values obtained for function A were close or 
smaller than the tabulated ones (see Table A.7). Therefore, it has been 
proven that function A (used in this study) works much better than 
function B (used in previous works) and, consequently, for this reason, 
function A was chosen. 

3.1.2. FEPE versus energy (h = constant) compared to FEPE versus height 
(Eγ = constant) 

In this Section, we justify the reasons why an efficiency calibration 
method in which the height is varied and the energy is fixed for the 
different natural radionuclides has been selected. For this, the FEPEs 
obtained by our function (FEPE vs height) have been compared with the 
ones obtained using the most common fitting functions resulted from the 
FEPE versus energy. Thus, the function selected was [29,39–42]: 

εc
(
Eγ , h

)
= exp

(
∑4

i=1
cri ln

(
Eγ
/

E0
)i− 1

)

(5) 

where cri are the parameters resulted from the fittings by the cubic 

polynomial function, whose values are shown in Table A.8 (in Supple
mentary Information) and E0 = 1 keV. Thus, Eq. (4) will be called 
“function C”. 

The gamma emissions corresponding to the radionuclides that 
belong to 238U-series (radionuclides contained in RGU-1) were selected 
for this comparison, since these energies are uniformly distributed 
throughout the range of low and high energies. In Fig. 4 it is possible to 
see the graphics of the experimental efficiency fittings done by the 
logarithm of function C for an energy range that goes from 46.5 keV to 
1764.5 keV and for heights ranged from 5 mm to 45 mm. In these 
graphics, the experimental efficiency values tend to deviate somewhat 
from the expected values. This occurs because when calibration in ef
ficiency is carried out varying the energy, the TCS effects are more 
relevant, so the efficiency values usually deviate from the ones given by 
the fitting function in this type of calibration. This requires corrections 
due to the TCS effects. However, doing the calibration in efficiency 
varying the height and fixing the energy, it is not necessary to take this 
type of problem into account. 

On the other hand, it is interesting to note that when a calibration in 
efficiency varying Eγ is done, the uncertainties related to the emission 
probability, σ(Pγ), must be considered. This occurs in this way because 
applying this calibration method, Eγ is varied and, consequently, σ(Pγ) is 
not possible to be considered as a systematic uncertainty. This implies 
that for this calibration method, the uncertainties of the experimental 

Fig. 3. Comparison between fittings of the experimental efficiencies versus height, where fittings carried out by two function types and their respective relative 
residues have been shown: A (used in this work) and B (used in previous works). 

A. Barba-Lobo et al.                                                                                                                                                                                                                            



Measurement 186 (2021) 110153

6

efficiencies are much higher than the ones obtained when a calibration 
varying h is carried out. Thus, the relative values of σ(Pγ) ranged from 
0.2 % (for 352 keV (214Pb)) up to 9 % (for 93 keV (234Th)). 

The relative residues are very useful to assess the goodness of the 
fitting functions. Thus, as can be seen in Fig. 4, after fitting by function 
C, the obtained residues were much higher than the ones obtained by 
function A for all the chosen Eγ and h values (1–6 % and 0–3 %, 
respectively). Table A.8 shows the <Res> values at each h value for both 
functions A and C. Note that for all the h values, <Res> values were 
about double in the case of the function C in comparison with the ones 
obtained by function A, getting a < Res >T value of 4.5 % and 2.2 %, 
respectively. Therefore, it is possible to conclude that the function 
proposed in this work (function A) provided much better results of the 
FEPE fittings in comparison with the ones provided by the traditional 
function used in the majority of studies (function C). It is necessary to 
emphasize that this is possible in the case of NORM samples because the 
assessment of the activity of each radionuclide in the sample is done 
with reference to the activity of the same radionuclide in the calibration 
source. When this type of relative measurement is not possible, the ef
ficiencies corrected due to TCS effects, which depend smoothly on en
ergy, should be fitted as a function of energy for the calculation of the 
FEPE for the energies of interest. 

3.2. FEPE curves for real samples; corrections due to self-attenuation 
effects 

The measurement of real samples requires to include corrections 
because the self-attenuation of the gamma radiation in the real sample 
matrix is different from the one corresponding to calibration samples. In 
order to carry out this correction, it is necessary to introduce the so- 
called self-attenuation correction factor (f), which is defined as the 
ratio of the number of photons coming out from the real sample and the 
number of photons coming out from the standard that are recorded in 
the full-energy peak [43–47]. Thus, the self-attenuation factor would be 
expressed mathematically like this: 

f = N/Nc = ε/εc (6) 

where Nc and N are the number of photons detected in the peak from 
the calibration and real samples (both with the same activity), respec
tively, and εc and ε are the efficiencies calculated in the calibration and 
real matrices, respectively. 

According to [32,48], assuming cylindrical geometry, only the 
photons parallel to the symmetry axis are detected, and the activity is 
homogenously distributed in the sample, the number of detected pho
tons (N) can be calculated as: 

Fig. 4. Fittings of FEPE versus energy carried out by function C. Besides, the residues resulted from the fittings done using function C (left column) were compared 
with the ones obtained by using function A (right column). 
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N = N0
1 − exp( − ηρh)

ηρh
(7) 

where N0 is the number of photons detected from the sample without 
attenuation, and ρ, η, h are the density, the mass attenuation coefficient 
and the sample height for the measuring geometry, respectively. It is 
necessary to clarify that in Eq. (7) the non-coaxial photons are also 
considered, being the only approach that the real distance travelled by 
the detected oblique photons is replaced by the parallel one. Due to the 
angle between the photon trajectory and the coaxial axis of the detector 
is very small, the difference between both the real and coaxial distances 
will be negligible. 

If we consider the same measuring geometry for both calibration and 
problem samples, the self-attenuation factor (Eq. (6)) can be written by: 

f = N/Nc =
ηcρc(1 − exp( − ηρh) )
ηρ(1 − exp( − ηcρch) )

= f (Eγ, h, xi) (8) 

where h and Eγ are the real sample height and the energy for which 
the self-attenuation correction factor is calculated, and xi is the pro
portion of each chemical element (i) in both the real and calibration 
samples, since their mass attenuation coefficients depend on their 
chemical compositions. It is necessary to clarify that in Eq. (8), the 
heights of the calibration and real samples are considered the same, that 
is, h. 

Therefore, the efficiency calculated for the real sample (ε) will be 
given by: 

ε = f
(
Eγ, h, xi

)
εc(Eγ , h) (9) 

where εc(Eγ , h) and f(Eγ , h, xi) are the efficiency in the calibration 
matrix and the self-attenuation correction factor, respectively. 

The average mass attenuation coefficient for each energy and 
composition can be calculated by using the so-called Bragg’s law as 
follows: 

〈η〉 =
∑

i
xi ηi (10) 

where xi and ηi are the proportion and the mass attenuation coeffi
cient of each chemical element at a specific energy, respectively (ηi 
values taken from [49]). Alternatively, the mass or the linear attenua
tion coefficients for any element, compound or mixture can be directly 
evaluated using [43,50]. 

3.3. Calculations of the minimum detectable activity concentrations for 
NORM samples 

In this Section, it has been carried out a study on the dependence of 
the minimum detectable activity concentration (mda) on the type of 
sample, height sample and energy. The mda is defined as the minimum 
concentration that a sample needs to have in order to be detected over a 
background with a significance level (α, this being equal to 0.05 in our 
case). The mda can be calculated by the following equation: 

mda =
LLD

ε m Pγ t
(11) 

where LLD, ε, m and Pγ are the lower limit of detection, the efficiency 
calculated in the real sample matrix, the real sample mass and the 
emission probability, respectively, referred to a specific energy and t is 
the counting time. The equation that defines LLD considers the existence 
or absence of interferences in gamma emissions (equations taken from 
[51,52]). 

The interference term (I) is often neglected for most chosen gamma 
emissions. However, in this Section the gamma emission of 186 keV has 
been analyzed, which belongs to 226Ra, in the cases where 226Ra and 
238U are and are not in secular equilibrium. In the latter case, the 
interference between 226Ra and 235U (I235U) must be considered, and it is 
given by the following equation: 

I235U = A235U Pγ
(
235U

)
ε186keV t

= 0.0263 A238U ε186keV t (12) 

where A235U, A238U are 235U and 238U activities, respectively, Pγ(235U) 
is the emission probability of 235U at 186 keV, ε186keV the efficiency 
calculated in the real sample matrix at 186 keV and t is the counting 
time. 

In Eq. (12), A235U = 0.046A238U has been considered [53]. Besides 
that, if secular equilibrium between 234Th and 238U is also considered, it 
would be possible to write A238U = A234Th, and since A234Th can be 
calculated using 234Th (63 keV), the interference I235U can be 
determined. 

Thus, the mda behavior was analyzed for different selected NORM 
samples: RGU-1, RGTh-1 and RGK-1 standards, phosphogypsum sam
ples provided by IAEA (IAEA-434) and used in the CSN/CIEMAT Inter- 
comparison carried out in 2008 (CSN-PG), as well as two scales named 
Scale-1 and Scale-2. Regarding CSN and CIEMAT, they are the acronyms 
for the Spanish Nuclear Safety Council (“Consejo de Seguridad Nuclear”) 
and the Centre for Energy, Environment and Technology Research 
(“Centro de Investigaciones Energéticas, Medioambientales y Tec
nológicas”), respectively. 

Firstly, it has been shown the comparison between the mda behavior 
fixing the sample and varying the sample height (h = 10, 25 and 45 mm), 
that is, an internal comparison. The samples chosen for this case were 
the three standards: RGU-1, RGTh-1 y RGK-1. Then, it has been made an 
external comparison between the mda values obtained considering 
different samples for the same height (h = 25 mm), which has been 
carried out for the three standards as well as the other samples 
mentioned above (phosphogypsum and scale samples). The energy 
emissions chosen to make both types of comparisons were: 46.54 keV, 
63.29 keV, 185.96 keV, 295.22 keV, 351.93 keV, 609.31 keV, 1120.29 
keV (RGU-1 case), 238.63 keV, 338.42 keV, 583.19 keV, 911.16 keV 
(RGTh-1 case) and 1460.83 keV (RGK-1 case). 

In both comparison types, a common counting time of 172,800 s was 
established, that is, two days. Regarding the apparent densities of each 
real sample, they are as follows: 0.71 g cm− 3 (IAEA-434), 1.27 g cm− 3 

(CSN-PG), 1.32 g cm− 3 (Scale-1) and 1.00 g cm− 3 (Scale-2). 
In Fig. 5 (left side), the mda values clearly decrease as the standard 

height (mass) increases, which is consistent because mda is inversely 
proportional to the sample mass. This mda behavior was the same for the 
great majority of the radionuclides contained in each standard. On the 
other hand, regarding the two cases corresponding to 226Ra (with and 
without secular equilibrium between 226Ra and 238U), mda values were 
higher in all cases when secular equilibrium was not considered. This is 
also consistent because in the case of not considering secular equilib
rium, the interference term (Eq. (12)) must be taken into account and, 
consequently, mda value increases. 

Then, in Fig. 5 (right side), it can be seen what happens when 
different sample types are analyzed for the same height. Thus, the mda 
has a clear dependence on the properties of the analyzed samples, where 
the activity and density are the two factors that mainly contribute to the 
mda value. Regarding the activity, the mda specifically depends on the 
activity of 226Ra and 228Th, since if the Compton continuum at energies 
belonging to their daughters (214Bi (1765 keV) and 208Tl (2615 keV), 
respectively) is relatively large, the Compton continuum and, conse
quently, the mda value will also be relatively large for all the other en
ergies. In the cases of radionuclides belonging to the 238U-series, the mda 
behavior was very similar for all these radionuclides, being in the ma
jority of the cases the highest mda value corresponding to the Scale-1 
sample and followed by RGU-1, Scale-2, PG-IAEA and PG-CSN. On the 
other hand, for the cases corresponding to the radionuclides belonging 
to the 232Th-series, there is a clear distribution of the mda values for the 
energies of 238 keV and 338 keV, with the largest value being obtained 
for Scale-1 and followed by Scale-2, RGTh-1, PG-IAEA and PG-CSN. 

Finally, regarding the values corresponding to the 40K mda, the 
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highest mda value is the one obtained for Scale-1 and followed by Scale- 
2, PG-IAEA, PG-CSN and RGK-1. In this case, it has been observed that 
the mda value of RGK-1 standard was the smallest. This is reasonable 
since the RGK-1 standard has a relatively small Compton continuum at 
1460 keV and given that the mda is related to the Compton continuum 
counts, it is completely consistent that the mda value for this standard 
was less than the one obtained for the other samples. In the case of the 
RGK-1 standard, it has been verified that the number of counts 
belonging to the full-energy peak is 2 or 3 orders of magnitude higher 
than the one related to the Compton continuum. 

3.4. Validations of the efficiency calibration methodology for NORM 
samples 

Two kinds of validations have been considered: 1. External and 2. 
Internal (consistency test) validations. The first kind has been done 
using CRM samples, while the second one using uncertified samples, 
verifying that the activity concentration value of a specific radionuclide 
is very similar regardless of the Eγ and h values chosen to carry out its 
determination, that is, the second type of validation is a consistency test 
of the methodology proposed in this study. 

In addition, note that the 226Ra activity concentration (a226Ra) can be 
calculated considering non-secular equilibrium between 226Ra and 238U. 
At 186 keV (226Ra + 235U emissions), for NORM samples where 
235U/238U activity ratio is 0.046, a226Ra is given by the equation: 

a226Ra =
G − B − F − I235U

Pγ(226Ra) ε186keV m t
=

G − B − ft
0.0351 m ε186keV t

− 0.75 a234Th (13) 

where G and B are the gross and the Compton continuum of the 186 
keV peak, respectively,I235U is the interference term previously defined 
in Eq. (12) and Pγ(226Ra) is the 226Ra emission probability at 186 keV. 

Then, F and f are the environmental background expressed in counts and 
counts per second, respectively. On the other hand, ε186keV is the effi
ciency calculated in the real sample matrix at 186 keV, t is the counting 
time, m is the sample mass and a234Th is the activity concentration for 
234Th. In Eq. (13) it has been considered that 238U and 234Th are in 
secular equilibrium. 

3.4.1. External validation 
The following certified NORM samples: IAEA-326 (Soil), IAEA-434, 

CSN-PG and K2CO3, were selected because of their different apparent 
densities and chemical compositions, whose densities (heights) are as 
follows: 1.21 g cm− 3 (25.1 mm), 0.70 g cm− 3 (7.6 mm), 1.27 g cm− 3 

(15.4 mm) and 1.13 g cm− 3 (9.1 mm), respectively. 
In Table 1, the obtained |zscore| values can be found, being below 2 in 

general, i.e., there was no significant differences between our measured 
and the reference values. In the case of the two phosphogypsum samples, 
the zscore values were very good for 234Th and 210Pb, while the zscore 
values for 226Ra daughters were very bad in general. This happens 
because the phosphogypsum samples have a considerable percentage of 
222Rn losses from their grains, and they were measured immediately 
after their preparations, so 222Rn was not in secular equilibrium with 
226Ra. However, if the 226Ra activity concentration is determined by its 
gamma emission of 186 keV, a very good zscore value is obtained. Later, in 
Section 3.5, the analysis of the 222Rn losses in phosphogypsum samples 
will be analyzed. 

3.4.2. Internal validation 
The following NORM samples were chosen, where the followed 

choice criteria were the same than the ones considered in the first 
validation type: Scale-1, Scale-2, Tionite and Ilmenite, whose densities 
(heights) are as follows: 1.32 g cm− 3 (12.2 mm), 1.00 g cm− 3 (13.9 mm), 

Fig. 5. (Left side) mda values obtained by fixing the sample type and varying the height (Non-sec. eq.: Non-secular equilibrium, Sec. eq.: Secular equilibrium at 186 
keV); (Right side) mda values fixing the sample height (h = 25 mm) and varying the sample type (Non-sec. eq. (circles), Sec. eq. (squares)). 

Table 1 
External validation for several NORM samples (IAEA-326, IAEA-434, CSN-PG and K2CO3, where in the case of K2CO3 sample, the calculated 40K activity concentration 
has been 17462(478) Bq kg− 1 and the reference value was 17800(255) Bq kg− 1, obtaining a zscore value of − 0.6).  

RN Eγ(keV)  IAEA-326 IAEA-434 CSN-PG 

a (Bq kg− 1) Reference(Bq kg− 1) zscore  a (Bq kg− 1) Reference (Bq kg− 1) zscore  a (Bq kg− 1) Reference (Bq kg− 1) zscore  

234Th  63.29 28(3) 29.4(1.7) − 1.4 156(38) 120(6)  0.9 38(14) 48.6(1.2) − 0.7 
226Ra  185.96 (Non-sec. eq.) 40(3) 33(3) 1.5 766(61) 780(31)  − 0.2 614(37) 634(13) − 0.5  

185.96 (Sec. eq.) 34(3) 0.4 498(40)  − 5.6 363(31) − 8.2 
214Pb  295.22 30.6(9) − 0.6 664(24)  − 3.0 536(17) 580(13) − 2.1  

351.93 31.0(8) − 0.5 648(20)  − 3.6 555(15) − 1.3 
214Bi  609.31 30.8(8) − 0.6 631(21)  − 4.0 535(16) 533(13) 0.1  

1120.29 30.8(1.7) − 0.5 611(46)  − 3.1 557(29) 0.7 
210Pb  46.54 38(2) 53(5) − 2.7 745(39) 680(29)  1.3 738(31) 781(15) − 1.4 
228Ac  338.42 42(7) 40(2) 0.2        

911.16 40.3(1.3) 0.1       
212Pb  238.63 37.8(9) 39.1(1.7) − 0.7       
208Tl  583.19 37.4(1.1) − 0.9       
40K  1460.83 592(13) 580(28) 0.4        
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1.21 g cm− 3 (12.5 mm) and 3.00 g cm− 3 (18.0 mm), respectively. 
In Table 2, it is possible to see that the internal validation for the four 

samples was very good, since the 226Ra, 228Ra and 228Th activity con
centrations calculated using the gamma emissions corresponding to 
their daughters (214Pb and 214Bi, 228Ac and 212Pb and 208Tl, respec
tively) were very similar to each other for each one of those three ra
dionuclides. Furthermore, note that for the Scale-1, Scale-2 and Tionite 
samples, there was clearly no secular equilibrium between 226Ra and 
238U, given that the calculations at 186 keV were much better in the case 
of non-secular equilibrium. Regarding the Ilmenite sample, the opposite 
occurs than for the three previous samples, that is, at 186 keV the ob
tained calculations considering secular equilibrium were much better 
than the ones resulted from not considering it. This is very consistent 
since Ilmenite is a mineral and, consequently, secular equilibrium must 
be reached. For further information about chemical compositions of all 
the samples analyzed in this work, see Table A.9 (in Supplementary 
Information). 

3.5. Analysis of 222Rn losses in phosphogypsum and aqueous samples 

Depending on the origin of the NORM sample (mineral, scale, waste 
obtained by precipitation, etc.), 226Ra can be either distributed uni
formly along the grains of the material or adsorbed onto the grains 
surface. For the phosphogypsum case, large 222Rn losses have been 
observed and, consequently, significant disequilibria between 226Ra and 
222Rn can be obtained (for further information about studies related to 
222Rn losses, see [54–59]. For this, the phosphogypsum samples previ
ously studied (IAEA-434 and CSN-PG) have been selected. In order to 
study this issue, two 226Ra measurements were made: one just after 
preparing them, and a second after waiting a month to assure 222Rn and 
226Ra are in secular equilibrium (see Table 3). 

Two thicknesses were chosen to analyze the 222Rn losses in the IAEA- 
434 sample (where the volume of the cylindrical container is constant, 
the total interior height (H) is 60.5 ± 0.2 mm and the inner diameter (Ø) 
is 34.6 ± 0.2 mm). The obtained losses were 13 ± 4 % and 18 ± 3 % for h 
= 7.6 mm and 18.1 mm, respectively (average loss = 16 ± 3 %). 

The CSN-PG sample was measured with a thickness of 15.4 mm, 
obtaining 222Rn losses of 6 ± 3 % which are lower than the ones 
calculated in the case of the IAEA-434 sample. This fact could be related 
to the manufacturing procedure of the phosphogypsum samples. Prob
ably, for the IAEA-434 sample, 226Ra was more deposited onto the 
surface of the PG grains favoring the 222Rn exhalation than in the CSN- 

PG, where the 226Ra is more uniformly distributed inside the grains. 
Consequently, this fact allows us to recommend determining the 226Ra 
activity concentration by using the 186 keV energy for samples whose 
222Rn exaltation rates from the grains are high (see Table 3). 

Table 3 also shows the calculations of 226Ra activity concentrations 
obtained using the 186 keV gamma emission for phosphogypsum ma
terials. As it can be seen, these calculations are not only in very good 
agreement with respect to the reference values, but they are also better 
than the values calculated by the gamma emissions belonging to the 
226Ra daughters after waiting a month (see 2nd measure in Table 3). 

To finish the study related to the determination of the radon losses 
from a sample, a liquid standard was prepared by dissolving a mass of 
RGU-1 containing 165.6 ± 5 Bq kg− 1 of 238U and h value being 30.3 mm 
(see Table 4). In this case, there was a very large 222Rn loss due to its 
accumulation in the upper air chamber (where the thickness of the upper 

Table 2 
Internal validation for several NORM samples (Scale-1, Scale-2, Tionite and 
Ilmenite).  

RN Eγ(keV)  Scale-1 Scale-2 Tionite Ilmenite 

a (Bq 
kg− 1) 

a (Bq 
kg− 1) 

a (Bq 
kg− 1) 

a (Bq 
kg− 1) 

234Th 63.29 − 49(54) − 55(26) 166(21) 135(17) 
226Ra 185.96 (Non-sec. 

eq.) 
8658 
(254) 

2962(95) 562(26) 103(13) 

185.96 (Sec. eq.) 4906 
(336) 

1695 
(118) 

387(28) 115(9) 

214Pb 295.22 8744 
(201) 

2965(69) 537(13) 125(3) 

351.93 8607 
(197) 

2911(67) 538(13) 120(3) 

214Bi 609.31 8770 
(203) 

2911(68) 528(13) 120(3) 

1120.29 8825 
(230) 

3021(84) 550(18) 122(4) 

228Ac 338.42 3829 
(651) 

1997 
(340) 

2741 
(466) 

367(62) 

911.16 3884 
(105) 

2043(56) 2344(61) 485(13) 

212Pb 238.63 3082(69) 520(13) 364(8) 486(11) 
208Tl 583.19 3047(71) 513(15) 360(10) 472(10)  

Table 3 
Analysis of 222Rn losses in phosphogypsum samples (IAEA-434 and CSN-PG). 
Determination of 226Ra by 186 keV gamma emission in the IAEA-434 and 
CSN-PG samples in the case of secular non-equilibrium between 238U and 226Ra 
(Non-sec. eq.).  

Eγ (KeV), RN  IAEA-434 (h = 7.6 mm) zscore  

a (Bq 
kg− 1) 
(1st 

measure) 

a (Bq kg− 1) 
(2nd 

measure) 

222Rn 
losses 
(%) 

(1st 
measure) 

(2nd 
measure) 

63 (234Th) 156 ± 38      
186 (226Ra, 

Non-sec. 
eq.) 

766 ± 61    − 0.2  

295 (214Pb) 664 ± 24  692 ± 24  4 ± 5  − 3.0 − 2.3 
352 (214Pb) 648 ± 20  716 ± 21  10 ± 5  − 3.6 − 1.7 
609 (214Bi) 631 ± 21  732 ± 23  16 ± 5  − 4.0 − 1.3 
1120 (214Bi) 611 ± 46  751 ± 46  23 ± 12  − 3.1 − 0.5   

Average 
loss (%) 

13 ± 4     

Eγ (KeV), RN  IAEA-434 (h = 18.1 mm) zscore  

a (Bq 
kg− 1) 
(1st 

measure) 

a (Bq kg− 1) 
(2nd 

measure) 

222Rn 
losses 
(%) 

(1st 
measure) 

(2nd 
measure) 

63 (234Th) –22 ± 24      
186 (226Ra, 

Non-sec. 
eq.) 

830 ± 77    0.6  

295 (214Pb) 640 ± 22  732 ± 20  14 ± 5  − 3.7 − 1.3 
352 (214Pb) 641 ± 19  711 ± 18  11 ± 4  − 3.8 − 1.9 
609 (214Bi) 632 ± 20  724 ± 19  15 ± 5  − 4.0 − 1.5 
1120 (214Bi) 560 ± 37  734 ± 30  31 ± 10  − 4.5 − 1.1   

Average 
loss (%) 

18 ± 3     

Eγ (KeV), RN  CSN-PG (h = 15.4 mm) zscore  

a (Bq 
kg− 1) 
(1st 

measure) 

a (Bq kg− 1) 
(2nd 

measure) 

222Rn 
losses 
(%) 

(1st 
measure) 

(2nd 
measure) 

63 (234Th) 38 ± 14      
186 (226Ra, 

Non-sec. 
eq.) 

614 ± 35    − 0.5  

295 (214Pb) 536 ± 17  583 ± 17  9 ± 5  − 2.1 0.1 
352 (214Pb) 555 ± 15  583 ± 15  5 ± 4  − 1.3 0.1 
609 (214Bi) 535 ± 16  581 ± 16  9 ± 4  − 2.2 0.1 
1120 (214Bi) 557 ± 29  571 ± 27  3 ± 7  − 0.7 − 0.3   

Average 
loss (%) 

6 ± 3     
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air chamber was 30.2 mm). For this sample, the average 222Rn loss was 
68 ± 5 % that was calculated comparing the 226Ra activity concentra
tions, which were obtained using the gamma emissions of 214Pb and 
214Bi, with the reference value. However, the 226Ra activity concentra
tion calculation using the 186 keV energy agreed very well with the 
reference value (see Table 4). 

Furthermore, it is necessary to mention that the values of 222Rn 
losses obtained in this Section are very consistent with the ones obtained 
in a previous study [30], where the percentages of the 222Rn losses were 
15(3) %, 11(2) % and 71(8) % for the IAEA-434, CSN-PG and dissolved 
RGU-1 samples, respectively. 

4. Conclusions 

In the present study, it has been developed a new method to calibrate 
in efficiency in order to determine natural γ- ray emitters in NORM 
samples using coaxial Ge detectors. For this, firstly the most intense 
gamma emissions (Eγ), which are characterized by not having in
terferences, of the radionuclides contained in the standards were chosen. 
Then, after compacting the standards until reaching the desired thick
ness values (h), the experimental values of the apparent full-energy peak 
efficiency (FEPE) were calculated for the different selected h and Eγ 

values. Finally, a function was chosen to fit the experimental FEPEs 
varying h (from 0.5 cm to 5 cm) and fixing Eγ, εc(Eγ , h), which was an 
asymptotic exponential in this study, obtaining residues that were three 
times smaller than the ones obtained by other functions used in previous 
works. Regarding the comparison made between the experimental 
values calculated for FEPE and the ones provided by Genie 2000, very 
low average zscore values (less than 0.5) were obtained at all the selected 
energies, verifying both the good calculations carried out for experi
mental FEPE and the great reliability of the Genie 2000 software. 

Then, it has been proved that the calibration in efficiency varying Eγ 

is less accurate than the one obtained varying h, since in the first case, 
the true coincidence summing effects are more relevant as well as the 
uncertainties of the experimental FEPEs increase due to the contribution 
of the gamma emission probability uncertainties. Besides, the residues 
resulted from the fittings done to calibrate varying Eγ were double than 
the ones obtained calibrating varying h. All this implies that the deter
mination of artificial radionuclides would be more advisable to be car
ried out calibrating in efficiency by varying h and using standards which 
contain those artificial radionuclides instead of calibrating varying Eγ, 
that is, using the relative measurement of the activity. 

On the other hand, it has been checked that the minimum detectable 
activity concentration (mda) decreases as the sample thickness (mass) 
increases as well as the mda depends on the characteristics (density and 
activity concentrations of 226Ra and 228Th) of each sample analyzed. In 
addition, at 186 keV mda values were higher when the secular equilib
rium between 238U and 226Ra was not considered in comparison with the 
ones corresponding to the opposite case. 

The methodology followed in this work has been validated 
employing several certified and non-certified NORM samples. Thus, in 
the internal validation, very similar activity concentration values were 
obtained for a specific radionuclide regardless of the Eγ selected to 
accomplish its determination, proving the good consistency of the pro

posed methodology. Besides, an external validation was carried out for 
certified samples, where the |zscore| values resulted from this validation 
were less than 2, getting to fully check the very good validity of the 
methodology. 

Finally, it has been demonstrated that the 226Ra determination is 
much more recommendable to be carried out using its gamma emission 
(186 keV) than the ones corresponding to its daughters. This is espe
cially true in samples characterized by having high 222Rn losses such as 
phosphogypsum and aqueous samples, obtaining 222Rn losses of 16 ± 3 
%, 6 ± 3 % and 68 ± 5 % in the case of the IAEA-434, CSN-PG and 
dissolved RGU-1 samples, respectively, being these 222Rn losses very 
consistent with the ones obtained in a previous work, where the same 
samples were analyzed. 
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Table 4 
Determination of 226Ra by its daughters and 186 keV gamma emissions in dissolved RGU-1 standard in the case of secular non-equilibrium between 226Ra and 222Rn (h 
= 30.3 mm).  

RN Eγ(keV)  a (Bq kg− 1) Reference 
(Bq kg− 1) 

zscore  

234Th  63.29 183(15) 

165.6(5) 

1.1 
226Ra  185.96 (Secular equilibrium between 238U and 226Ra) 169(12) 0.3 
214Pb  295.22 53.5(1.7) − 62  

351.93 53.3(1.5) − 72 
214Bi  609.31 53.5(1.6) − 68  

1120.29 49(3) − 41  
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