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Featured Application: In Auditory Augmented Reality (AAR), the real room is enriched by vir-

tual audio objects. Position-dynamic binaural synthesis is used to auralize the audio objects for

moving listeners and to create a plausible experience of the mixed reality scenario.

Abstract: For a spatial audio reproduction in the context of augmented reality, a position-dynamic

binaural synthesis system can be used to synthesize the ear signals for a moving listener. The goal is

the fusion of the auditory perception of the virtual audio objects with the real listening environment.

Such a system has several components, each of which help to enable a plausible auditory simulation.

For each possible position of the listener in the room, a set of binaural room impulse responses

(BRIRs) congruent with the expected auditory environment is required to avoid room divergence

effects. Adequate and efficient approaches are methods to synthesize new BRIRs using very few

measurements of the listening room. The required spatial resolution of the BRIR positions can be

estimated by spatial auditory perception thresholds. Retrieving and processing the tracking data

of the listener’s head-pose and position as well as convolving BRIRs with an audio signal needs

to be done in real-time. This contribution presents work done by the authors including several

technical components of such a system in detail. It shows how the single components are affected by

psychoacoustics. Furthermore, the paper also discusses the perceptive effect by means of listening

tests demonstrating the appropriateness of the approaches.

Keywords: auditory augmented reality; position-dynamic binaural synthesis; quality evaluation;

system development; spatial listening

1. Introduction

Fully immersive reproduction of spatial audio in a way that both artificial and real
audio objects are perceived as plausible audible events in a virtual and/or augmented
environment is something researchers have tried for many years. Recently, this has been
demonstrated under certain conditions [1]. One method which has been proposed to
achieve an auditory illusion of a spatial acoustic environment is via the help of an existing
position-dynamic binaural synthesis system [2]. Even then, the occurrence of a plausible
auditory illusion depends on many parameters. Beyond an adequate technical realization
there are several context dependent quality parameters like congruence between synthe-
sized scene and the listening environment or individualization of the technical system.

The goal of our research and this paper is to find efficient solutions to merge real and
virtual acoustics in a plausible manner. Our approach is to start with measurements in
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real rooms and to stepwise simplify these measurements to identify the relevant cues and
information which are mandatory to retain plausibility. The advantage of this approach
is that we always can compare to the upper reference: The actual measurement in the
real scenario. After identifying these cues, measurement efforts can be minimized and
the computational efficiency of algorithms to create an auditory augmented reality (AAR)
system can be improved. The primary question is to what extent simplifications in the tech-
nical realization of an audio-AR system are permissible without leading to an intolerable
impairment of spatial auditory perception.

In the following, we describe a basic scheme of an AAR system built from several dif-
ferent functional blocks which realize a position-dynamic binaural synthesis. This includes:

1. provision of binaural room filters from measurements or simulations,
2. representation of the scene,
3. creation and/or adaptation of binaural room filters related to the pose and position of

the listener, and
4. real-time rendering to make a position-dynamic auralization possible.

Figure 1 shows these blocks in a basic scheme. In each block, different techniques and
approaches are listed. Bold entries are techniques which will be described in greater detail.

Figure 1. Basic block diagram of a position-dynamic binaural synthesis system showing differ-
ent functional blocks with examples of realization. Bold marked realizations are related to the
approaches presented.

The reproduction of an audio object in a reverberant room can be realized using
BRIRs. The audio signal of the source is convolved with binaural room impulse responses
(BRIRs) of the current source–receiver position and head orientation of the listener. For
the acquisition of binaural room filters, several popular approaches exist. BRIRs can
be simulated [3,4] or directly measured, for example, with a dummy head. To create a
position and head-pose-dependent binaural synthesis, measurements for each dummy
head orientation and position must be conducted. The separation of the head-related
transfer functions (HRTFs) and room measurements reduces the effort significantly. One
way to do this is to just measure the room impulse responses (RIRs) and to estimate or
measure the direction of arrival (DOA) in a separate calculation or measurement. An
estimation can be done by assuming a certain room geometry, such as a shoe-box model,
and by assigning a direction to the measured reflections [5]. Information about the room
can either be predefined or measured by other sensors (visual, radar, etc.). The DOA can
also be measured with an appropriate microphone array. Once the DOA is available, a
direction and an HRTF can be assigned to each reflection and a BRIR can be calculated. The
Spatial Decomposition Method (SDM) is one approach in this domain [6,7]. An alternative
way is to employ B-format or higher order ambisonic arrays to record transfer functions
in the ambisonics signal representation. The spatial resolution directly depends on the
number of microphones as well as on the array design. To create binaural signals the
combination with a spherical HRTF data set is necessary as well [8].

The next step is the creation of a scene. Depending on the synthesis approach, the room
geometry, source position, and the walkable area have to be defined. Most of the existing
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systems and evaluations thereof are limited to simple room geometries like shoe-box rooms
(for example, in [5,9]). Furthermore, the walkable areas are often placed centrally in the
room, presumably to avoid special acoustic effects when being close to walls or corners.
However, these restrictions are not necessarily system-related. As this research field is still
emerging, more complex room acoustics simply have not been evaluated yet. Depending
on the real-time capability of the succeeding filter creation step, a fine or coarse sampling
of the walking area has to be considered. Sub-sampling the area based on psychoacoustic
assumptions, for example, by considering just noticeable differences (JND) for direction
and distance changes [10,11], can avoid the effort for a continuous adaptation of filter
coefficients. In this paper, we will discuss the Maximum Allowed Error Method (MAEM)
as one possibility to sample the walkable area [12].

When the listener changes his/her pose or position new filters need to be computed
(or loaded). The most flexible solution would be a parametric filter creation approach.
These are usually based on a measured or assumed model of a room or scene [5,13,14].
The room impulse response is decomposed into modifiable parameters which can be
changed depending on the listener movement. This allows an efficient adaptation of filter
coefficients, but the success relies on the quality of the model. Filter shaping approaches
rely on a BRIR measurement on one position, and only certain properties of filters are
adapted when the listener moves such as energy decay curve (EDC), level of direct sound,
or initial time delay gap (ITDG) [15–17]. Often these changes are empirically determined,
but they also can be estimated by simple models (such as inverse square law). These
algorithms will be discussed in Section 2.2. The idea of these approaches are quite similar
to ambisonics-based approaches. Auralization for different listener positions are realized by
transformations based on simple models, e.g., distance-dependent attenuation or angular
attenuation to mimic the directivity of sound sources [9,18].

The last step is the real-time rendering. A common solution for ambisonics-based
approaches is the rendering of a virtual spherical loudspeaker setup [8,18]. The ambisonics
audio signals are then converted to binaural signals. This is done by assigning an HRTF
to each virtual loudspeaker. During the real-time rendering, only the gains of the virtual
speakers are adjusted and HRTFs have to be applied. Ambisonics-based approaches are
especially suited for realizing 6-DoF experience on the basis of recorded sound fields. Other
approaches (especially the ones mentioned here) usually deliver binaural room impulse
responses. These need to be convolved with the desired audio signals. The filters have to
be changed each time the position or the pose of the listener changes.

As it has become clear, the plausible creation of virtual audio objects fused into a real
room is the main challenge for AAR. To recognize audio objects, the human brain acts
as a great pattern recognizer comparing learned and thus expected audio cues with the
ones from the real surrounding. Additionally, presented audio objects have to fit these
expectations [19,20]. A too large acoustic deviation between the acoustic properties of the
real space and the virtually reproduced environment leads to a cognitive mismatch and
thus to a collapse in the plausibility of the overall auditory scene. In the context of binaural
synthesis, we call this the room divergence effect. The most prominent listening impression
in this case is a collapse of the externalization of auditory events [21,22]. This is true for all
auralization efforts using binaural technologies, but the effect is most prominent in an AAR
environment. A comparison of the perceived sound events in real space with the virtual
sound events is always possible in AR scenarios. The cognitive model of the environment
created by experience is continuously updated and, in our brain, compared with the virtual
auditory events [23]. As a corollary to this model of spatial hearing, judging such systems is
conventionally done via listening tests. As, in most cases, no reference is available, listening
test paradigms as known from audio coding to evaluate audio quality [24,25], etc. cannot
be used.

This paper gives a summary on a specific AAR system which is used at the Technische
Universität Ilmenau as a research demonstrator. The system is one possible technical
realization to address some of the challenges in spatial listening. The main components of
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the system are a psychoacoustically motivated spatial provision of the needed BRIRs in
the walkable area, a synthesis of BRIRs using spatially sparse measurements of the room,
and a real-time processing of the tracking data and filter convolution. The structure of the
paper is as follows. Section 2 describes the system components used in our system in detail.
Section 3 shows the perceptual evaluation of these components. Therefore, the names of
the subsections are identical. Section 4 gives a summary and discussion of open questions.

2. Proposal of a Position-Dynamic Binaural Synthesis System

A basic feature of the presented system is the provision of synthesized BRIR data
sets for discrete positions in the room. These discrete areas can either have a uniform
distribution (e.g., grids with rectangular or triangular grid areas/cells) [26] or a nonuniform
distribution of the single grid cells [12]. The sizes and shapes of the grids are motivated by
psychoacoustic features like localization and distance blur.

A block diagram of the proposed audio system is shown in Figure 2. For each block,
a number is given which is referenced in the text. On the right part of the figure, several
blocks, which include input data to the blocks on the left side, are shown. The numbers in
curly brackets show the connections.

Figure 2. Block diagram of a specific position-dynamic binaural synthesis system including the
provision of BRIRs in the room (100), filter creation (120), and real-time processing (130). The
separated blocks on the right indicate input data to blocks on the left side. The descriptions in the
text refer to the several blocks indicated by the number of each block.

2.1. Spatial Sub-Sampling

In the exemplary audio system, the different BRIR data sets, which are required for
the listener’s movement in the room, are created for predefined discrete areas in the room.
These areas are called cells. The totality of all cells is called grid. Depending on the chosen
spatial resolution, a BRIR data set is valid for one of these cells. A BRIR data set consists
of BRIRs for the left and right ear for all available head orientations and for one audio
object. Only in the center of this area, the BRIR data set corresponds to a correct mapping
of distance and direction to the sound source. Towards the edges, the deviation of direction
and distance cues and thus the reproduction error increases. If the spatial resolution is
chosen to be low, perceptible errors will increase. The shapes of these cells can be uniform
in the sense of a position-independent shape, for example, quadratic. However, the shapes
of the cells can also be nonuniform in the sense of a position-dependent shape.

The use of a uniform grid is not very good at taking perceptive inaccuracies in
localization [27] and distance perception [28,29] into account. Furthermore, it was shown
that for a range of signal types a uniform positional BRIR grid requires a 5 cm resolution
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or higher to provide a smooth transition without noticeable discontinuities [26]. If the
listener is very close to the virtual audio object, a high spatial resolution must be selected
to minimize perceptional errors. However, this high resolution is unnecessary at greater
distances from the source which allows a reduction of the required number of BRIRs. The
approach which is discussed here is called Maximum Allowed Error Method (MAEM) and
was developed by Georg Götz and Samaneh Kamandi [30].

The MAEM (see block 100 in Figure 2) describes a method to parameterize the size
and shape of an area in the listening room which is represented by one BRIR data set. The
parameterization is motivated by perceptual thresholds in spatial hearing. Figure 3 shows
the principles of localization blur and distance blur in the horizontal plane. If a sound
source is perceived from a certain direction and distance, the acoustic position of this sound
source can change within certain limits without changing the perception of direction and
distance. The displacement is inaudible. In a similar way, other sound sources located in
this range are perceived from the same direction and distance. The size of this range is
determined by the just noticeable differences (JNDs) for direction and distance perception
of the direct sound of the source. If a fixed localization blur or minimum audible angle (e.g.,
5◦) is assumed, the density of the cells (in the sense of the width of the cells) should increase
at small distances to the source and decrease at larger distances. The situation is similar
regarding distance blur. For small distances, the density (in the sense of the length of the
cells) should be higher than for large distances. This approach leads to a grid of nonuniform
cells which can effectively reduce the number of BRIRs required without causing increased
errors in direction and distance perception. An extension of this approach could also
consider the reflections to determine the JND and not only the direct sound.

Figure 3. Localization blur (left), distance blur (middle), and assembled cell (right) in the horizontal
plane. A displacement of the reference (black speaker symbol) by an angle or distance below the
threshold is inaudible (light gray symbols), whereas a bigger displacement is audible (dark gray
symbols). An area or cell is formed where no displacement is audible (after [30]).

The maps generated by the MAEM approach are based on a Voronoi diagram (Figure 4).
First, a floor plan of the room can be loaded as 1 bit graphic (blocks 101 and 161 in Figure 2).
In the immediate proximity of the walls, the calculation of the cells can be influenced by
specifying a minimum wall distance (162). Acoustic influences of a very close wall cannot
be represented, as in the process of filter creation (120) all BRIRs are extrapolated from
only one measurement recorded in the middle of the room. The minimum wall distance
therefore represents a distance from which no new cells are generated and thus no new
BRIRs are made available. A minimum grid size (165) can be specified to avoid unnecessar-
ily small cells, especially near the sources. The MAEM approach calculates the possible
distances of the individual cells starting from the source position (163), using a minimum
source distance (164), the maximum allowed distance change (166), and the maximum
allowed angular change (167). Specifying a minimum source distance prevents too small
and too many cells in the immediate proximity of the source. The maximum allowed
distance change is the main parameter for the calculation of the map and it represents the
distance blur described above and shown in Figure 3. The second main parameter is the
maximum allowed angular change (167) in degrees which corresponds to the minimum
audible angle (see Figure 3).

Figure 4 shows examples of nonuniform grids based on a Voronoi diagram. The
main parameters for generating the grids are the maximum allowed angle error α and the
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maximum allowed relative distance change d: Grid 1 α = 5◦, d = 0.25; Grid 2 α = 10◦,
d = 0.5; Grid 3 α = 15◦, d = 0.75; and Grid 4 α = 20◦, d = 1.0. The distance parameter
for Grid 1 is based on results from Spagnol et al. [10] where distance blurs of d = 0.25
were found. The angle parameters are estimates which have been collected from the
literature [11,27] . It is assumed that the localization blur ranges from 1◦ to 10◦.

The output of MAEM (100) is the provision of a list of all possible listening positions
for each audio object (111). For the MAEM approach a listening position map (grid) for
each object and the spatial positions of the individual cells are provided. The map is used to
assign the listeners position in the room to the correct BRIR filter selection in the real-time
processing block (130). The cell positions are needed for the filter creation (120).
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Figure 4. Examples of nonuniform grids for a quadratic room and frontal sound source (x); f.l.t.r.:
Grid 1 α = 5◦, d = 0.25; Grid 2 α = 10◦, d = 0.5; Grid 3 α = 15◦; d = 0.75; and Grid 4 α = 20◦,
d = 1.0.

2.2. BRIR Synthesis

A set of BRIRs must be provided for each possible listening position. If a dataset of
BRIRs is measured, e.g., with a head-and-torso-simulator at one or few selected positions
in a room, then BRIRs for further positions can be generated by interpolation and extrapo-
lation. In our group we pursued two different approaches for that which are presented
below. The first approach is based on a quite strong simplification and thus allows for an
efficient implementation. The second approach manipulates more details with the goal
to provide a better quality. Section 2.2.3 adds further functionality to both approaches in
order to add sound source directivity.

2.2.1. Constant Reverberation

This first approach is based on the simple idea to keep the reverberation constant
throughout the different positions. There have been several earlier studies, like that in [31],
indicating that around 50 ms after the direct sound, at least in small rooms the reverberation
can be kept constant for direction-dependent reproduction. It was shown that at least for
an approaching motion towards a virtual sound source a simple adjustment of energy of
the direct sound according the distance to the sound source was sufficient to achieve a
plausible reproduction. Moreover, it was perceived as plausible as the original set of BRIRs
measured along the walking line [17,32].

The basic idea to keep the reverberant part constant is not new, but due to its simplicity
a very interesting one. However, it is likely that it has its limitations and will deliver
perceptually satisfying results only under certain conditions. For this reason, we started to
investigate this approach for the given application scenario of synthesizing BRIRs for an
AAR-system with 6-DoF. So far, two studies have been conducted for the case of walking
towards and away from a virtual loudspeaker in two different rooms with a similar size
but quite different reverberation times (RT60 of 0.27 s and 1.0 s). In both cases, using
the reverberation measured at one position of a considered walking line, keeping the
reverberant part of the BRIRs constant over the different positions did not significantly
reduce the plausibility. Two different cases of direct sound were taken into account. In one
version, the direct sound originally measured at all the different positions was used. The
other version was built on the measurements from one specific position in the room. BRIRs
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for other positions were created by simply adjusting the level of the direct sound. Both
realizations were perceived as plausible as the original fully measured set of BRIRs. More
details about the experiments are provided in Section 3.2.1.

In both experiments, the translation line with a length of 2 m was located in front of
the loudspeaker. Therefore, it remains an open question whether this very simple approach
still creates convincing results for the cases of walking past and behind a virtual sound
source. For these cases, the source directivity has to be considered when modeling the
direct sound. Moreover, there is still a lack of knowledge about the perception of room
acoustical details and their relative changes for the cases of low direct sound energy.

2.2.2. Acoustical Shaping

Acoustic shaping describes an approach to adapt a BRIR by changing single distant
dependent acoustic parameters. The aim is to reach perceptual suitability of the synthesized
BRIRs regarding spatial auditory perception. The basic idea is to change the acoustic
structure of the early reflections of measured BRIRs based in a shift of the initial time
delay gap (ITDG). The ITDG is the time between the incoming direct sound and the first
reflection. The ITDG is a distance-dependent acoustic parameter. The ITDG is small for
distant sources and bigger for closer ones. Figure 5 shows this distance dependency of the
ITDG if the first reflection is a ground reflection.

Figure 5. Principle of the distance dependency of the initial time delay gap (ITDG), with dDx . . .
distance of direct sound, dRx . . . distance of reflection, ∆dx . . . distance of the ITDG; (after [15]).

The principle of filter shaping (122) based on a manipulation of the ITDG is shown
in Figure 6 as a block diagram. The presented approach is based on the work from
Füg et al. [15], and it uses one measured data set of BRIRs at one position in the room.
Depending on the new listening position and head orientation to be calculated, the BRIRs
corresponding to the new yaw orientation are selected from the recorded data set. The
BRIRs are split into a direct part, the early reflections, and the late reverberation. The
transition point between early reflections and late reverberation is defined by the perceptual
mixing time [31] of the auralized room. The mixing time defines a point in time of a BRIR
after which its content is perceptually independent from the head pose or the position
in the room. The beginning of the early reflections is defined by the choice of the time
index which is (0.1 · ITDG) before the first reflection. The samples within the defined
area of early reflections are now rearranged in time regarding the distance dependency of
the ITDG. Therefore, the time of the first reflection is changed depending on the distance
between source and listening position. In the presented case, the ITDG change originates
from a measurement in a TV studio at our university (TU Ilmenau), but it can be adapted
for a specific room or geometric arrangement. If a BRIR for a closer distance than the
recording position is needed, the samples before the first reflections are stretched in time
while the samples up to the mixing time are compressed in a linear manner. If a greater
distance is desired, it behaves in the opposite sense. The last adaptation is a change of the
energy of the shaped BRIR depending on the new distance following the inverse-square
law for energy distributions.
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Figure 6. Block diagram of the synthesis approach adapting the initial time delay gap (ITDG) and
using BRIRs of one measured position.

Figure 7 shows the ITDG-approach exemplarily on a BRIR shaping for a measured
BRIR at approximately 4.2 m and a new BRIR at approximately 1.6 m. For clarity of
the figure and approach, the traveling time between source and listening position is
shown for the new BRIR and the measured BRIR is shifted to this time in the figure. In
a real scenario, BRIRs would also be shifted along the time axis. In the case shown, the
measured BRIR would have a longer traveling time than the closer, new BRIR. Furthermore,
no distant-dependent energy adaptation is shown. The area where the BRIR is manipulated
is indicated as a box in the figure. It covers the first reflections up to the mixing time
(endpoint). Within this range the first reflection (usually the ground reflection) is detected
and the ITDG is determined. According to the new distance all samples are mapped to
their new times using a linear compression and expansion characteristic curve within the
range of the early reflection. The transition point of the two curves is the time of the first
reflection. The first curve shifts all samples before the first reflection, the second shifts all
samples after the first reflection until the mixing time. In terms of Figure 7, the samples are
compressed before the first reflection and expanded afterwards.

The yaw orientation is realized by selecting the corresponding direct sound of the
measured or otherwise calculated BRIRs. An improvement can be realized by including
an interpolation of the direct sound to synthesize a finer yaw resolution for example. The
intensity of the direct sound and reverberation sound is adapted according to the new
synthesized grid position.

Figure 7. Shaping of a BRIR based on the initial time delay gap (ITDG) as an exemplary illustration.
The box indicates the audio samples of the early reflections which are manipulated. Dashed lines
indicate direct sound, first reflection, and endpoint of manipulation. A distant-dependent energy
adaptation is not shown (figure after Füg et al. [15]).

The assumption of this ITDG-based approach is that the detected first reflection is
suitable for a distance adjustment. This is the case if it corresponds to a ground reflection,
for example. It is not the case if the detected reflection is a wall reflection directly behind
the measured sound source on a line from source to measurement position. In this case, the
determined ITDG is not distance-dependent. The challenge lies in correctly determining the
first valid reflection. Furthermore, the adjustment of the BRIR causes a more or less strong
change of the total time range of the early reflections and thus a change of the acoustic
mapping of the room. In detail this means that, e.g., with the synthesis of a closer position
the ITDG is correctly enlarged but also that the later early reflections are also shifted in
time. In general, this is justified by the change of location in space. However, it does not
correspond to the actual change of the reflection pattern. However, it is conjectured that
the validity of this approach is due to the ability of preserving the overall relative structure
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of the occurrence of the reflections. Timbre characteristics of the single early reflections are
conserved which keeps the synthesis plausible (see Section 3.2.2).

2.2.3. Sound Source Directivity

For both presented approaches of creating BRIRs for additional listening positions, an
adequate modeling of the direct sound with its directivity is essential, as it is also relevant
for the progress of the DRR within a given listening area. The shaping of the ITDG described
in Section 3.2.3 does not include a correct representation of the sound source directivity
(SSD) pattern. The BRIRs of the measured position contain the directional characteristics of
the sound source at that position. If these BRIRs are used to synthesize another position
in the room, the directional characteristics remain unchanged. A correction is therefore
desirable, to minimize the physical and the perceived differences between the measured
and synthesized BRIRs. This is expected to result in a more plausible listening experience.

The shaping algorithm is therefore enhanced in a further implementation and study.
An additional processing step to consider the SSD is shown in Figure 8. A predefined source-
directivity pattern of the sound source used for the measurements is taken into account to
vary the direct sound part of the BRIRs. In this setup, a Geithain MO-2 loudspeaker is used
for the measurements. The frequency and angular-dependent changes in the amplitude for
different orientations are adopted for the calculations of the extrapolated BRIRs. For that,
the algorithm determines the angular relation between the position of the loudspeaker
to the measurement position and to the synthesis position. The amplitude of the direct
sound part of the BRIR at the position to be synthesized is then boosted or attenuated
according to the change in amplitude in the pattern between these angles. Additionally,
the inverse distance law is applied to take care of the different distances to the position of
the loudspeaker. Further details are described in [33].

Figure 8. Block diagram of the synthesis chain to include directivity patterns in the ITDG-
shaping approach.

The evaluation of physical parameters shows an improvement in the deviation of the
direct to reverberation energy ratio (DRR) between a measured reference BRIR and the
synthesized BRIR considering the SSD in comparison with BRIRs not considering the SSD.
Figure 9 shows a heat map to display the deviations. In an investigation using the position
“D1” for measurement for the most synthesized positions deviations smaller than 2 dB
are reached. Especially for the positions off-axis to the sound source, an improvement is
seen. However, the reduction of the DRR deviation is in a range from 0.5 dB to around
4 dB dependent on the difference between the synthesized and measured position. The
deviations are mostly within the JND for the examined DRR range and therefore are
not perceptible.

Even though good results for the DRR deviations are reached, there is still room for
improvement. The perceived differences, shown in Section 3.2.3, are probably based on
other physical parameters. Further research should, for example, investigate whether
changes of the first reflections and the reverberant parts of the BRIRs due to SSD need to be
considered for the calculations as well to address spatial perception and coloration effects
in more detail.
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Figure 9. Deviation of broadband DRR between synthesized and measured BRIRs for incidence
angle of 30◦. Left the results for BRIRs without SSD consideration, and right with SSD consideration
are shown. The Black dot represents the measured position for the synthesis “D1”, active source “S1”
is placed 1 m below of position “A2”.

2.3. Real-Time Processing

Real-time convolution for binaural synthesis requires low delay in order to keep the
overall system latency (SL) below perceptual thresholds. When the latency is above a
certain threshold, static sound sources will no longer be stable when the listener moves
his head. Therefore, high SL can be a cue for listeners to detect whether a sound source is
real or virtual. For dynamic synthesis considering head rotation, Lindau [34] mentions a
threshold for SL around 100 ms. The measured thresholds depend on the signal and the
test paradigm which is used for testing.

For pose and position dynamic systems in AR, additional parameters become evident:
Typically, visual cues are available as reference for the virtual sound sources which could
lower the SL threshold depending on the positional and temporal precision of the visual
cue in terms of a temporal and spatial Ventriloquism-effect [35]. However, the presence of
a visual object may increase sensitivity to latency effects, as matching can always take place
especially in an AR scenario. When the listener is able to change his position in addition to
head movements, higher movement velocity and acceleration are expected in comparison
to head movements only. No studies could be found on this subject.

In case of BRIR rendering, long filters have to be convolved with the source signal
in real-time for several sound sources at the same time. The state-of-the-art solution
for this use case is a blocked convolution (overlap-add or overlap-save) with uniformly
partitioned filters. This solution is significantly faster than using non-partitioned filters, but
the computational complexity increases linearly with increased filter size and decreased
block size. In case of limited computational power, a compromise between filter length and
block size (which directly relates to the delay induced by the convolution) has to be found.
To overcome this limitation, filters can be partitioned nonuniformly (e.g., short segments for
the direct sound and early reflections and long segments for the late reverb). The drawback
of this solution is the implementation effort, because each sub-convolution needs to be
scheduled correctly. This may require fine tuning to a specific hardware configuration [36].

Another way to reduce the computational load is to make use of the perceptual mixing
time [31]. Depending on the room volume, this value can range between 30 to 100 ms [31].
It has to be noted that these values were only evaluated for a change of the head orientation
but not position. This means that only parts of the filter have to be exchanged when the
listener moves around or changes his head pose. Even though this reduces the amount
of data which needs to exchanged, the load for the convolution itself remains the same.
Meesawat and Hammershøi [37] conducted a small study considering different source and
receiver positions in the room. For this specific room and these positions, they mention a
time frame of 40 to 60 ms after which the BRIRs could be exchanged without perceptual
consequences. However, the listening positions were always located in a close distance in
front of the (virtual) loudspeaker. In 6-DOF scenarios, listeners can also walk to positions
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with very low direct sound energy. In such cases, listeners may be more sensitive to small
changes in the room acoustics.

When BRIRs are not precomputed, additional processing power is needed to syn-
thesize or simulate them on-the-fly. While real-time capability depends on the specific
algorithm in the first place, some techniques to save processing power can be applied to
any algorithm. One of these techniques could be the aforementioned Maximum Allowed
Error Method. Filters for a new position only need to be generated when a perceptual
difference is expected. Another technique could be the prediction of listener movement.
As we cannot change our position arbitrarily fast, some movements can be predicted and
thus corresponding filters can be computed dynamically. This might increase the overall
number of calculations, but it would help to balance the processing load. When the listener
moves and the prediction was successful, a new filter only needs to be loaded instead of
being computed rapidly. As a result, BRIR computation can run at a constant pace without
strong load peaks.

For the systems and experiments described in this article the partitioned convolu-
tion and filter management was realized with the open source Python tool pybinsim [38].
It is based on uniformly partitioned convolution with the overlap-save approach. In the
different setups, the block size was either 256 or 512 samples at a sampling rate of 48 kHz

3. Perceptual Evaluation

This section addresses the evaluation of the approaches and methods described in
Section 2. The focus is on the quality assessment of individual quality features as well as of
the overall impression of position-dynamic binaural synthesis.

3.1. Spatial Sub-Sampling

The main aim of the evaluation was to investigate the occurrence and perception of
unanticipated events while walking. By this we assumed to find errors caused by different
spatial resolutions of the provided grids. One sound source position outside the walkable
area was synthesized playing a music or speech audio signal. The creation of the BRIRs for
each grid cell was based on the ITDG-shaping approach described in Section 3.2.3. A BRIR
data set from the mid position of the walkable area with a yaw resolution of 5 degrees
was applied. A KEMAR dummy head was used for the measurement. The perceptual
evaluation was performed for different quality features and for four different grids with
different spatial resolutions as shown previously in Figure 4. In addition to single quality
features, the evaluation also included the rating of the overall impression. The individual
features included localization, externalization, and timbre perception. The ratings of
21 test persons with a mean age of 29.1 years (standard deviation 8.2) have been used for
the evaluation. Fifteen of 22 participants (five women and 17 men) were experienced in
listening tests and ten persons had special experience with binaural synthesis systems.

The task for the test persons was to walk twice along a given path through the
accessible area. The mean walking speed was at 0.4 m/s, with a length of the whole path
of 48 meters. After passing the path, the test persons had to evaluate the quality features
externalization, ability to localize the auditory event (LA), the stability of the position of
the reproduced audio object (LS), the coloration during movement (CO), and the overall
impression (OI). Quasi-continuous rating scales have been used for OI, LA, and LS with
the extremes “poor” as minimum and “very good” as maximum. For CO the endpoints
are “strong coloration” and “no coloration” . A discrete three-point scale with “in-head”,
“outside but close to the head” , and “outside the head” was used for externalization.

Figure 10 shows the ratings for the externalization as index. The index is the ratio of
the number of ratings for “outside the head” and the overall number of ratings. When
using the grid with the highest resolution (Grid 1), high externalization indices close to 1
are visible. The indices decrease continuously but slightly to a value of around 0.75 when
less high-resolution grids are used. Figure 11 shows the ratings for the individual quality
features and for the overall impression on the music signal. The best ratings can be found
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for Grid 1. There is a tendency for lower valuations to be given for the less resolved grids.
The interquartile distances tend to rise slightly for Grids 3 and 4. This indicates that the test
persons are less in agreement if grids with lower resolutions are used. Only the results for
the music signal are shown here, as this was evaluated as more critical in comparison to
the speech signal. The ratings for the speech signal show a very similar trend, with slightly
better ratings across all quality features.
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Figure 10. Externalization as index with 95% conf. interval; left: speech, right: music.
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Figure 11. Ratings of quality features for the different grids and for the music signal as violin plots
including box-plots; OI. . . Overall Impression with 0 = poor and 100 = very good, LA. . . Localization
Ability with 0 = poor and 100 = very good, LS. . . Localization Stability with 0 = poor and 100 = very
good, CO. . . Coloration with 0 = strong coloration and 100 = no coloration.

Overall, it must be noted that relatively high quality ratings have been given for both
the overall impression and the individual quality features with respect to the reduced
spatial resolution of the grids. However, it must be made clear that perceived quality also
depends on the type of application and test paradigm. For example, a test scenario with a
direct comparison of real and virtual sources with the intention of testing for authenticity
would most likely lead to a much more critical evaluation [1].

3.2. BRIR Synthesis

Different approaches to synthesize BRIRs have been presented in the previous sections.
The methods based on constant reverberation, acoustical shaping, and the integration of
the sound source directivity are discussed below.

3.2.1. Constant Reverberation

The idea to keep the whole reverberation part of the BRIRs constant when the listener
changes the position is a very simple approach which is very efficient with regard to
the required calculation power and memory. The physics actually occurring for listeners
walking through a sound field are roughly approximated. This is likely to cause audible
drawbacks and inaccuracies. In contrast, it is also known that listeners are not sensitive to
all the small physical details in such scenarios. Moreover, a perceptually indistinguishable
replication of the real sound field is not required in all applications. For this reason,
it is necessary to define the desired perceptual quality before designing a reproduction
system with an adequate, efficient synthesis method. In addition, a suitable test method
for a perceptual evaluation of the proposed approach for simplified binaural rendering
is required.

The minimum demand in terms of perceptual quality is the creation of a plausible
auditory illusion. Plausibility refers to the agreement of the auditory impression with
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an internal reference [39]. Lindau and Weinzierl [40] proposed a method to evaluate the
plausibility of auditory illusion created with binaural synthesis by randomly providing the
binaural version or its corresponding real version and asking the participants in a Yes/No
test paradigm whether they are listening to the simulation or not. However, for practical
reasons this method requires taking the occlusion effect of the headphones into account.
This can affect the quality of the auditory image of the real sound source as well [41].

The occlusion effect of the headphones could also dilute the perceptual differences
between different approaches to simplify a BRIR data set for a perceptually optimized
reproduction. For this reason, a different method to evaluate plausibility was needed. One
idea was to ask for it directly. Especially inexperienced subjects often indicate that they
are not sure about their own criteria for plausibility. For this reason, further questions
were added to evaluate the quality of the auditory illusion [17,32]. Besides plausibility the
participants had to rate externalization, continuity, sound source stability, and impression
of walking towards (and away from) a sound source in a multi-attribute absolute cate-
gory rating. Direct comparison between the different test cases was not possible within
this experiment.

In the experiment, Neidhardt et al. [17] realized an interactive approaching motion
towards a virtual loudspeaker and away from it with a BRIR data set measured with a
positional resolution of 25 cm. Additionally, systematic simplifications were applied to the
originally measured BRIR data set. One of the approaches was to replace the reverberation
parts of all BRIRs in the data set by the reverberation tail of BRIRs from one specific position
on the line. Thus, the naturally occurring changes in the early reflection pattern between the
different listening positions were removed in this reproduction. Another approach, further
simplifying the synthesis, used the BRIRs from one position and kept their reverberation
constant over the various listening positions. Only the energy of the direct sound was
adjusted according to the energy progress of the direct sound in the measured data set.
Consequently, the changes of the ITDG and of the early reflection patterns between the
different listening positions were removed in this realization. Still, the listeners perceived
this scene as plausible as the originally measured data set. As expected, there was generally
a strong correlation between the ratings for the impression of walking towards a sound
source and plausibility. Furthermore, all other attributes correlated more with plausibility
than with any other attribute. The simplified scenes with constant reverberation and also
with the very simple modeling of the level of the direct sound were perceived as plausible
as the scene based on the originally measured BRIR data set. The ratings for the plausibility
of the created auditory illusion were not affected by this simplification. The same was
observed for the other attributes.

This first experiment was conducted in a quite dry listening laboratory with a reverber-
ation time RT60 = 0.27 s. To verify this observation, a similar experiment was conducted
in a more reverberant room, a seminar room with a reverberation time RT60 = 1.0 s. Again,
the realization based on a constant reverberation and an adjustment of the direct sound
level was rated with the same plausibility as the realization with the BRIR data set origi-
nally measured in this room [32]. The simple reproduction was realized in two different
versions based on the BRIRs of two different positions, 1.25 m and 3.25 m, from the sound
source. For both versions, the ratings for plausibility did not vary significantly from the
original measured BRIR set.

So far, the constant-reverberation approach has only been evaluated for the case
of walking towards and away from the sound source in a close distance in front of a
loudspeaker. The case of walking past a sound source requires the consideration of the
source directivity, when modeling the direct sound. This will not only affect the progress
of its total energy, but also its spectral content because directivity is typically frequency-
dependent. One approach could be the one proposed by Sloma et al. [33], which is
discussed in Section 2.2.3. Additionally, it remains open, whether the sensitivity to changes
or a lack of changes in the early reflection pattern increases if the listener walks past and
behind a sound source, where the direct sound energy is low.
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3.2.2. Acoustical Shaping

A listening test has been conducted to evaluate the ITDG-based BRIR synthesis ap-
proach described in Section 3.2.3. The ability of the technical system to create a plausible
auditory augmented reality is indicated by evaluating single quality features. Figure 12
shows the rating scales and names of the single features.

Figure 12. Rating scales for externalization, overall impression, localization ability, and stability.
Scale design on the right from Jekosch-Bodden named in [42]. The designation of the upper scale
with two quality features is only for this figure. In the evaluation, each feature was evaluated with its
own scale.

The feature externalization describes the perception of an auditory event outside
the head of a listener. This feature is assumed as critical if a spatial fusion of the virtual
audio object and a real (visual) object in the room is aspired. Furthermore, this feature
is strongly affected by the so-called room divergence effect which describes a decrease
of externalization if the synthesized audio object does not fit to the expected auditory
environment [22]. The localization ability is defined as the ability of the test participants to
perceive a direction of the auditory event. The localization stability describes if the event
is stable at a fixed position in the real room during the movement of the participant. An
effect on stability is expected by the relatively low grid and yaw resolution. The individual
overall impression can be rated as a further feature.

A discrete three-point scale is used for externalization with the naming “in-head”,
“outside but close to the head”, and “outside the head”. An extended continuous scale
from Jekosch and Bodden is used for the other features (scale details in [42]). This scale
type takes into account the fact that test participants tend to avoid using extremes on rating
scales. The scale therefore provides extended scale categories at the lower and upper ends.

The test persons have to move on predefined paths through the auralized grid and rate
each of the four paths (see Figure 13). The paths are selected to cover close/far distances to
the virtual audio object, rapid/slow change of the relative angle between head and source
position, front/back head orientations to the audio object, and most critical switching of
the filter functions for the different grid positions.

Figure 13. Auralized setup used for quality evaluation; Left: marked are the measurement points of
BRIRs used for ITDG shaping and for the interpolation approach. Right: walkable paths (I to IV)
used in the evaluation (data from the work in [43]).
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An empty office room with dimensions 4.8 m × 4.7 m × 3 m and a reverberation
time of ~0.5 s has been used for the recordings and as listening room for the test on
system viability [43]. A HTC VIVE-based tracking using the HTC VIVE tracker [44] has
been used for position and pose estimation. An extra-aural headphone has been used for
playback [45]. The transfer characteristic of the positioned headphone was equalized using
a KEMAR dummy head (same one as for the BRIRs measurement). Figure 13 shows the
setup used in the quality evaluation of the BRIRs synthesis. The left part of the figure shows
the measurement points of BRIRs used in the ITDG shaping. Furthermore, an additional
approach was investigated, which creates new BRIRs from a weighted interpolation of
three measuring points. In this approach, the BRIRs are shifted in their traveling time to
the new position. The time range of the early reflections is separated from all three BRIRs
and is interpolated in time domain. The weighting of the interpolation results from the
distance of the new position to the measured positions. The direct sound component as
well as the late reverberation for the new position is taken from the nearest measured BRIR.
Finally, an energy adjustment of the direct sound component, the new interpolated early
reflections, and the late reverberation takes place. This approach is mentioned here only
briefly, and it is referred to in the literature [2,43]. In the experiment, BRIR data sets have
been provided for a quadratic uniform grid with an edge length of 0.5 m. A reference
system was established for which BRIR measurements at all intersections of the grid have
been performed. The yaw resolution was 5◦ for all systems under test. The right part of the
figure shows the walkable paths for evaluation.

Eighteen test persons with a mean age of 29 years (SD = 9) participated in the test.
The ratings for externalization are shown as indices in Figure 14 for the different systems
under test and investigated paths. The index is the ratio of the ratings for a perception of
an auditory event outside the head (outer circle in Figure 12) and the overall number of
ratings. No differences in terms of a significance level with p < 0.05 between the used
BRIR synthesis systems or evaluation paths have been observed. However, there is a trend
towards higher indices for path II and smaller indices for path IV. Path II includes the
largest distance from listening positions to the source position as well as the presentation of
the sound source from a lateral direction. Effects due to the relatively low spatial resolution
of the grid are less significant due to the high distance. Furthermore, the perceived
externalization of lateral sound sources is higher compared to frontal presentation. Path
IV, on the other hand, includes close distances to the source and a predominantly direct
frontal or rear source position.
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Figure 14. Externalization indices for the systems and paths with 95% binomial confidence intervals;
Ref.: reference, ITDG: initial time delay gap, Intp.: interpolation (data from the work in [43]).

The overall impression is rated in the range of “good” (scale points > 4) for the systems
and the paths (see Figure 15). Bigger differences are observed for paths I and III. These
paths are most critical in terms of jumps in the perceived position of the auditory event
caused by the low grid resolution at close distances to the audio object position. The
synthesis approach using interpolation between BRIRs from three measurement positions
was evaluated compared to the ITDG approach and the reference. The interpolation of
the early reflections causes a change of the early reflection pattern compared to measured
BRIRs. This is especially reflected in changes in the timbre of the early reflections. Other
approaches which consider a maintenance of the reflections give reason to expect better
quality ratings.
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Figure 15. Boxplots for Overall Impression (OI) rated on the scale shown in Figure 12; Differences
between distributions with p < 0.2 using a Wilcox-test are indicated; scale labels: 0 = extremely bad,
1 = bad, 2 = poor, 3 = fair, 4 = good, 5 = excellent, 6 = ideal (data from the work in [43]).

The stability of the perceived position of the auditory event is shown in Figure 16.
Differences are visible between the paths and some systems. Paths I and III show lower
grades compared to the other paths. These paths are assumed as most critical because of
the close distance to the source and the low grid resolution. Especially at small distances
and when moving diagonally through the grid, high errors in the perception of distance
and angle changes are to be expected here. No statistical differences (p < 0.05) between
the synthesis systems or evaluation paths are observed. Only slightly bigger interquartile
distances for the interpolation approach compared to the ITDG approach are visible. The
overall good localization ability at a scale value of “4” is the result of the usage of the
unchanged (except of an intensity adaptation) direct sound of the recorded BRIRs.
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Figure 16. Box-plots for Localization Stability (LS) rated on the scale shown in Figure 12; Differences
between distributions with p < 0.2 using a Wilcox-test are indicated; scale labels: 1 = instable,
5 = stable (data from the work in [43]).

3.2.3. Sound Source Directivity

The influence of adding a directional characteristic to the sound source was investi-
gated in a listening test. Thereby, a data set of measured BRIRs was adjusted to correspond
to a different position in the room. The BRIR synthesis from Section with the enhancement
described in Section 2.2.3 was used for this purpose. The measured position corresponds
to position “D1” in Figure 13. The loudspeaker used for the measurements was a Geithain
MO-2. The directivity characteristic of the loudspeaker was simulated with the software
VituixCAD [46] using data from the technical specifications of the loudspeaker. Of course,
this is just a coarse approximation of the real speaker.

Eighteen listeners (14 male and four female) participated in a comparison test to rate
the overall difference on a 6-point scale. The new synthesized positions “A2”, “C2”, “C5”,
and “D2” with and without directivity correction had to be compared with a reference,
which was the real BRIR measurement at this position. The listening test was conducted
without tracking of the head orientation, and therefore the participants had to stand on
a specified position and were requested to listen without rotation of the head. A music
and speech sample were used as audio content to auralize the measured and synthesized
BRIRs for evaluation purposes. An analysis of the ratings using a Wilcoxon test showed no
difference (p < 0.05) between the audio content, which were therefore evaluated together.
Figure 17 displays the results for an incidence angle of 30◦ and the positions “A2”, “C5”,
and “D2”. A value of “0” indicates that there was no perceptual difference. The higher the
value, the higher was the difference between the auralizations of the synthesized and the
measured BRIRs. The ratings of the test participants show a clear decrease of the perceived
overall difference when the SSD is included (D-1M) compared to the results without the
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inclusion of the SSD (1M). The stimuli without directivity correction reach a median of 3.5
to 2 scale points compared to a median of 1 to 0 for the stimuli with directivity.

The evaluation showed that the integration of the SSD results in an auralization,
which differs to a lesser degree from the original BRIR and therefore provides an enhanced
listening experience. A more detailed description of the experiments and their results is
discussed in [33].

Figure 17. Perceived overall difference between the synthesized BRIRs and the measured BRIRs for
two synthesis methods, without (1M) and with (D-1M) inclusion of the SSD, and for the synthesized
positions “A2”, “C5”, and “D2” for an incidence angle of 30◦. A value of “0” indicates no perceptual
difference and “5” a very high difference.—*** p ≤ 0.001, * p ≤ 0.05 (Wilcoxon signed rank test).

4. Discussion

This paper gives an insight into an audio system for the creation of an Auditory
Augmented Reality (AAR) environment. Single system components were described, which
are motivated by human spatial hearing. The objective is to minimize the technical effort
while maintaining sufficiently good spatial auditory perception in an AR scenario. Specifi-
cally, methods for BRIR synthesis were presented that create new listening positions in a
room based on very few measurements. The evaluations of these methods show that the
spatial audio quality remains comparable to reference measurements and allows a high
plausibility of the generated listening environment for a moving listener. Furthermore, a
method was presented that optimizes the spatial deployment of BRIRs in space based on
spatial auditory perception. This makes it possible to significantly reduce the number of
BRIRs required without causing disruptive effects on auditory perception.

While the techniques described in this paper show significant progress towards the
goal of a plausible synthesis of auditory events in an augmented reality, another important
goal of such developments is not yet reached: “What is necessary to enable AAR systems,
e.g., for consumer devices in a way that the illusion is perfect for every user?” While the
authors are not aware of any technical systems which fulfill this goal, there are known
limitations in our work, too.

The methods presented here interfere strongly with the structure of the BRIRs. Never-
theless, the evaluation shows that the perceived spatial audio quality is only moderately or
partly not affected. It seems that essential characteristics and features are preserved even
in the modified BRIRs. Further research in this area to determine relevant acoustic features
and feature combinations which are used to build up a cognitive auditory model of our
environment seems essential.

Our proposed algorithms can never extrapolate the first reflections correctly, but the
negative impact seems to be weak in our listening tests. This observation questions the
importance of first reflections in perception of the room. First reflections can have an
influence on the perceived direction, timbre perception and coloration, apparent source
width, and others [47]. A study by Brinkmann et al. claims that rendering the first six
reflections is sufficient to minimize the overall difference compared to an auralization
containing all reflections [48]. However, these study data are based on image source
models and shoe-box-shaped rooms which may differ from the acoustics in real rooms.
The perceptual metrics in our listening tests suggest that the effect of acoustically authentic
reproduction of the first reflection on externalization is small. This could be an explanation
why our approaches are good regarding this quality feature. However, it remains open
to what extent these results can be generalized. However, it is a strong conjecture that
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essential patterns of the auditory space are preserved in the adapted BRIRs to ensure a
high match with the internal representation of the room in the auditory system (cognitive
model of the room). The endeavor to answer these questions are of interest for our further
research to cover also larger areas to be synthesized, rooms with complex geometries, and
for all types of audio signals. Observations may also differ with the tasks set to the listener
and the complexity of the listening scenarios.

The presented work still leaves other open questions:

• What is the influence of room modes regarding the measurement positions (avoided
in the current measurements)?

• How do the two proposed methods compare to each other and to other approaches?
We have substantial data on our approach, but a comparison to other approaches lacks
standardized test methods. A measurement based approach like the one described in
this paper has always the advantage of a basic match of the filter with the actual room
characteristics, but is this really necessary?

• Can we propose listening tests which measure perceptual thresholds for this type of
auralization? Could this be done using MAEM?

There is definitely much more research to be done in this field. Current results are
promising enough to hope that at some point we will get a simple and highly plausible
reproduction of sound in a room via headphones.
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