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ABSTRACT

While state of the art mobile devices offer multiple options for wireless connectivity, there
are still technical challenges, open research questions, and organisational barriers with
respect to the application of interface bonding techniques in real-world networks such

as 802.11. Several works have already demonstrated the benefit of leveraging Software Defined
Networking towards the interface bonding problem. By centralising bond functions such as link
monitoring and interface selection, the SDN controller is able to exploit its global network view
and dynamically update the bond configuration in responses to changes in link state. These
works are so far limited to small-scale, hardware-based proof of concepts, and a rigorous analysis
of the performance of such approaches has not been provided. Towards this research area, the
work presented investigates robust dynamic interface selection and related performance metrics
for heterogeneous 802.11 device types using Software Defined Networking. Using a custom
802.11 interface bonding framework implemented in MatLab, the performance of the traditional
static approach to bond configuration is evaluated for dual-11ac and heterogeneous 11ac-11ah,
point-to-point interface bonds at Layer 2, under a wide range of applied load scenarios, with
the aim of boosting access speeds over the highly contested wireless last-hop. The static bond
results are then used as a benchmark against which to independently evaluate the performance
of the main thesis reference work: the SDN architecture and decision-making framework for
dynamic MPTCP link selection for dual-802.11 bonds by the authors Nam et al. The simulation
results show that although a substantial performance improvement was seen from the use of the
dynamic approach, the algorithm was unable to protect at all times against the counter-productive
scenario where the bond throughput is reduced below that of the single fastest 802.11 link. To
address the limitations of the contemporary work, a novel, predicted-throughput-based algorithm
for dynamic selection of heterogeneous 802.11 devices is proposed. The algorithm was found to
increase the achieved mean link bandwidth utilisation by 6.16 % and the mean bond throughput
by 0.79%, while guarding against the aforementioned scenario and matching the Nam algorithm
performance at all other times.
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INTRODUCTION

In order to exploit the multiple options for wireless connectivity provided by state of the

art mobile devices, the work presented in this thesis investigates robust dynamic interface

selection and related performance metrics for heterogeneous 802.11 device types using

Software Defined Networking. Several recent works have already demonstrated the benefit of

the SDN approach to interface bonding: by centralising bond functions such as link monitoring

and interface selection, the SDN controller may exploit its global view and dynamically update

the bond configuration in response to changes in link state. However, such works are still limited

to small-scale, hardware-based proof of concepts, and a rigorous analysis of the performance of

the approach has not yet been provided in the relevant research literature. Therefore, towards

the efficient exploitation of device multi-connectivity, the presented work implements a custom

802.11 interface bonding framework in MatLab, which is used to evaluate the performance of

the traditional static approach to link selection for dual-11ac and heterogeneous 11ac-11ah,

point-to-point interface bonds at Layer 2 of the protocol stack, with the goal of boosting access

over the highly contested wireless last-hop. The results are then used as a benchmark against

which to evaluate the performance of the main thesis reference work: the SDN architecture

and decision-making framework for dynamic MPTCP link selection for dual-802.11 bonds by

the authors Nam et al. The test results show that while a significant throughput improvement

was seen, the algorithm was unable to protect against the counter-productive scenario where

the bond throughput is reduced below that of the single fastest 802.11 link. To address this, a

novel, predicted-throughput-based algorithm for dynamic selection is proposed. The algorithm

was found to increase the achieved mean link bandwidth utilisation by 0.79 % and the mean bond

throughput by 6.16%, while providing specific protection against the aforementioned counter

productive scenario, and at least matching the Nam algorithm performance at other times.
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CHAPTER 1. INTRODUCTION

1.1 Thesis Research Overview

The research work presented in this thesis investigates efficient decision-making algorithms and

related performance metrics for the dynamic, policy-driven, and SDN-assisted control of 802.11

interface bonding, with a focus on boosting wireless access over the last hop by aggregating

traditional free-to-use resources such as the 2.4/5 GHz Industrial, Scientific, and Medical (ISM)

bands together with new unlicensed opportunities such as sub-1 GHz, deregulated Television

White Space (TVWS), and 60 GHz milli-metre wave.

1.1.1 The Proliferation of Wireless

Since the worldwide adoption of the smart phone, wireless data communications has now become

an essential enabling technology for the modern way of life. During the current COVID-19

crisis the significance of wireless, as well as our reliance upon it, has increased considerably.

Today it is leveraged to keep global economies moving under lockdown restrictions by connecting

millions of remote workers to their customers, their corporate networks and resources, and to the

Internet. Devices such as smart phones and tablets help connect distanced family members and

friends, and also provides a vital life line for self isolating and/or vulnerable individuals. Mobile

applications are used to track and trace potential carriers and victims, and contactless payments

using NFC help limit the physical transmission of the virus.

However, the adoption of wireless world-wide is still very much an ongoing process. According

to the recent Cisco Annual Internet Report [40], the number of Wi-Fi hot-spots is expected to

grow from 169 million to 628 million between 2018 and 2023, with new 6th Generation Wi-Fi

hot-spots making up 11%. By the same year there will be an estimated 29.3 billion IP networked

devices. Approximately 27% of these will be smart-phones and more than half will be Internet of

Things (IoT) or Machine-To-Machine (M2M) devices.
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1.1.2 The IEEE 802.11 WLAN Standard

The 802.11 WLAN specification [7], better known by the brand name Wi-Fi, is one of the most

widely used and recognisable wireless technologies. Since its first publication in 1997, the

standard has become the globally predominant WLAN technology. Originally intended to connect

hard-to-reach desktops and laptops in enterprise, campus, and residential networks, the killer

application was Internet access. Wi-Fi rode the back of the rapid global uptake of smart phones

and tablets, and has more recently found use in smart speakers, watches, monitors, as well

as various forms of home surveillance and automation. For many the Wi-Fi brand name is

synonymous with wireless data communications, and is usually the first to receive blame when

the perceived Quality of Experience (QoE) becomes less than acceptable.

1.1.3 Wi-Fi Diversification

The 802.11 suite of protocols has since been developed to encompass a wide range of different

frequency bands, transmission ranges, PHY data rates, and target network applications. In the

last decade the traditional 2.4 GHz and 5 GHz Wi-Fi variants have been extended into new

frequency bands such as the 60 GHz milli-metre wave range (802.11ad [11]) for high-capacity,

short-range transmissions, the sub 1 GHz range (802.11ah [13]) targeting low power and long

range for the Internet of Things and wireless sensor networks, and the 6 GHz ITS band (802.11p

[10]) supporting smart vehicles. More information on the 802.11 standard and the different

protocol versions can be found in the background information (Section 2.2.1) of Chapter 2.

Figure 1.1: Heterogeneous 802.11 Technologies [49]
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1.1.4 Increased Multi-Connectivity

The proliferation and diversification of wireless technology has increased the number of con-

nectivity options available to state of the art consumer devices. Take for example the latest

5G-enabled iPhone 12, which still provides backwards support for 4G LTE and as well as legacy

3G CDMA/UMTS and 2G GSM/EDGE services. In terms of WLAN connectivity, there is support

for the new 802.11ax high efficiency standard and legacy compatibility all the way back to the

OFDM and HR-DSSS PHY types defined in 802.11a and 802.11b respectively. The available

WPAN connectivity options include Bluetooth 2.0 and Near Field Communications (NFC). The

different wireless connectivity options for the iPhone 12 and several other popular state of the

art smart phones are summarised in Table 1.1 below.

iPhone 12
Pro Max

Galaxy
S20 FE

Nokia
8.3

Huawei
P30 Pro

5G NR X X X X
FDD-LTE X X X X
TD-LTE X X X X
CDMA EV-DO X X X X
UTMS/HSPA+ X X X X
GSM/EDGE X X X X
802.11 X X X X
Bluetooth 5.0 X X X X
NFC X X X X
GPS X X X X

Table 1.1: Wireless Connectivity Options for State of Art Mobile Devices
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1.1.5 Exploiting Redundant Links

A number of established methods exist for exploiting the multi-connectivity of wired network

devices such as switches and routers, which may be applied to wireless technologies such as

802.11 with varying degrees of success. For example, a common use case for interface bonding is

to improve the reliability and fail-over response of network switches, routers, servers, and VNFs,

in response to a node, server, or link failure. In addition, using kernel-based solutions such as

Linux bonding a mobile user is able to boost link capacity/speed over a highly congested wireless

last hop or end-to-end path.1

Multi-connective
Smart Phone

Multi-connective
Access Point

5 GHz 802.11ac

< 1 GHz 802.11ah

Figure 1.2: Boosting Wireless Access using Point-to-Point 802.11 Interface Bonding

Such solutions operate on top of individual NICs such as the dual Wi-Fi USB dongles illus-

trated in Figure 1.6, using a packet-based distribution of data frames and without requiring

specialist driver interfaces such as ethool, and provide a flexible, technology agnostic alternative

to PHY layer techniques such as 802.11n Channel Bonding and LTE Carrier Aggregation. A

notable practical interface bonding use case was when Apple added support for MPTCP in iOS

version 7, to improve the responsiveness of its Siri voice recognition and maps software [42].

Figure 1.3: Edimax Wi-Fi USB Dongles

1This use case is the main focus of the thesis research work.

5



CHAPTER 1. INTRODUCTION

Link aggregation can also be used to facilitate network load balancing in order to increase the

overall throughput and capacity. For example, as shown in Figure 1.4 below, a top of rack switch

may balance the traffic load across multiple redundant data centre gateway devices, usually by

means of a hash of source/destination IP and MAC addresses that assigns a particular output

interface to a given communication session between two end-points.

SRC/DST IP/MAC 2

Top of Rack
Switch

Data Center
Gateway 1

Data Center
Gateway 2

SRC/DST IP/MAC 1

Figure 1.4: A Top of Rack Switch Load Balancing over Redundant DC Gateways

Despite the existence of such techniques, there are still many practical difficulties in exploit-

ing the available multi-connectivity. These are mainly related to factors such as the dynamic

nature of the wireless channel and heterogeneous link technologies and performance, as shown by

the test results in Chapter 3. However, as mentioned in the SDN background section of Chapter 4,

there are also barriers that exist with respect to device interoperability and coordination between

networks belonging to different providers or operators.
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1.1.6 Dynamic 802.11 Interface Bonding

Current interface bonding solutions such as Linux and MPTCP are mostly statically configured.

Therefore, to address the associated performance limitations due to the inherent slow-down

effect and the inability to adapt in response to changes in link state, a large number of dynamic

interface bonding techniques are proposed in the literature with approaches at all layers of the

protocol stack, including the Link, Transport, and Application layers.

Dynamic interface bonding implements a continuous feedback loop between the individual

enslaved bond links, the link monitoring unit, bond scheduler, and interface selector. The current

link state information, such as the individual link delays and throughputs, are periodically in-

spected by the link monitoring unit and passed to the scheduler and interface selector components,

which then updates the bond configuration.

Such solutions have been shown to greatly improve the overall bond throughput when com-

pared to the traditional statically defined approaches, but have yet to be significantly adopted.

For example in [180], the authors So et al. define a dynamic scheduling method for point-to-point

interface bonding at Layer 2 using dual 802.11 links, but at the current time of writing, the New

Load Balancing module proposed has yet to be integrated within the Linux kernel.

Link Monitoring Unit

Interface Bond

Interface Selector Scheduler

Bond and
Slave Link

Throughput 
and

Delay

Updated
Slave Link

Configuration

Updated
Bond 

Schedule

Bond and
Slave Link

Throughput 
and

Delay

Bond and
Slave Link

Throughput 
and

Delay

Figure 1.5: Feedback Loop used in Dynamic Interface Bonding Systems
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1.1.7 Software Defined Networking

The emergence of Software Defined Networking (SDN) had a profound effect on the organisation

and operation of wired networks such as data centres and the Enterprise WAN. SDN decouples

the control plane from the data plane devices and moves the network intelligence inside a logically

centralised controller. The paradigm was developed in high performance data centres in order to

speed up the provisioning and security policy configuration of virtual machines across clustered

applications and server farms, but has also found application in many other network types as the

Enterprise WAN, the Internet of Things, as well as wireless cellular and WLAN networks such

as 802.11, which use a vastly expanded set of control and data plane functions.

Central to the architecture is the SDN controller, which represents the displaced control plane

element and performs such centralised functions as routing, addressing, tenant isolation, and

finely grained security policies. The controller is able to inspect the state of SDN-enabled network

devices using a southbound interface such as the OpenFlow and ForCES protocols. A separate

northbound interfaces, for example using REST or SOAP, is presented to SDN applications

running in the management plane, that allow network administrators to define the desired

configuration. The controller translates the abstractions used (for example or L3 domain or router

instance) and then programs the desired low-level detectives into the devices in the data plane

via the southbound interfaces.

SDN Controller

Graphical User Portal

Switch/Router

Southbound
Interface

e.g. OpenFlow,
ForCES

Northbound
Interface

e.g. REST,
SOAP

Management
Plane

Control
Plane

Data
Plane

Figure 1.6: SDN Architect and Control Plane Decoupling
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SDN therefore represents a shift towards a highly programmable and automated network

infrastructure, in contrast to the traditional approach where both control and data planes are

vertically integrated within a single network device. The benefits include simplified network

administration, increased efficiency, improved network security, reduced operational expenditure,

and faster application development and experimentation. However, the centralised control plane

introduces a new set of technical challenges, for example, the control and data plane scalability

and the additional latency incurred between the controller and data plane devices. In terms of

security, the logically centralised controller also presents a single attack surface and point of

failure for the entire network. A more detailed overview of SDN, including its application to

wireless networks, is found in the background information section of Chapter 4.
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1.1.8 SDN-assisted Interface Bonding

An interesting application of SDN is its use in dynamic interface bonding architectures.2 In such

systems, the SDN controller assumes responsibility for bond functions such as link monitoring

and link selection which are performed centrally using its globalised network view, normally

using a custom southbound interface or a modified version of the OpenFlow protocol. In recent

years multiple independent research works have shown the benefit of the SDN-based approach

to interface bonding using small-scale, hardware-based experimental test-beds. For example

Zannettou et al. in [225] explore path diversity using MPTCP-aware SDN, Rocha et al. proposed

an architecture for dynamic interface bonding at Layer 2 using Open vSwitch in [157], and Xu et

al. propose SDN/NFV based multi-path architecture called MP-SDWN, which provides support

for seamless handover and flow-level QoS.

The most advanced solution appearing in the published research literature is the work by

the authors Nam et al. in [130]3, which presents an architecture, decision-making framework,

and related performance metrics for dynamic link selection for MPTCP using heterogeneous

802.11 devices over a multi-hop, end-to-end interface bond, as illustrated in Figure 1.7 below. In

this particular work, the southbound interface is implemented by spoofing the required MPTCP

messages such as MP_JOIN, which are sent from the controller to the SDN agent application

running on the MPTCP client and server devices, in response to changes in the state of the end-

to-end path. More information on SDN-assisted interface bonding, including the main concepts,

performance benefits, design challenges, and related research work (with a detailed account of

the main reference work by Nam et al), is provided later in Chapter 4 of the thesis.

Internet/MPLS

MPTCP
Client

MPTCP
Server

NIC 1

NIC 2

NIC 1

NIC 2

SDN
Controller

custom
southbound

interface

custom
southbound

interface

Agent
Application

Agent
Application

Figure 1.7: SDN-assisted Interface Bonding at the Transport Layer using MPTCP [130]

2Note that such SDN-based solutions are the main focus of the thesis work.
3The main decision-making algorithms are independently evaluated in Chapter 4
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1.1.9 Research Aims and Objectives

In order to efficiently exploit the increased opportunity for link aggregation in current devices

and the availability of flexible, kernel-based solutions for boosting wireless access at Layer 2, for

example Linux bonding and Open vSwitch, the main objectives of the research work presented in

the thesis are given as follows:

1. Evaluating State of the Art Approaches for Dynamic 802.11 Interface Bonding
using Software Defined Networking: As a flexible method of boosting capacity over

the congested wireless last hop, the thesis research aims to evaluate and compare the

current proposals for dynamic and SDN-assisted centralised control of link selection at

all layers of the stack. Several small-scale, hardware-based test beds have been developed

that demonstrate the benefit of software-defined control of interface bonding functions

such as scheduling and interface selection. However, there has not yet been a rigorous

analysis of the robustness of the main decision-making logic and related performance

metrics under of a wide range of applied load conditions. The fulfillment of this analysis

and the further exploration and evaluation of novel algorithms for efficient, robust, and

dynamic link selection using heterogeneous 802.11 devices, are therefore the main aims of

the research work presented in the thesis.

2. Understanding the Impact of the MAC Layer on the Throughput Performance
of Point-to-Point 802.11 Interface Bonds: When bonding over multiple 802.11 links,

severe instability and degradation effects are observed for Transport Layer protocols such

as TCP and UDP that are caused by short-term variations in the link access delay and the

stochastic CSMA/CA algorithm. In many cases the aggregate bond throughput is reduced

below that of the single fastest link, thereby rendering the use of the technique counter

productive to the aim of boosting wireless access speeds. The effects on upper layer protocols

are observed experimentally and well documented in the literature. However, despite the

relevance in the point-to-point Wi-Fi links and bonds used in the relevant publications,

there is still a general lack of understanding with respect to the long-term performance of

802.11 interface bonding at the MAC layer and the impact the DCF CSMA/CA mechanism

under heavily unbalanced applied loads.

11



CHAPTER 1. INTRODUCTION

1.1.10 Research Contributions

Towards fulfilling the objectives described in the previous section, the primary contributions of

the thesis research work are:

1. Presentation of a Novel Evaluation Framework for 802.11 Interface Bonding at
the MAC Layer Implemented in MatLab: In order to study the performance of 802.11

interface bonding with a clear focus on the impact of the DCF channel access mechanism,

a novel evaluation framework is implemented using the MatLab programming language,

and validated using the established Markov-based models by the authors Bianchi and

Chatzimisios. The framework provides a flexible method of 802.11 bond evaluation at

point-to-point for heterogeneous device types, simply by altering the DCF input parameters

used in the simulation as per the relevant IEEE standard.

2. Rigorous Analysis of the 802.11 Interface Bond Performance using the Tradi-
tional Static Link Configuration: The implemented framework is used to carry out a

rigorous analysis of the 802.11 interface bonding throughput performance at the MAC

layer when using the traditional static link configuration under a variety of unbalanced

applied load scenarios. In particular there is a quantitative and qualitative analysis of the

inherent bond throughput slow-down effect for in-order delivery, and a detailed comparison

of homogeneous 11ac-11ac and heterogeneous 11ac-11ah interface bond types.

3. Detailed Performance Evaluation of Contemporary Solution for Dynamic 802.11
Interface by the authors Nam et al: The developed link aggregation framework is

then further extended in Chapter 4 to study the performance and general robustness of

the state of the art solution for SDN-assisted 802.11 interface bonding at the Transport

layer proposed by the authors Nam et al. in [130]. The throughput-gap-based approach

to dynamic link selection is implemented, evaluated, and compared in detail against the

traditional static round robin bond configuration with the same rigor and using an identical

series of unbalanced applied load scenarios.

4. Design and Evaluation of a Novel Algorithm for Dynamic 802.11 Link Selection
using the Empirical Predicted Bond Throughput: To address the negative impact

of the 802.11 MAC layer on the aggregate bond throughput performance and the related

shortcomings of the throughput-gap-based approach, a novel algorithm for robust, dynamic,

and centralised bond link selection using heterogeneous 802.11 devices is designed and

evaluated using the developed MatLab framework, and the achieved performance compared

against the Nam method using the same set of applied loads and other simulation input

parameters.
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1.1.11 Summary of Main Findings

The main findings from the following research chapters are summarised as follows:

• Implemented MatLab Framework Validation Testing: The simulation output was

verified for a number of raw PHY data rates and different 802.11 technologies, in particular

the now legacy 802.11ac at 2.4/5 GHz and the new low-power, long-range 802.11ah standard

in the sub-1 GHz range. The key finding from the preliminary work in Chapter 2 was that

the implemented MatLab framework was able to simulate the 802.11 DCF with a reasonable

degree of accuracy. The evaluated channel saturation throughput, expected access delay,

and conditional collision probability from the output from the established Bianchi and

Chatzimisios analyse were all found to fall within the 99.9% confidence intervals from the

simulated outputs, therefore verifying the correctness of the implemented simulator with a

reasonably high level of certainty.

• Comparison of 802.11ac vs 802.11ah DCF Performance: The main finding from the

results of the numerical analysis was that even when both 802.11ac and 802.11ah WLANs

are configured with a 65 Mbps raw PHY data rate4, the difference in DCF parameters

at the MAC layer between the two Wi-Fi variants leads to a significant difference in the

average channel saturation throughput and expected access delay of 23.74% and 67.14%

respectively. Notably, this was in contrast to the conditional collision probability, which was

found to be identical for both versions of the standard.

• Static 802.11 Interface Bonding Performance Evaluation: The main finding from

the evaluation of the static 802.11 bond configuration in Chapter 3 was that over all

eight tests for the dual-11ac and heterogeneous 11ac-11ah interface bonds, the mean

link bandwidth wastage due to the inherent slow-down effect was equal to approximately

18.31% of the total available capacity. The performance of the heterogeneous 11ac-11ah

interface bond was found to be significantly lower when compared to the homogeneous

11ac-11ac bond, despite the identical balanced applied load and 65Mbps raw PHY date

used. Due to the difference in DCF parameters, for example the slot length and inter-frame,

the achieved mean throughput for the heterogeneous bond was just 4.1 Mbps compared

to 6.085 Mbps for the homogeneous 11ac-11ac bond, and the mean link bandwidth was

also substantially lower at 78.75% compared to 84.62%. Furthermore, in 7 out of the 8

tests at certain combinations of applied loads the impact of the slow-down effect was so

severe that the aggregate throughput of the static 802.11 bond was reduced to below that

of the single fastest available individual link, therefore rendering the use of the technique

counter productive to the aim of boosting wireless access speeds. The condition was not an

4MCS=6 for 11ac and MCS=7 for 11ah
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uncommon occurrence and was observed in each of the individual applied load tests, with

the exception of the balanced case for the 11ac-11ac bond in Test 1A.

• Dynamic 802.11 Interface Bonding Replication Testing: Presented in Chapter 4, the

main finding from the evaluation of the contemporary approach to dynamic 802.11 link

selection using SDN by the authors Nam et al in [130], was that the bond throughput-

gap-based decision-making algorithm significantly increased the overall mean 802.11 bond

throughput by 26.81%, and also increased the link bandwidth utilisation by 7.28%, when

compared to the traditional static round robin approach. However, although the algorithm

did provide a substantial benefit, the performance was not robust for all applied load

combinations considered in the simulations. In particular, the bond delay gap metric used

was not able to predict the condition when the achieved bond throughput is reduced below

that of the single fastest link, which reduces the overall mean bond throughput performance

as well as the mean link bandwidth utilisation. This was a common scenario and was

observed in 7 out of the 8 tests performed, with a much higher number of occurrences for

the heterogeneous 11ac-11ah bond when compared to the homogeneous dual-11ac bond.

• Novel Dynamic 802.11 Interface Bonding Evaluation: From the evaluation of the

novel algorithm for dynamic 802.11 link selection in Chapter 4, the main research finding

was that the predicted-throughput-based approach at least marginally outperformed the

Nam algorithm in every test with the exception of the balanced load scenario in Test 1A.

Taking an average of the simulation results against in all eight individual tests conducted,

the overall mean bond throughput was increased by 0.79% and the mean link bandwidth

utilisation by 6.16% when compared to the contemporary throughput-gap-based method by

Nam. In particular, as per the intended design and in contrast to Nam, the decision-making

of the proposed algorithm was robust for all applied load combinations considered in the

testing. In particular, protection was provided at all times against the damaging scenario

where the bond throughput is reduced below that of the fastest available single link whilst

otherwise matching the Nam algorithm performance.
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1.1.12 Research Output

The thesis research led to the submission of a conference paper titled "Analysing Interface

Bonding in 5G WLANs", which was presented at, and published in, the proceedings of the

IEEE Computer Aided Modelling and Design (CAMAD) conference, Barcelona, Spain, September

2018 [53].
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1.1.13 Thesis Organisation

The thesis research is work presented in the order in which it was carried out, with relevant

background information and context given at the start of each chapter. The following chapters

of the thesis are structured as follows. All required preliminary literature reviews, analysis,

implementation, and simulation testing related to the saturated single-link 802.11 performance

is given in Chapter 2. The initial benchmark tests for the static 802.11 bond configuration is

presented in Chapter 3 using a custom bonding layer implemented on top of the single-link DCF

simulations. The main research work of the thesis towards the efficient, dynamic, and centralised

control of bond functions using SDN is presented in Chapter 4. Finally, Chapter 5 contains a

conclusion and summary of the thesis work.

Ch 4: Towards Dynamic 802.11 Interface Bonding using SDN
- Survey of related, SDN-assisted 802.11 interface bonding research works
- Implementation of a dynamic bonding layer for 802.11 round robin bonding in MatLab 
- Independent evaluation of the main thesis reference work by the authors Nam et al. 
- Design, implementation, and evaluation of a novel, predicted-throughput-based dynamic 
 link selection algorithm designed for efficient and robust 802.11 bond interface selection

Ch 2: Analysis and Simulation of the 802.11 MAC Layer
- Survey of relevant 802.11 DCF modelling techniques
- Numerical evaluation of Bianchi and Chatzimisios DCF models for 802.11ac and 802.11ah
- Novel MatLab DCF simulator implementation and validation using Bianchi and Chatzimisios

Ch 3: Evaluating Static 802.11 Interface Bonding
- Survey of closely related, point-to-point 802.11 interface bonding research works
- Implementation of a bonding layer for static round robin 802.11 bonding in MatLab 
- Extensive evaluation of static 802.11 round robin bonding and quantification of the inherent     
 throughput slow-down effect that exists for the in-order delivery assumption
- Detailed comparison of dual-11ac vs heterogeneous 11ac-11ah bond performance

Figure 1.8: Thesis Research Organisation
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ANALYSIS AND SIMULATION OF THE 802.11 MAC LAYER

This first research chapter presents all of the initial single-link 802.11 simulations, test-

ing, and modelling performed towards the main thesis research goals. As the globally

predominant Wireless LAN technology, the preliminary work in this chapter discusses

and analyses the performance of the 802.11 MAC layer channel access mechanism called the

Distributed Coordination Function. The 802.11 standard is described in detail with a focus on the

MAC sub-layer, and a review of state of the art modelling techniques is provided with example

numerical outputs. The main chapter contribution is the design and implementation of a novel

MatLab-based DCF evaluation framework, which is successfully validated against the results

of the widely accepted analyses by authors Bianchi and Chatzimisios using a 99.9% confidence

interval. As part of the initial testing, the performance of the 11ac and 11ah link types used in

the interface bonding evaluation is analysed and compared under a range of different applied

channel loads.

2.1 Chapter Research Overview

Since the publication of the first 802.11 standard in 1997, wireless connectivity has now become

ubiquitous. Designed for home and enterprise Wireless Local Area Networks (WLANs) to connect

consumer devices such as laptops and hard-to-reach desktop workstations, the original killer ap-

plication for Wi-Fi was Internet access. Demand for wireless connectivity increased exponentially

during the first decade of the millennium, with the global adoption of devices of smart phones

and tablets that also required local connectivity in addition to cellular interfaces. Over the last

decade the standard has evolved to accommodate a range of next generation applications such as

vehicular networks (802.11p) and the Internet of Things (802.11ah), and has moved out of the
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traditional 2.4 GHz and 5 GHz bands and into Television White Space (TVWS) and millimetre

wave frequencies.

Until very recently the trend in each new development cycle and version of the standard

was for an ever-faster PHY, moving from the Direct Sequence Spread Spectrum (DSSS) and

Frequency Hopping Spread Spectrum (FHSS) to the more advanced Orthogonal Frequency

Division Multiplexing (OFDM) PHY with increasingly dense modulation. The basic channel access

mechanism employed had changed very little in the 20+ years since the original publication,

until the current 6th generation 802.11ax High-efficiency Wireless which introduced a partially

scheduled approach to channel access called Orthogonal Frequency Division Multiple Access

(OFDMA), representing a significant shift from the traditional contention-based Distributed

Coordination Function (DCF).

The mathematical modelling of the legacy 802.11 DCF has therefore become a mature

research area with several thousand related published works. The seminal analytical work in the

field is the Markov-based model by Bianchi which was published in 1999 and plays a key role in

the context of the overall thesis research by providing a benchmark against which to verify the

correctness of the implemented MatLab simulator. While in some respects the Bianchi model

can be now considered as an over simplified or outdated representation of the 802.11 channel

access procedure, it is still considered suitable for the research contained in this thesis as many

of the traditional DCF-based devices will remain in production for years to come and substantial

research interest remains in learning how to aggregate these multiple 802.11 types effectively.

In addition, the large body of work surrounding the Bianchi modelling provides a high level of

confidence in the implemented MatLab simulation by acting as a reliable and fully substantiated

performance benchmark. Note that Bianchi does not model the DCF access delay, and therefore

the delay extensions to the core model by Chatzimisios are also heavily relied upon.

Towards the overarching research goals of the thesis research, the following initial work

presented in this chapter analyses, evaluates, and simulates the performance of the 802.11

MAC layer as the current, globally predominant WLAN technology. The primary research aims,

contributions, and findings of the chapter work are detailed in the following subsections.
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2.1.1 Chapter Research Objectives

The aim of the initial work in this chapter is to provide the complete single-link foundation for the

dynamic 802.11 interface bonding research later in the thesis. The preliminary work presented

includes all relevant literature reviews, analytical tools, simulator functionality, and single-link

testing required to inform, instruct, and enable the main thesis research goals. Three separate

but related research objectives are identified:

1. Survey of DCF Analytical Techniques: The initial task of the chapter work was a

literature review of analytical techniques for the modelling of the 802.11 MAC layer, in

order to identify and evaluate analyses suitable for the validation of the MatLab-based

DCF simulator presented later in Section 2.4.

2. Single-Link 802.11 Simulation: In order to facilitate the overarching thesis research, the

main goal of the chapter work was the design and implementation of a novel MatLab-based

simulator for the 802.11 DCF with performance statistics for an individual wireless STA,

as well as the validation of the simulated DCF output using the widely accepted analytical

models by the authors Bianchi and Chatzimisios.

3. 802.11ah vs 802.11ac Performance Comparison: A secondary chapter research goal

was to evaluate and compare the performance at the MAC layer of traditional 2.4 GHz

802.11ac against the recent sub-1 GHz 802.11ah standard, which are used together in

Chapter 3 and Chapter 4 to evaluate the performance of dynamic and SDN-assisted

selection of heterogeneous 802.11 bond links.
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2.1.2 Chapter Research Contributions

Towards the fulfillment of the objectives described in the previous section, the main research

contributions of the work presented in the current chapter are summarised as follows:

1. Single-Link 802.11 Simulation in MatLab: In the context of the main thesis research,

the primary contribution of the chapter work is the implementation and verification of

a novel MatLab-based simulator for the 802.11 DCF. While not constituting an original

research contribution in its own right, the developed simulator provides the basis for

the 802.11 interface bonding framework and research in Chapter 3 when evaluating the

performance of traditional static link configuration, and is further extended in Chapter 4 to

analyse the performance of state of the art dynamic link selection algorithms.

2. 802.11ah vs 802.11ac Performance Comparison: The secondary contribution of the

chapter work is the 11ac and 11ah numerical evaluation, which provides insight into the

relative MAC layer performance of the two link types considered under similar levels of

applied channel load and identical raw PHY data rates. The quantitative and qualitative

analysis provided is essential for a proper understanding of the heterogeneous 802.11

interface bonding evaluation results presented in Chapters 3 and 4.
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2.1.3 Summary of Chapter Findings

Within the context of the current chapter research goals, the main findings from the preliminary

work presented are summarised as follows:

• MatLab DCF Evaluation Framework Validation: From the results of the simulation

verification evaluation, the implemented MatLab framework was found to successfully

simulate the 802.11 DCF channel with a high degree of accuracy. In particular, the DCF

channel saturation throughput, expected access delay, and conditional collision probability

from the Bianchi modelling were all found to fall within the 99.9% confidence interval when

using a sample size of 8. On average the simulated DCF channel output was within ±1% of

the numerical output from the established Bianchi and Chatzimisios analyses.

• 802.11ac vs 802.11ah Performance Comparison: The secondary findings are from the

results of the 11ac vs 11ah MAC layer performance comparison in Section 2.3.3. The

numerical analysis conducted showed that although both 802.11 links were configured

with the same raw PHY data rate of 65 Mbps (MCS=6 for 11ac and MCS=7 for 11ah), the

difference in DCF parameters at the MAC layer between the 11ac and 11ah versions of

the standard creates a significant difference in the average channel saturation throughput

and expected access delay of 23.74% and 67.14% respectively. As expected the conditional

collision probability was found to be identical in both versions of the standard for all applied

loads considered.
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2.1.4 Chapter Organisation

All the prerequisite background information needed to understand the 802.11 DCF simulator

implementation and performance evaluation is presented in Section 2.2 of the chapter. Sub-

section 2.2.1 provides all necessary information on the 802.11 standard, including a primer of

the 802.11 protocol stack, frame format, and related organisations and working groups, as well

as an overview of all major versions of the standard from the original 802.11-1997 [2] to the

unpublished 802.11be. Furthermore there is a detailed description of the 802.11 MAC layer

channel access mechanism known as the Distributed Coordination Function (DCF). Section 2.2.2

contains a review of relevant DCF analytical techniques with a detailed focus on the modelling

by Bianchi and Chatzimisios, which is integral to the validation of the implemented simulation

framework.

Section 2.3 uses the aforementioned analytical models to numerically evaluate the perfor-

mance of the 802.11 DCF for a number of different protocol versions. In particular the saturated

channel throughput, expected access delay, and conditional collision probability are evaluated

and compared for 802.11ac and 802.11ah. These two versions are of specific relevance in the

context of the overall thesis research as they are used as the basis for a heterogeneous 802.11

dual-link interface bond in Chapters 3 and 4.

The main chapter research work is found in Section 2.4 which presents the MatLab-based

implementation of a novel 802.11 DCF evaluation framework. Implementation details such as the

simulation input parameters, the main algorithms and pseudocode, and the DCF related output

data are described in Section 2.4.1. The correct operation of the implementation simulation

framework is then verified in Section 2.4.2, which gives a direct comparison against the output of

the widely accepted analytical modelling by Bianchi and Chatzimisios.
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2.2 Chapter Background Information

This chapter section provides the required background information related to the main Link

Layer technology used in the interface bonding research, i.e. the IEEE 802.11 standard for

Wireless Local Area Networks.

2.2.1 The IEEE 802.11 Standard for Wireless Local Networks

A Wireless Local Area Network (WLAN) is defined by Tanenbaum [194] as a wireless network

with a radius of less than 1 km. Typical examples include home, enterprise, and campus networks.

The predominant WLAN standard is IEEE 802.11 [2] also known as Wi-Fi which is short for

Wireless Fidelity. Since the release of the first specification in 1997 the standard has been widely

adopted and is now ubiquitous. Wi-Fi Certified devices can be found in desktops, laptops, smart

phones, smart speakers, tablets, video game consoles, smart watches, cars, and even fridges.

According to the Wi-Fi Alliance there are currently more than 9 billion Wi-Fi devices in use

globally providing an economic value of $2 trillion in 2018 expected grow to $3.5 trillion by the

end of 2023 [117]. Cisco [40] report that the number of Wi-Fi hot-spots globally will grow 4-fold

by the same year while the number of new 6th generation hot spots is expected to grow 13-fold

with average link speeds increasing to 92 Mbps overall.

Recently Wi-Fi has found use in diverse network types and applications such as the Internet

of Things (IoT), Machine-To-Machine (M2M) communication, and smart vehicular networks. This

led to the publication of several new standards using frequencies outside of the traditional 2.4 GHz

and 5 GHz bands. These include 802.11p at the 5.9 GHz Intelligent Transport Systems (ITS) band

targeting Vehicular Ad Hoc Networks (VANETs) [10], the 802.11ah standard providing low-power,

long-range communications in the sub 1 GHz range for IoT [13], and 802.11af which operates in

unused Television White Space (TVWS) frequencies [13]. In doing so Wi-Fi entered into direct

competition with several other wireless technologies. For example in wireless sensor networks

and IoT there is some overlap between 802.11 and Wireless Personal Area Network (WPAN)

standards such as 802.15.4 and 802.15.1. Designed for short range and low-power consumption

both 802.15.1 and 802.15.4 also operate at 2.4 GHz and both target sensor applications such

as wireless headsets, speakers, games controllers, and video cameras. This low-spec, low-cost

approach works well for personal consumer devices but to connect the IoT longer range, lower

latency, better scalability, and higher data rates are required. Cellular technologies such as

General Packet Radio Service (GPRS), Long Term Evolution (LTE), and WiMAX can fulfil these

performance requirements but they also consume more power, require an expensive infrastructure

of base stations, and operate mostly in expensively licensed portions of the spectrum. The new

802.11ah standard aims to position itself between precisely within this niche. Traditional Wi-

Fi also faces competition from cellular technologies such as LTE Unlicensed (LTE-U) used by

operators seeking to reduce the burden on the costly licensed parts of the network and offload
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data traffic to free-to-use unlicensed spectrum wherever possible. However unlike 802.11 LTE-U

does not have an Listen-Before-Talk (LBT) mechanism which has been shown to adversely impact

the performance of adjacent Wi-Fi networks. The co-existence of Wi-Fi and LTE-U in the 5 GHz

band has been a major research topic in recent years for example [45, 73, 186] and the subject of

a widely publicised debate between the Wi-Fi Alliance and 3rd Generation Partnership Project

(3GPP) [33] around fair use of Industrial, Scientific, and Medical (ISM) resources.

In the following pages, the various 802.11 network components and topologies are summarised

in Section 2.2.1.1 and the layered architecture of the protocol is illustrated in Section 2.2.1.2. The

relevant 802.11 organisations and working groups are detailed in Section 2.2.1.4 and review of

the main 802.11 standards is given in Section 2.2.1.5. Particular attention is given to the MAC

sub-layer in Section 2.2.1.6 because as shown later in the thesis the individual 802.11 link access

delays and throughputs are key contributors to the interface bonding performance and here the

channel access mechanism plays a centre role.

2.2.1.1 Components and Topologies

The main components of an 802.11 WLAN are: (1) one or more wireless Stations (STAs), which

are in most scenarios end-user devices such as smartphones or laptops, (2) one or more Access

Points (APs), central nodes used by STAs to communicate and reach external networks such as

the Internet, and (3) the Distribution System (DS), the wired backhaul connecting multiple APs.

In a typical 802.11 WLAN a wireless STA connects to an AP in a single-hop star topology called a

Basic Service Set (BSS) for which all internal network traffic is routed through the central node.

This configuration is known as Infrastructure Mode and also supported is a single-hop, intercon-

nected mesh topology called Ad Hoc mode in which all STAs communicate directly with each other.

Access	Point

STAs

Basic	Service	Set

Figure 2.1: IEEE 802.11 Infrastructure Mode Topology.
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2.2.1.2 Protocol Stack

The 802.11 standard is split into two layers: (1) the Physical Layer (PHY) and (2) the Medium

Access Control (MAC) sub-layer that forms part of the larger Data Link layer (Layer 2). As per

[194] the PHY concerned with transmitting raw bits over a physical communication channel,

for example the radio frequency channel. The 802.11 PHY is comprised of two independent

sub-layers: the Physical Layer Convergence Protocol (PLCP) sub-layer and the Physical Medium

Dependent (PMD) sub-layer.

By contrast the role of the Link Layer is to present the raw communication channel as a

link which appears free of undetected transmission errors. Like the PHY the Link Layer is also

comprised of two independent sub-layers: the MAC and the Logical Link Control (LLC) sub-layer.

In addition the 802.11 MAC is required to appear to the LLC as an 802.3 LAN and must therefore

also incorporate functions normally dealt with by higher layers such as authentication and

association.

Of particular interest for the research contained in this thesis is the 802.11 MAC sub-layer

which is responsible for regulating access to the shared physical transmission medium, i.e. the

unlicensed 2.4 GHz ISM band in most traditional use cases. Precisely how the channel access is

regulated amongst the individual competing wireless stations is described in further detail in

Section 2.2.1.6 below.

Data Link
Layer

Physical
Layer

Logical Link Control Sub-layer (LLC)

Physical Layer Convergence Protocol (PLCP)

Transmission  
Control Protocol (TCP)

Internet Protocol 
(IP)

Physical Medium Dependent Sub-layer (PMD)

Medium Access Control Sub-layer (MAC)

Network 
Layer

Transport 
Layer

IEEE
802.11

IEEE 
802.2

RFC 
791 

RFC 
793 

Figure 2.2: The IEEE 802.11 Protocol Stack
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2.2.1.3 Frame Format

The 802.11 frame format is shown in Figure 2.3 below. Three frame classes are defined: data,

control, and management. The first data frame field is the Frame Control field which is comprised

of 11 individual sub-fields. The first sub-field is the Protocol Version, which is always set to 00.

The frame Type and Sub-Type fields follow and for regular data frame are set to 10 and 0000

respectively in binary. The To DS and From DS fields indicate whether the frame is ingressing or

egressing the network. The More Fragments field is used to indicate that further data fragments

are to follow. The Power Management field when set to 1 indicates that the sender is going into

power-saving mode. The More Data field indicates that the sender has additional frames to

transmit. The Protected Frame field is a single bit that indicates that the frame payload has been

encrypted. The Order is a single bit field used to tell the receiver that the upper layer is expecting

a frame sequence to arrive in-order.

Frame
Control Duration Address 1 Address 2 Address 3 Sequence Data Check

Sequence

Version 
= 00

Type 
= 10

Subtype 
= 0000

To
DS

From 
DS

More
Fragments Retry Power

Management
More
Data Protected Order

Bytes

Bits

2 2 6 6 6 2 0-2312 4

2 2 4 1 1 1 1 1 1 1 1

Figure 2.3: IEEE 802.11 Frame Format.

The second field is the frame Duration which indicates how long the frame is and how long

its acknowledgement will occupy the channel and is central to the Network Allocation Vector

(NAV) mechanism described later. The first address field contains the address of the receiver, the

second contains the address of the transmitter, and the third provides the address of a relayed

destination node. The Sequence field provides a reference number for frames being transmitted

in order to detect duplicates. The Data field contains the frame payload which may be up to 2312

bytes. Finally the Check Sequence field contains the result of a 32 cyclic redundancy check of the

frame.
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2.2.1.4 Related Organisations

The IEEE 802.11 Working Group was established in 1990 with the goal of developing a protocol

standard for wireless Ethernet. The Working Group is comprised of multiple committees and for

each new version of the standard a separate Study Group is responsible for researching potential

amendments and preparing Project Authorization Requests for submission to the IEEE 802

Executive Committee. Once requests are authorised a Task Group is designated by the Working

Group as the official author/s of a particular version or amendment. A Topic Interest Group is

focused on a particular topic and gathering interested members in order to determine the project

technical feasibility and requirements before a formal Study Group is established. There are also

various other committees with a determined role but whose function does not involve modifying

the IEEE 802.11 standard, for example a Standing Committee or a short-term Ad-Hoc Committee.

Note that the 802.11 Working Group is responsible for developing and defining new versions

of the standard but that it has no function for testing vendor hardware compliance with the

published specifications. Therefore in order to improve vendor interoperability, promote the use of

802.11, and provide a unified certification procedure, the pioneering vendors of 802.11b including

Lucent, 3Com, and Nokia, formed the Wireless Ethernet Compatibility Alliance (WECA) and

created the Wi-Fi brand name. The WECA was later renamed as the Wi-Fi Alliance in 2002 and

has since grown to include over 500 different member companies.

IEEE
Standard

Freq.
(GHz)

Bandwidth
( MHz)

Data Rate
(Mbps) Description

802.11-1997 2.4 22 < 2 1st 802.11 standard
11b-1999 2.4 22 < 11 2nd 2.4 GHz standard
11a-1999 5 5/10/20 < 54 1st 5 GHz standard
11g-2003 2.4 5/10/20 < 54 Faster 2.4 GHz Wi-Fi
11i-2004 — — — Security Enhancements
11e-2005 — — — Added Quality of Service
11n-2009 2.4/5 20, 40 < 600 2.4/5 GHz Wi-Fi
11p-2010 5.9 10 < 27 Vehicular Wi-Fi
11s-2011 — — — Wireless backhaul
11ad-2012 60 2160 < 6700 Milli-metre wave Wi-Fi
11ac-2013 5 20, 40, 80, 160 < 1300 Faster 5 GHz Wi-Fi
11af-2014 0.48-0.79 20, 40, 80, 160 < 35.6 Wi-Fi in TVWS
11ah-2017 <1 1, 2, 4, 8, 16 < 347 Wi-Fi for IoT
11ax-2019 1-6 20, 40, 80, 160 < 6970 Current Wi-Fi standard
11be-202X 1-7.125 20, 40, 80, 160, 320 > 10K Next generation Wi-Fi

Table 2.1: Table of Major IEEE 802.11 Standards
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2.2.1.5 802.11 Standards

Since 1997 a great number of specifications have been published by the 802.11 Working Group.

Some are fully-fledged, major revisions to the main standard, such as 802.11b and 802.11ac, and

some, for example 802.11e and 802.11i, extend 802.11 to include additional features such as

Quality of Service (QoS) or improved security. Others make insignificant adjustments or minor

corrections to earlier versions. In each major revision of the standard there is usually a significant

improvement in performance at the PHY layer, although increasingly more changes are now also

starting to appear in the shape of MAC layer efficiency improvements.

2.2.1.5.1 Naming Convention Each new Working Group is assigned a letter of the alphabet

and is referred to for example as 802.11b or 802.11g. When letters of the alphabet were exhausted

they were recycled by appending an additional latter to the standard name, for example 802.11ac.

This approach is cumbersome, not very informative or descriptive, and does not allow differentia-

tion between major revisions and minor amendments. The letter-based convention has network

engineers and undergraduates for over two decades since 802.11b famously beat the 802.11a

Working Group to publication in September 1999. To increase marketability, the Wi-Fi Alliance

introduced a new generational, numbered naming convention in 2019. For example 802.11n

is now also referred to as Wi-Fi 4 and 802.11ac as Wi-Fi 5. The recently published 802.11ax

is the 6th Generation of Wi-Fi, and the recently announced 802.11be Working Group will now

develop the 7th generation. However the new convention is mostly a marketing exercise and the

lettered-based convention is still used throughout the technical literature.
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2.2.1.5.2 IEEE 802.11-1997 The original 802.11 specification [2] was published in 1997 and

designed for use in home and office networks providing data rates of 1 and 2 Mbps in the unli-

censed 2.4 GHz ISM band using a 22 MHz signal bandwidth. Three distinct PHY types were

prescribed: Direct Sequence Spread Spectrum (DSSS), Frequency Hopping Spread Spectrum

(FHSS), and the now obsolete Infrared (IR). The FHSS PHY works by rapidly switching trans-

mission frequency in a predetermined pseudo-random fashion. Available frequency resources are

divided into a series of frequency slots of width 1 MHz and time is also slotted. Both sender and

receiver have knowledge of the transmission pattern so that the send and receive frequencies can

be synchronised at both ends. The FHSS PHY uses Gaussian Frequency Shift Keying (GFSK)

modulation which encodes data in the frequency changes of the carrier. The technique is substan-

tially immune to noise but has a relatively low symbol rate. The DSSS PHY uses spread-spectrum

techniques to transmit data over a very-wide frequency range. A chipping sequence is applied

that spreads the carrier over the entire frequency band, which helps mitigate the adverse impact

from narrow-band interference more effectively. The DSSS PHY uses Differential Phase Shift

Keying (DPSK) modulation which encodes data inside the phase changes of the transmitted

signal. Two MAC types were also specified: the decentralised DCF and the scheduled but now

obsolete Point Coordination Function (PCF). Note that the PCF was never widely adopted. The

DCF is dealt with in detail later in the section.

2.2.1.5.3 IEEE 802.11b-1999 The second 802.11 specification was published in September

1999 as IEEE 802.11b [4]. The new iteration extended the achievable data rates up to 11 Mbps in

the 2.4 GHz ISM band using a High Rate DSSS (HR-DSSS) PHY by leveraging Complimentary

Code Keying (CCK). The technique uses a pair of codes called chipping sequences which are

complimentary such that the number of pairs of like elements in one is equal to the number of

pairs of unlike elements in the other with both sequences having the same separation. CCK has

a shorter chopping sequence of 8 bits compared to 11 bits in the traditional Barker code, which

results in less spreading but higher data rates. As a result the signal is more prone to narrow

band interference which also reduces the achievable range. The standard was also the first to

feature ASR which allows an STA to adapt its current data rate dynamically according to changes

in the channel conditions such as signal strength and interference. Note that in this standard

MAC sub-layer was left largely unchanged from the first 802.11 standard.
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2.2.1.5.4 IEEE 802.11a-1999 The first 5 GHz Wi-Fi standard was introduced in September

of 1999 as 802.11a [3] and significantly increased the achievable data rates up to 54 Mbps using

a new PHY based on Orthogonal Frequency Division Multiplexing (OFDM). The overhauled

PHY used multiple closely-placed and orthogonal sub-carriers with partially overlapping spectra,

as illustrated in Figure 2.4 below, over which data is transmitted robustly in parallel. Three

different channel bandwidths of 5, 10, and 20 MHz are specified offering maximum data rates

of 13, 27, and 54 Mbps respectively. The prescribed modulation types are Binary Phase Shift

Keying (BPSK), Quadrature Phase Shift Keying (QPSK), and Quadrature Amplitude Modulation

(QAM). A later addition to 802.11a standard was the 802.11h amendment that defined a spectrum

sharing mechanism called Dynamic Frequency Selection designed to mitigate the interference of

Wi-Fi with certain radar devices that also operate in the 5 GHz band. Again the MAC layer was

largely unmodified.

Frequency

Figure 2.4: Orthogonal Sub-Carriers in 802.11a OFDM
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2.2.1.5.5 IEEE 802.11g-2003 IEEE 802.11g was the third 2.4 GHz standard published in

2003 and continued the previous trend of ever-faster Wi-Fi. Being fully backwards compatible

with 802.11b the new specification could provide data rates up to 54 Mbps using the Extended

Rate PHY (ERP) which was similar to the OFDM-based PHY in the 5 GHz 802.11a standard.

The 802.11g standard also provided options for ERP-DSSS and ERP-DSSS-CCK PHY types. The

prescribed modulation techniques were BPSK, QPSK, 16-QAM and a higher density 64-QAM.

The standard made support for the PLCP short preamble mandatory and also introduced the

CTS-to-Self feature designed to reduce the number of collisions occurring on the channel as the

most significant change at the MAC sub-layer.

2.2.1.5.6 IEEE 802.11i-2004 The IEEE 802.11i standard was published in 2004 with the

purpose of addressing the widely known security vulnerabilities in the previous Wired Equivalent

Privacy (WEP) security specification. The vulnerabilities included weak key recovery, poor data

integrity, and a lack of mutual authentication between STA and AP. The new security standard

introduced a more secure four-way handshake (shown in Figure 2.6 below) between wireless sta-

tions and access points, improved random number generation with the Pseudo Random Function

(PRF), and replaced the vulnerable Rivest Cipher 4 (RC4) encryption with a stronger algorithm

based on the Advanced Encryption Standard (AES).

STA AP

1. AP Nonce

2. STA Nonce + Message Integrity Code

4. Acknowledgement

3. Group Temporal Key + Message Integrity Code

Figure 2.5: IEEE 802.11i 4-Way Authentication Handshake
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2.2.1.5.7 IEEE 802.11e-2005 Quality of Service (QoS) was first introduced in the 802.11e

amendment published in 2005 [6]. The Enhanced Distributed Channel Access (EDCA) mechanism

differentiates between specific types of data traffic, for example, Voice over IP (VoIP) and file

downloads, using four different traffic classes: Background, Best Effort, Voice, and Video. High

priority packets are assigned a shorter duration of inter-frame spacing known as Arbitration

Inter-Frame Spacing. The EDCA provides contention-free channel access for a period called the

Transmission Opportunity (TXOP) in which a node is allowed to send as many frames as possible.

Traffic from different classes originating from the same node are resolved internally using a novel

virtual contention process.

2.2.1.5.8 IEEE 802.11n-2009 802.11n [9] was published in 2009 and combines the previous

2.4 and 5 GHz standards into a single specification. Among the most notable improvements was

the introduction of Channel Bonding which increased the link bandwidth size to 40 MHz. The

standard was also the first to introduce Multiple Input Multiple Output (MIMO) techniques

to reach data rates of 600 Mbps using four spatial streams, and the first to feature a Frame

Aggregation mechanism allowing increased throughput by sending multiple data frames in a

single transmission. Full backwards compatibility with 802.11a/b/g was provided via Legacy,

Mixed or Greenfield modes of operation.

2.2.1.5.9 IEEE 802.11p-2010 The 802.11p [10] specification was published in 2010 and de-

fined a set of enhancements supporting Intelligent Transport Systems (ITS). Known as the

Wireless Access in Vehicular Environments (WAVE) standard, 802.11p operates in the 5.9 GHz

ITS band using a 10 MHz wide channel to give data rates of up to 27 Mbps between high-speed

vehicles and between vehicles and roadside infrastructure. In the US and Europe along with

the IEEE 609 family, 802.11p forms part of the suit of protocols used in Dedicated Short Range

Communications (DSRC) aimed at automotive communications. The DSRC spectrum is split

into seven 10 MHz channels. The control channel (178) is used for safety communications only,

and the two channels (172 and 182) at either end of the band are reserved for special use. The

remaining channels (174, 176, 180, and 182) are used for both safety and non-safety related

applications.

Safety Channel
(Ch 172)

Service Channel
(Ch 174)

Service Channel
(Ch 176)

Service Chanel 
(Ch 180)

Service Channel
(Ch 182)

Safety Channel
(Ch 184)

Control Channel 
(Ch 178)

5.86 5.87 5.88 5.89 5.90 5.91 5.92

Frequency (GHz)

Figure 2.6: IEEE 802.11p Channels for Dedicated Short Range Communications
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2.2.1.5.10 IEEE 802.11s-2011 The 802.11s standard [5] was published in 2011 and contains

a set of extensions for the construction of multi-hop, wireless mesh networks wherein multiple

APs connect together in a Mesh Basic Service Set (MBSS) to form the wireless back-haul of an

802.11 network. The main benefits are increased flexibility, easier installation, and greater range

provided by the use of the wireless back-haul compared to the traditional wired system. Mesh

APs communicate with traditional non-mesh stations in the Distribution System via a logical

component called the Mesh Gate. A Mesh Coordination Function (MC) is used to regulate channel

access between the mesh access points using a combination of scheduled and contention-based

approaches. The Hybrid Wireless Mesh Protocol provides a scheme for path selection between

mesh nodes based on an enhanced version of the Ad Hod On Demand Distance Vector Protocol.

802.11s Mesh

BSS 1 BSS 2

BSS 3 BSS 4

Figure 2.7: IEEE 802.11s Mesh Topology

2.2.1.5.11 IEEE 802.11ad-2012 Published in 2012 the 802.11ad standard was the first to

extend Wi-Fi for use in the milli-metre wave range. Known as WiGig the specification operates

between 57 GHz and 71 GHz using 6 channels with a channel bandwidth of 2.16 GHz to provide

short range communications and data rates up to 8 Gbps. To overcome the increased free space

path loss at the milli-metre wave range 11ad introduces directional beam-forming techniques.

The Directional Multi-Gigabit (DMG) PHY has three modes of operation: the Control PHY used

to send control messages and signalling and OFDM-based and Single Carrier PHY modes used

for data transmission. The implementation and adoption of the standard has been slow due to the

increased technical challenges and expense of milli-metre wave operation. For example the first

commercially available WiGig router the TP-Link AD7200 did not come to market until 2016,

nearly four years after the publication of 802.11ad.
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2.2.1.5.12 IEEE 802.11ac-2013 A further set of 5 GHz enhancements were made in 802.11ac

[12] which was published in 2013 and continued the trend of ever-faster Wi-Fi. The 5th generation

of Wi-Fi introduced the Very High Throughput OFDM PHY and higher density modulation up

to 256-QAM. The MIMO capability was increased up to 8 spatial streams to achieve theoretical

data rates in excess of 6 Gbps. The Channel Bonding functionality was also extended to allow

aggregated channels up to 160 MHz. The Wi-Fi Alliance split the release of the 802.11ac standard

into two phases or waves: Wave 1 provided the basic specification and techniques and Wave 2

provided additional or advanced features such as support for four spatial streams, 160 MHz

bandwidths, and additional 5 GHz channels.

2.2.1.5.13 IEEE 802.11af-2014 The 802.11af standard [62] was designed specifically for use

in the under-utilised Television White Space (TVWS) located between 480 MHz and 790 MHz

in the EU and between 54 MHz and 698 MHz in the USA. The standard was developed after

organisations such as the Office of Communications (OFCOM) [138] in the UK and the Federal

Communications Commission (FCC) in the USA regulated to allow controlled and limited use

of the TVWS frequencies by non-licensed spectrum users. Published in 2014 the specification

uses the same OFDM-based PHY as 802.11ac except using a channel bandwidth of 6 or 7 MHz

depending on the regulatory domain. Data rates up to 35.6 Mbps are provided and while this was

slower than the fastest generation of Wi-Fi at the time (802.11ac) the propagation characteristics

of the TVWS band provide far greater range and penetration compared to 2.4 GHz. As well as

having an LBT restriction 802.11af has an additional regulatory requirement: before deciding

whether to access a particular channel resource all 802.11af nodes must first consult a Geolocation

Database managed by regulatory authorities and containing a list of geographic locations and

permissible frequencies. If the desired channel is not in use by the primary subscriber then the

node may attempt to access the channel but must still use LBT.

2.2.1.5.14 IEEE 802.11ah-2017 Operating in the sub GHz ISM band the 802.11ah standard

[13] was designed specifically for the IoT. The standard provides long-range, low-power commu-

nications and moderate to high date rates, which is ideal for wireless sensors and IoT due to

the battery powered nature of such devices. Known as Wi-Fi "HaLow" 802.11ah provides data

rates up to 347 Mbps using a variety of channel bandwidths. The basic PHY is OFDM as per

802.11ac. However, it is a ten-times clocked down version with its symbol duration increased

from 4 µs to 40 µs. As a result the resulting bandwidths are ten times smaller: 1, 2, 4, 8, and 16

MHz. Available modulation types include BPSK, QPSK, 16-QAM, 64-QAM, and 256-QAM. The

802.11ah standard provides support for an increased total number of 8191 STAs associated with

an AP by utilising a hierarchical system of Association Identifiers. To provide energy efficiency for

battery-powered IoT devices there are several features such as shorter headers, implicit control

frame acknowledgement, and speed frame exchange, which allows bidirectional frame transfer

during a specific TXOP. More information on 802.11ah can be found in Section 2.3.3.
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2.2.1.5.15 IEEE 802.11ax-2019 The current 6th generation of Wi-Fi has bucked the previous

trend of ever-faster speeds and instead focused on increasing the overall efficiency. Published in

2019 the standard is known as 802.11ax High-efficiency Wireless [51] and is designed to work

in all ISM bands between 1 GHz and 6 GHz in addition to the traditional 2.4 GHz and 5 GHz

bands. For a single spatial stream the maximum theoretical data rate is around 2.5 Gbps. The

new release marks a significant shift towards a centralised medium access strategy bringing

Wi-Fi much closer in operation to a centralised channel access strategy such as LTE. Similar to

OFDM the Orthogonal Frequency Division Multiple Access (OFDMA) PHY allocates resources

in the frequency domain but also allocates temporal resources reducing the level of contention

on the shared channel and placing the 802.11 AP fully in control of the network transmissions.

The new random channel access mechanism, called Uplink OFDMA Random Access, is used only

in the uplink when STAs wish to send buffer status reports or bandwidth requests to the AP.

Ultra-dense 1024-QAM modulation is introduced which has four times the density and speed

of 802.11ac. Furthermore each STA now has its own individual Target Wake Time designed to

reduce power consumption and extend battery life.

2.2.1.5.16 IEEE 802.11be-202X Although the 6th generation of Wi-Fi technology is only just

being brought to market at the time of writing work has already begun on the 7th titled 802.11be

Extremely High Throughput. The standard will cover a range of frequency bands from 1 GHz to

7.125 GHz and extend individual channel bandwidths up to 320 MHz. The MIMO capabilities

will also be increased to up to 16 spatial streams. In addition to the usual generational increases

in raw speed 802.11be will feature several efficiency improvements with respect to cooperation

and synchronisation between 802.11 nodes. A main objective of 802.11be is the efficient use of

aggregated multi-channels in order to exploit the multi-band connectivity of mobile STAs and

APs. A key optimisation being considered is a new requirement for STAs to synchronise the

start of their TXOPs across different frequency bands. Other potential improvements in multi-

channel aggregation include simultaneous transmission and reception across different frequency

bands (multi-channel full-duplex), simultaneous transmission and reception in the same channel

(full-duplex) and the separation of data and control plane traffic across different frequency

channels. To allow more efficient use of available frequency, time, and spatial resources there are

several improvements being considered with respect to the multi-AP coordination. Coordinated

OFDM can allow adjacent APs to use orthogonal time and frequency resource allocation and

synchronise data transmission in order to reduce contention compared to the use of independent

CSMA/CA and also reducing the worst case latency. Also under consideration are Coordinated

Null Steering, a method of reducing interference by coordinating with unmanaged adjacent APs,

and Distributed MIMO which allows a combined data transmission between multiple STAs while

reusing frequency and time resources.
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2.2.1.6 MAC Sub-layer

The main role of the MAC sub-layer is to regulate access to the shared physical transmission

medium. From a protocol layer perspective the 802.11 MAC receives a MAC Service Data Unit

(MSDU) from the LLC and adds a MAC header to form a MAC Protocol Data Unit (MPDU),

which is then passed down to the PHY layer for transmission. On receipt of a MAC frame the

opposite process is followed with each layer stripping off its header and passing the payload to

the next layer. A strict frame formatting scheme is provided with each frame consisting of a

MAC header, a variable length frame body, and a 32-bit Cyclic Redundancy Check (CRC). Other

functions performed by the MAC include fragmentation, association, and authentication. Due

to the principle of encapsulation the PHY and MAC layers have evolved independently but the

two layers are not entirely decoupled: DCF parameters such as contention window size and slot

duration are tuned to the needs of a given PHY type.
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2.2.1.6.1 Distributed Coordination Function For all versions of the 802.11 standard ex-

cluding the new 11ax the basic random access mechanism is the DCF which uses a positive

acknowledgement scheme and a channel sensing algorithm called Carrier Sense Multiple Access

with Collision Avoidance (CSMA/CA). When a DCF node has a frame to send it senses the medium

for aDistributed Inter-Frame Spacing (DIFS) duration. If idle the node starts a random timer with

its duration taken randomly from a predefined range called the contention window. The timer is

paused when transmissions are ongoing and it resumes after an idle period of length DIFS. When

the random timer expires the node transmits its data. In the event of a lost acknowledgement

(ACK) a collision is inferred. In order to avoid further potential collisions the node backs off, i.e.

the range from which the random waiting time is drawn is doubled. The node keeps track of how

many failed transmission attempts have occurred and drops the frame after a specified number.

The general aim of the DCF is to minimise the number of frame collisions which occur on the

channel and maximise the overall system throughput while providing a linear delay response

with increasing load. The DCF frame sequences are illustrated in Figure 2.8 below and the

CSMA/CA state diagram is shown in Figure 2.9 on the following page.
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Figure 2.8: The IEEE 802.11 Distributed Coordination Function
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Figure 2.9: The IEEE 802.11 CSMA/CA State Diagram
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2.2.1.6.2 RTS-CTS and NAV To mitigate the impact of the hidden node problem in wireless

networks the 802.11 MAC defines an optional four-way handshake called RTS-CTS. In the

mechanism the source node sends a small packet called an RTS to the destination, asking for

permission to transmit. The destination confirms that the channel is clear using a CTS, and the

source node is then free to transmit its data. The destination responds with an ACK to complete

the handshake. RTS and CTS frames carry the length of the frame waiting for transmission, so

other nodes overhearing can make note of it in a Network Allocation Vector (NAV) and maintain

radio silence for the duration. Because both frames carry this information, only one of them

needs to be received, allowing nodes outside of the carrier sensing range of one another to avoid

colliding.

2.2.1.6.3 Uplink OFDMA Random Access As discussed previously the new 802.11ax speci-

fication represents a significant shift away from the decentralised MAC strategy of the DCF and

CSMA/CA and towards a more centralised approach such as those used by cellular technologies

such as LTE and WiMAX. However for 802.11ax both the downlink and the uplink are not yet

fully scheduled. In the 802.11ax Uplink OFDMA Random Access mechanism the contention

period is initiated by a trigger frame sent by the AP. Each node initialises its back-off counter in

the range of 0 to the maximum initial contention window size (OCW). After receiving the trigger

frame reply containing the resource units allocated for random access by the AP, each node sub-

tracts this number from the counter. When it reaches zero, the STA randomly selects an available

resource unit for transmission. When more than one STA chooses the same resource unit, a

collision occurs and the contention window grows according to min(2OCWi−1 +1, OCWmax). The

OFDMA approach is illustrated in the diagram below at Figure 2.10.
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Figure 2.10: The IEEE 802.11 UL-OFDMA-RA Mechanism
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2.2.2 Modelling the 802.11 MAC Layer

The numerical analysis presented in Section 2.3 and the DCF simulator validation in Section 2.4

rely of the use of a well-known 802.11 DCF channel model presented by Bianchi and a set of

delay extensions proposed by Chatzimisios.

To provide the reader with the background knowledge required to understand the implemen-

tation and limitations of the main thesis research methodology this section provides an overview

of wireless MAC analysis concepts and reviews published techniques for the mathematical

modelling of the 802.11 DCF with a detailed description of the aforementioned works.

2.2.2.1 MAC Modelling Concepts

The analysis of random access MAC protocols involves the construction of mathematical models,

the derivation of useful expressions such as the system throughput, and the validation and

evaluation using techniques such as Monte Carlo simulation or hardware-based evaluation. One

of the main challenges is mathematical tractability, as due to the complex nature of modern MAC

protocols expressions can quickly become unwieldy. Therefore concessions are required that limit

system functionality to make the formulas easier to manipulate.

Queue Server
Service RateArrival Rate

Figure 2.11: Single Server Queuing Model

A simplification assumed in most DCF analysis works found in the literature is a single-hop

network topology such that all competing stations are within the transmission range of each

other, i.e. there no hidden or exposed nodes present. Modelling more complex multi-hop wireless

topologies can be done, for example an 802.11s mesh network, but it involves more complicated

algebra. Another commonly used traffic assumption is that of Poisson arrivals in which N number

of mutually independent stations share the channel and the expected number of data unit arrivals

during a period is a constant denoted by λ. Another common arrival assumption is saturated

traffic whereby each node always has a frame in its transmission buffer ready to send.

A simple channel model is that of a single server queue as illustrated below in Figure 2.11..

The system or service rate is given as the average time taken to transmit a single data frame on

the channel, and in general the rate is dependent on the size of the frame being transmitted, the

raw PHY data rate, and the added latency of the MAC algorithm. The frame size is often given
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by a constant or expected value or in some cases even as a probability distribution. In most MAC

layer analyses the PHY rate is constant. The channel load is given as the arrival rate divided by

the service rate: ρ = λ
µ

such that when ρ < 1, the system is in a steady state and the throughput

is maximised.

2.2.2.2 Modelling Example: The Aloha Protocol

Here we provide an example of wireless MAC protocol modelling by describing the techniques

used to analyse one of the first wireless data communications systems - the Aloha protocol [194].

The channel access strategy of Aloha was to permit the competing stations to transmit

whenever they had a data frame ready to send. To detect collisions the central network computer

re-transmits a received frame by broadcasting it back into the network. In this way the sender

can be sure that the data was received successfully at the destination. If a station experiences a

collision when transmitting the frame on the shared channel then it cannot immediately attempt

to re-transmit the frame, otherwise the same stations would persistently collide together as

their frames were resent. Instead each node chooses a random length of time to wait before

re-transmitting. This is known as a contention-based channel access approach, as opposed to a

collision-free approach in which all uplink and downlink transmissions are fully scheduled by a

central control node.

In Aloha arrival traffic is assumed to be modelled by a Poisson distribution with a mean

of N frames per time interval. The system throughput is denoted by S and is defined as the

offered load, λ, multiplied by, ps, the probability of a successful transmission, i.e. S =λps. The

probability that k frames are generated during a given time interval in which G number of frames

is expected on average, is given by the Poisson distribution as Pk = GK e−G
k! . This also implies that

the probability of no frames being received during the interval is e−G . When the time interval is

two frames long the mean number of generated frames is 2G, and the probability if no frames

being transmitted during the entire two-frame period is given by P0 = e−2G . Using the relation

S =GP0 the Aloha throughput becomes S =Ge−2G .

Later the the use of slotted time was established as a way of reducing collisions and increasing

the overall Aloha network throughput. Turning the continuous time of the original Pure Aloha

protocol into slotted discrete time had the effect of halving the vulnerable period if a transmission

and doubling the overall system throughput to S =Ge−G .

However since the original Aloha protocol was developed in the early 1970s wireless MAC

protocols have increased significantly not only in efficiency, but also in complexity. As shown

for the DCF in the following section modelling the throughput and delay behaviour of modern

MAC protocols such as 802.11 is far more complex due to advanced mechanisms such as carrier

sensing, back-off, RTS-CTS, and NAV.
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2.2.2.3 Bianchi DCF Saturation Throughput Model

In his seminal work [30] Bianchi constructed a bi-dimensional discrete time Markov chain

representing a CSMA/CA node from which expressions for the conditional collision probability

and saturation throughput of the 802.11 DCF were derived.

The original paper has been applied and cited in several thousand researches with many

building on or extending the model in some way, for example, the delay expressions provided by

Chatzimisios [1] and the non-saturation model by Felemban [60].

Note that the Bianchi model is central to the validation of the 802.11 DCF simulator presented

in Section 2.4 which is an important contribution to the main thesis research work.

2.2.2.3.1 Model Assumptions The main modelling assumptions of the analysis are: (1)

Network Topology: A flat, single-hop wireless topology is assumed with no hidden or exposed

nodes, (2) Traffic Arrivals: saturated traffic arrivals are assumed such that each node always

has a frame in its transmission queue ready to send, (3) Re-transmissions: an infinite number of

frame re-transmission attempts are allowed, (4) Collision Decoupling: the collision process is not

dependent on past transmission history, and (5) Ideal Channel Conditions: i.e. the only source of

frame loss considered are collisions occurring on the shared channel.

2.2.2.3.2 Chain Construction Note that the back-off counter process of the DCF, b(t), is

non-Markovian, as the waiting time is dependent on the past transmission history of the node.

However, the embedded back-off stage process s(t) is Markovian. Assuming that each frame

collides with constant and independent probability, p, a two-dimensional discrete time Markov

chain, {s(t),b(t)}, can be developed. Let the maximum back-off value stage, m, be the value such

that CWmax = 2mW , where W = CWmin, and also let Wi = 2iW for i ∈ (0,m). The resulting Markov

chain is shown in Figure 2.12 below.

2.2.2.3.3 Transition Matrix The only non-null transition probabilities of the Markov chain

constructed by Bianchi are given below:

Pt =


P{i,k|i,k+1}= 1, k ∈ (0,Wi −2)i ∈ (0,m)

P{0,k|i,0}= (1− p)/W0 k ∈ (0,W0 −1), i ∈ (0,m)

P{i,k|i−1,0}= p/Wi k ∈ (0,Wi −1), i ∈ (1,m)

P{m,k|m,0}= p/Wm k ∈ (0,Wm −1)
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2.2.2.3.4 Stationary Distribution The stationary distribution of a Markov chain represents

the long-term proportion of time spent by the chain in each of the possible states under stable

traffic conditions. The stationary distribution of the chain described in this section has a closed-

form solution, which is derived by Bianchi as follows. Let bi,k be the stationary distribution of

the chain and note the following:

bi−1,0 p = bi,0 → bi,0 = pib0,0, f or 0< i < m

bm−1,0 p = (1− p)/bm,0 → bm = pm

(1− p)b0,0

(2.1)

We also note that:

bm−1,0 p = (1− p)/bm,0 → bm = pm

(1− p)b0,0

Next, due to the chain regularities this gives:

bi,k =
Wi −k

Wi
=


(1− p)

∑m
j=0 i = 0

pbi−0,0b j,0 0< i < m

p(bm−1,0 +bm,0) i = m

Which by means of relation 2.1 and the fact that
∑m

i=0 bi,0 = b0,0/(1− p) can be rewritten as:

bi,k =
Wi −k

Wi
bi,0 i ∈ (0,m), k ∈ (0,Wi −1)

The value of b0,0 is found by applying the normalisation condition and re-arranging to give:

(2.2) b0,0 = 2(1−2p)(1− p)
(1−2p)(W +1)+ pW(1− (2(p)m)

2.2.2.3.5 Station Transmission Probability Now that the value b0,0 is known it is possible

to derive an expression for the probability that a single station transmits in a given time slot.

This probability is denoted by τ and given as:

(2.3) τ=
m∑

i=0
bi,0 =

b0,0

1− p
= 2(1−2p)

(1−2p)(W +1)+ pW(1− (2p)m)

In general the transmission probability τ depends on the conditional collision probability, p.
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2.2.2.3.6 Conditional Collision Probability The conditional collision probability is the

probability that a frame being transmitted experiences a collision due to the simultaneous

transmission attempt of another competing station. Using τ this is given as the probability that

at least one of the n−1 nodes also transmits:

(2.4) p = 1− (1−τ)n−1

Equations 2.3 and 2.4 form a system of non-linear equations in two unknowns, τ and p. The value

p is central to the throughput equation described in the next section and many other extensions

to the Bianchi model including Chatzimisios.

2.2.2.3.7 Saturation Throughput Bianchi expresses the normalised throughput of the DCF

as the average number of payload bits transmitted per slot time:

(2.5) S = E[bits tx per slot]
E[slot]

If E[P] is the expected payload size and a successful transmission occurs with probability

PtrPs, then the average number of payload bits transmitted per slot time is given as PtrPsE[P].

With probability (1−Ptr) a slot is empty, with probability PtrPs it contains a successful transmis-

sion, and with probability Ptr(1−Ps) it contains a collision. The resulting expression is given

as:

(2.6) S = PsPtrE[P]
(1−Ptr)δ+PtrPsTs +Ptr(1−Ps)Tc

where Ts is the average length of time the channel is sensed as busy due to a successful

transmission and Tc is the average time the channel is sensed as busy during a collision:

Ts = H+E[P]+SIFS+δ+ ACK +DIFS+δ

Tc = H+E[P]+DIFS+δ
(2.7)

When the RTS/CTS mechanism is employed Ts and Tc become:

Ts = RTS+SIFS+δ+CTS+SIFS+δ+H+E[P]+SIFS+δ+ ACK +DIFS+δ

Tc = RTS+DIFS+δ
(2.8)
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Figure 2.12: Bianchi Bi-dimensional Markov Chain for the DCF Node
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2.2.2.4 Chatzimisios DCF Access Delay Model

The access delay is defined by Chatzimisios in [1] as the length of time between a frame arriving

at the head of the source node transmission queue and the frame being successfully received at

the sink node.

2.2.2.4.1 Infinite Re-transmissions In his basic model Chatzimisios formulates the DCF

access delay as the average number of idle slot times multiplied by the average slot duration:

(2.9) E[D]= E[X ]E[Slot]

where E[Slot] is the expected length of a slot time and E[X ] is the expected number of slots

during a successful transmission and given by:

(2.10) E[X ]= (1−2p)(W +1)+ pW(1− (2p)m)
2(1−2p)(1− p)

2.2.2.4.2 Finite Re-transmissions Chatzimisios later adapted his model to include finite re-

transmissions and the packet drop probability. In the case of a finite number of re-transmissions,

m′, the window size is given by:

Wi =
{

2iW , f or i <= m′

2m′
W , f or i > m′

As with Bianchi, the DCF is modelled using a bi-dimensional Markov process. Chatzimisios

derives a new expression for b0,0 as follows:

b0,0 =


2(1−2p)(1−p)
W(1−(2p)m+1)(1−p)+(1−2p)(1−pm+1), f or m <= m

2(1−2p)(1−p)
W(1−(2p)m+1)(1−p)+(1−2p)(1−pm+1)+W2m′ pm′+1(1−2p)(1−pm−m′ ),

f or m > m′

In the finite model, if a frame exceeds the maximum number of transmission attempts is it

dropped, which occurs with probability:

(2.11) pdrop = pm+1

Which is the probability of m+1 consecutive collisions. The average number of slots to drop a

packet is given as:

E[Tdrop]=
{

W(2m+1−1)+(m+1)
2 , f or m <= m′

W(2m+1−1)+W2m(m−m′)+(m+1)
2 , f or m > m′
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The average time taken to drop a packet is therefore given as:

(2.12) E[Ddrop]= E[Tdrop]E[slot]

Again the delay is given by Equation 2.9, but in the case of finite re-transmissions E[X ] is

given by:

E[X ]=
{ W(1−(2p)m+1)(1−p)+(1−2p)(1−pm+1)

2(1−2p)(1−p) − pm+1E[Tdrop], f or m <= m′
W(1−(2p)m+1)(1−p)+W2m pm+1(1−pm−m)(1−2p)+(1−2p)(1−pm+1)

2(1−2p)(1−p) − pm+1E[Tdrop], f or m > m′

and E[slot] is given by:

(2.13) E[slot]= (1−Ptr)δ+PtrPsTs +Ptr(1− ptr)Tc
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2.2.2.5 Other DCF Analyses

This subsection presents a brief literature review of other related DCF modelling works. Note

that the analytical modelling of the DCF represents a substantial body of research in its own right

and several thousand works have been published over the past two decades dealing with many

different aspects of DCF functionality of which the following works represent only a small portion.

Related analytical works can be classified according to three distinct categories:

1. Improvements: Such works seek to improve previous analyses by making the model more

realistic and truer to the 802.11 specification. A good example of this sort of work is

seen in the papers by Chatzimisios in [1] and [38]. Here the author extends his first

work to accommodate finite transmission attempts in order to more accurately reflect the

standardised behaviour.

2. Extensions: These works extend previous the original Bianchi model to include a new

feature or aspect of a new standard or a performance metric that was not previously

considered. A good example is the 802.11e model for QoS presented by the authors in [196].

3. Evaluations: These works numerically evaluate different 802.11 technologies or specific

networking and traffic scenarios. For example the performance evaluation of the 802.11ah

standard for IoT networks by Banos-Gonzalez et al. in [27] and the analysis of 802.11p in

vehicular networks by the author Song in [181].
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Publication Topology Traffic Metrics Retries QoS Chan.
Bianchi [30] Single-Hop Saturated Coll., T.put Infinite No Ideal
Carvalho [35] Single-Hop Saturated Delay Infinite No Ideal
Chatzimisios [1] Single-Hop Saturated Delay Infinite No Ideal
Chatzimisios [38] Single-Hop Saturated Delay Finite No Ideal
Bianchi [31] Single-Hop Saturated T.put, Delay Infinite No Ideal
Bianchi [68] Single-Hop Saturated T.put, Delay Infinite No Ideal
Tantra [196] Single-Hop Saturated T.put, Delay Finite Yes Ideal
Engelstad [58] Single-Hop Near-sat. Delay Finite Yes Ideal
Vu [208] Single-Hop Saturated Delay Finite No Ideal
Vardakas [204] Single-Hop Saturated Delay Finite No Ideal
Sharma [168] Single-Hop Saturated Coll. Finite Yes Ideal
Xu [216] Single-Hop Saturated Delay Finite Yes Ideal
Felemban [60] Single-Hop Non-sat. T.put, Delay Finite No Ideal
Kumar [107] Multi-Hop Non-sat. T.put Finite No Error
Alsbou [22] Single-Hop Non-sat. T.put Finite No Error
Alabady [20] Multi-Hop Saturated T.put, Delay Finite No Ideal
Zeeshan [226] Multi-Hop Saturated T.put, Delay Finite No Ideal
Wang [210] Multi-Hop Saturated T.put, Delay Finite No Ideal
Song [183] Multi-Hop Saturated Coll., T.put Finite Yes Ideal

Table 2.2: Comparison of Related DCF Modelling Works
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2.2.2.5.1 Non-saturated Traffic Arrivals One of the central assumptions of the Bianchi

model is saturated traffic arrivals, i.e. every competing node in the network always has a

frame waiting to be sent in its transmission queue. This assumption is perhaps one of the most

unrealistic as in a real-life network most application traffic is extremely bursty in nature with

peak traffic to mean traffic ratios of up to 1000:1 [194]. Several research works have therefore

extended Bianchi to accommodate alternate traffic assumptions such as Poisson-based arrivals.

For example the work by Felemban and Ekici in [60] wherein the authors derive an expression for

the of the number of active nodes used to calculate the non-saturation collision probability, delay,

and throughput of the DCF. In order to model the non-saturation load an iterative algorithm is

developed which computes the probability that a node does not have any packets to send using

the basic saturation model. For a Poisson arrival rate per slot time equal to λ this probability is

given as:

(2.14) P0 = 1= λ

µ
,

Where µ is the average channel service rate. The PMF of the number of active stations with

at least one frame ready to send in their transmission queues is given as:

(2.15) βi =
(
N
i

)
(1−P0)iP(N−i)

0

The non-saturation conditional collision probability is then given as:

(2.16) Pλ =
∑N

i=1 Piβi

1−β0

Where Pi denotes the saturated collision probability also provided in the work. The non-

saturation channel throughput is given as:

(2.17) Uλ =
N∑

i=1
Uiβi

Where Ui denotes the saturated throughput of the DCF also provided in the work. Finally the

non-saturation expected delay is given as:

(2.18) Tλ =
∑N

i=1 Tiβi

1−β0

Where Ti denotes the saturated expected delay as provided in the work.

Other notable non-saturation analyses of the DCF include Garetto and Chiasserini [71],

which uses a multi-dimensional Markov chain to estimate the number of active nodes present

and the number of frames per transmission queue, Engelstad [58] and Malone [119], which both

employ an additional node state to model the case when a DCF node not have any data in its

transmission queue, and Zhai [229] and Tickoo [199], which both scale the saturated, single-node

transmission probability by the probability of that node having at least a single packet in its

transmission queue.
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2.2.2.5.2 Multi-hop Wireless Topologies The original Bianchi analysis assumed a single-

hop, 802.11 WLAN topology, but more recently multiple research works have emerged which

extend the model to accommodate multi-hop IEEE 802.11s [5] style mesh topologies. In a single-

hop network when all nodes are within carrier sensing range of each other the DCF is able

to co-ordinate and synchronise the transmissions of all competing stations. However this can-

not be assumed in multi-hop networks and as such node transmissions may not be effectively

synchronised which can lead to severe throughput degradation and even complete starvation

for some nodes. Zeeshan et al. [226] use Bianchi to model the packet loss probability and busy

time in multi-hop 802.11 WLANs. The authors combine the analytical formulas for the single

node transmission probability and expected delay of the DCF with a novel geometric model for

interference and derive an expression for the conditional collision probability for the two-flow

topology in Figure 2.13.

i i'

j j'

I I'

Figure 2.13: Two Flow Topology used in Zeeshan et al. [226]

This is the probability that a link l(i, j) is interfered with by station i’ due to a simultaneous

transmission, and is calculated as the conditional probability that station i’ attempts to transmit

at the same time station i is already transmitting:

(2.19) c(i′/i)= Q(θ)∑
D(i) Q(D)

Where Q(D) represents the probability that the stations in a region are both in the active state,

Q(θ) is the empty set represent the situation where no station in any region is active, and A(i) is

the set of regions where station i can become active. The values are obtained via simulation and

computation of the average busy time using a method similar to Garetto et al. in [72].

In another related work Alabady et al. [20] constructs a multi-hop 802.11 model and evaluates

the DCF performance in the presence of hidden nodes in order to demonstrate the impact of

network size, the maximum back-off stage, and collision probability on the overall system

throughput and delay. Wang [210] also analyses the throughput and end-to-end delay of the

802.11 MAC over a 2-hop wireless path by differentiating between the DCF access delay and

the queuing delay experienced at the intermediate nodes using M/M/1 ad M/G/1 queuing models.

Dong [54] also models the intermediate delay using queuing theory, and utilises a metric called
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the hidden area of a transmitting station to estimate the number of hidden nodes present in the

network. Other examples of multi-hop analysis of the 802.11 MAC include [72], Khalaf [100],

Sirus [176], Siripongwutikorn [175], and Abdullah et al. [14].

2.2.2.5.3 Alternative Delay Models Several other authors including Chatzimisios have

developed access delay extensions to the core Bianchi model. Vu [208] derives the generating

function of the DCF access delay using a numerical transform inversion. Sakurai provides an

expression for the access delay and derives explicit expressions for the generating function and

the first two moments. The authors Carvalho et al. [35] analyse the DCF delay in a single-hop

wireless topology under saturation conditions. Other delay works include Vardakas [204], Wang

[210], and even Bianchi [68], who later developed an alternate model based on elementary

probability theory including the DCF access delay.

2.2.2.5.4 Quality of Service Several works have extended the Bianchi analysis to accommo-

date 802.11e style QoS. Such works include Tantra [196], Engelstad [58], Xu [216], Sharma [168],

and Song [183]. The aforementioned works vary considerably in terms of their consideration

of other aspects of the DCF such as the finite vs infinite re-transmissions and saturated vs

non-saturated traffic arrivals.

2.2.2.5.5 Hidden Nodes Hidden nodes are an inherent problem in wireless networks and

802.11 is no exception. Multiple works target numerical DCF performance evaluation in the

presence of hidden nodes using the RTS-CTS throughput equation provided by Bianchi, including

Pal et al. [140], Kumar [107], Alsbou [22], Chang [37], Alabady [20], and Song [183].

2.2.2.5.6 Kalman Filter Estimation Bianchi [31] applies Kalman filter techniques to es-

timate the number of nodes present in an 802.11 network based on the measured collision

probability. Bianchi show that Auto Regressive Moving Average filter estimation leads to a biased

estimation and has low performance in terms of the accuracy-tracking trade off. The Kalman

Filter estimation technique provides more accurate results and react more promptly to changes

in network state. The technique is also shown to work effectively under non-saturation conditions.

Tinnerello [200] applies a similar technique to help select the most appropriate modulation and

coding schemes based on the current channel load.
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2.2.2.5.7 Modelling Criticisms Analytical techniques can be accurate and revealing but a

mathematical model may never reflect the idiosyncrasies of a real-life hardware-based imple-

mentation. In addition modelling assumptions made in order to simplify the construction of such

models can influence the resulting behaviour. Furthermore some assumptions may not hold true

for all possible conditions.

Huang et al. question the validity of the DCF modelling hypothesis in [88]. The authors test

two key assumptions used by models such as Bianchi and also for other CSMA types such as

p-persistent CSMA and CSMA/CA: (1) the sequence of attempted frame transmissions forms a

random and mutually independent sequence, and (2) the sequence of outcomes are identically

distributed random variables and do not depend on past transmission history. These assumptions

are sometimes referred to collectively in the literature as the decoupling assumption. Huang

considers three types of 802.11 network: (1) saturated/unsaturated infrastructure networks,

(2) saturated 802.11e networks, and (3) saturated/unsaturated 802.11s mesh networks. The

test results published in the work show that the above assumptions are true for saturated and

unsaturated networks with small buffers but do not hold for 802.11e and 802.11s networks with

saturated traffic.
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2.3 Analysing the 802.11 MAC Layer using Bianchi

In order to evaluate the performance of the individual 802.11 links used in the interface bonding

tests in Chapters 3 and 4 of the thesis, in this section we analyse and compare the performance

of the MAC sub-layer channel access mechanism, between the 802.11ac and 802.11ah versions of

the standard.

2.3.1 Example Bianchi Throughput Evaluation

First, to illustrate the numerical output provided by the Markov-based analytical model by

Bianchi, the main modelling expressions are numerically evaluated and discussed for the FHSS

PHY as per the original 802.11 standard used by the author in [30].

2.3.1.1 Input Parameters

The DCF parameters used in the Bianchi evaluation are summarised in Table 2.3 below. The

modulation type assumed is 2-level Gaussian Frequency Shift Keying (GFSK), which provides

a raw PHY data rate of 1 Mbps. The payload size of 8184 bits matches Bianchi and is set to 1

quarter of the maximum MAC Protocol Data Unit (MPDU) for the FHSS PHY. All MAC and PHY

parameters were chosen to exactly match the original Bianchi publication and were also verified

against the 802.11 specification in [2].

Parameter Value
Number of Nodes (N) 100
Slot Time (µs) 50
CWmin (slots) 16
CWmax (slots) 1023
Maximum Backoffs 5
Payload Size 8184
MAC Header Size (bits) 272
PHY Header Size (bits) 128
ACK Size (bits) 112
SIFS Duration (µs) 28
DIFS Duration (µs) 128
Propagation Time (µs) 1
Data Rate (Mbps) 1

Table 2.3: Parameters used in Bianchi Evaluation of 802.11 FHSS
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2.3.1.2 Applied Load Tests

The scenario used for the FHSS evaluation is shown in Figure 2.14 below. The applied channel

load is incremented from n = 1 to n = 100 competing nodes, and at each loop iteration the

DCF channel saturation throughput and conditional collision probability are calculated (using

the native computational MatLab functions for solving systems of linear equations) as per the

analytical expressions provided by Bianchi described in Section 2.2.2.3 above. The test output is

therefore an N-length vector of the DCF throughput as a function of the applied load under the

assumption of saturated traffic.

FHSS WLAN

n = 1

n = 2

n = 100

n = ...

Evaluate Channel 
Throughput & Collision

Probability using Bianchi

Evaluate Channel 
Throughput & Collision

Probability using Bianchi

Evaluate Channel 
Throughput & Collision

Probability using Bianchi

Figure 2.14: FHSS Test Applied Channel Load
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2.3.1.3 FHSS Saturation Throughput Results

As per Equation 2.6 of the Bianchi model above, the saturation throughput of the 802.11 DCF is

defined as the fraction of time in the long-term that the shared channel spends in the successfully

transmitting state under the assumption of saturated arrival traffic.

The saturation throughput is evaluated for the FHSS PHY in Figure 2.15 below as a function

of the applied load using the input parameters defined in Section 2.3.1.1 above. The overall mean

DCF channel throughput for all applied loads considered was 0.5649 Mbps.

Notice that at the initial applied load of n = 1 the achieved channel throughput of 0.8761

Mbps was already much less than the raw PHY data rate of 1 Mbps due to the additional latency

of the CSMA/CA back-off mechanism as well as the PHY/MAC headers and ACK frames. The

respective PHY/MAC header sizes of 112 bits and 272 bits remain constant throughout the test

in contrast to the delay which increases non-linearly with the applied load, as seen for the DSSS

PHY in the Chatzimisios evaluation in Figure 2.21 of the following section. The increase in

latency has the knock-on effect of reducing the achieved channel throughput, which is seen below

where the output of the Bianchi expression decreases non-linearly to a minimum of 0.4558 Mbps

at the heaviest test load of n = 100.
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Figure 2.15: Bianchi Saturation Throughput Results 802.11 FHSS
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2.3.1.4 FHSS Conditional Collision Probability

The conditional collision probability formula in Equation 2.4 above gives the probability that a

frame being currently transmitted onto the DCF channel by a given STA experiences a collision

with one of the other n−1 competing STAs due to a simultaneous transmission attempt.

The collision probability is one of the two key formulas1 of the Bianchi model and is used to

derive all the main performance metrics of the DCF including the saturation throughput and

expected delay. It is evaluated for the FHSS PHY in Figure 2.16 below, where as seen the model

output increases non-linearly from a minimum of zero at n = 1 (because a node cannot collide

with itself) to a maximum of 0.7232 at the heaviest considered load of n = 100 with an overall

mean value of 0.5845.
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Figure 2.16: Bianchi Conditional Collision Probability Results 802.11 FHSS

1The other key formula is the expression for Tau as described in Section 2.2.2.3 and evaluated in Figure 2.17
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Related to the collision probability is the value represented by τ shown in Equation 2.3 above

used in the Bianchi Markov model to derive the stationary distribution of the chain by providing

the probability of the chain being in the initial or starting state b0, 0.

Along with the conditional collision probability Pc, the expression τ forms the system of

non-linear equations that must be solved when performing the numerical evaluation of a specific

802.11 standard. The overall mean value of τ for all applied loads considered was 0.5987, and as

seen from the graph the model output increases non-linearly from a minimum of 0.1176 at n = 1

to a maximum of 0.7267 at the heaviest considered channel load of n = 100.
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Figure 2.17: Bianchi Tau Probability Results 802.11 FHSS
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In the Bianchi model the parameter Ptr gives the probability that at least one of the n

competing stations present in the network will attempt to transmit a data frame during a given

time slot. The expression is used in both the numerator and denominator of Equation 2.6 to

derive the saturation throughput of the DCF. Shown below, the expression looks almost identical

to the conditional collision probability, but instead of raising to the power of n−1 the bracket

contents are raised to the power of n:

(2.20) ptr = 1− (1−τ)n

As such its evaluated value is close to that of Pc throughout the results, as shown in Fig-

ure 2.18 and Figure 2.16. For the initial load of n = 1 the transmission probability is 0.1176 and

the output then increases non-linearly to a maximum of 0.7267 at the heaviest considered load of

n = 100. The overall mean transmission probability for all applied loads is 0.5987.
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Figure 2.18: Bianchi Station Transmission Probability Results 802.11 FHSS
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The parameter Ps provides the probability that a transmitted DCF frame will be successfully

received at the sink node and is defined as:

(2.21) Ps = nτ(1−τ)n−1

Ptr

The probability is used in both numerator and denominator of Equation 2.6 above to calculate

the saturation throughput of the DCF and is evaluated for the FHSS PHY in Figure 2.19.

As expected the model output decreases non-linearly as the number of competing stations

present in the network is increased. At n = 1 the probability is equal to 1 as there are no other

nodes in the network for the transmitted frame to collide with. As the applied load is gradually

increased towards the maximum of n = 100, the output decreases non-linearly to a minimum

value of 0.491. The overall mean success probability for all applied loads considered in the

evaluation is 0.6136.
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Figure 2.19: Bianchi Success Probability Results 802.11 FHSS
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2.3.2 Example Chatzimisios Delay Evaluation

Next, in order to illustrate the output of the delay extensions to the Bianchi model provided by

Chatzimisios, the main modelling expressions are evaluated for the DSSS PHY as per the work

of the author in [1].

2.3.2.1 Input Parameters

The DCF parameters used in the Chatzimisios evaluation are summarised in Table 2.4 and

are taken directly from the IEEE 802.11b standard in [4]. All PHY settings were chosen to

exactly match that used by Chatzimisios in [1] in order to allow a direct comparison with the

results printed. These parameters include for example the payload size of 8184 bits and the PHY

transmission rate of 1 Mbps, which assumes the use of BPSK modulation.

Parameter Value
Number of Nodes (N) 100
Slot Time (µs) 20
CWmin (slots) 32
CWmax (slots) 1023
Maximum Backoffs 5
Payload Size 8184
MAC Header Size (bits) 224
PHY Header Size (bits) 192
ACK Size (bits) 112
SIFS Duration (µs) 10
DIFS Duration (µs) 50
Propagation Time (µs) 1
Data Rate (Mbps) 1

Table 2.4: Parameters used in Chatzimisios Evaluation of 802.11b DSSS
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2.3.2.2 Applied Load Tests

The applied load scenario used for the evaluation of the DSSS PHY is illustrated in Figure 2.20

below. As per the Bianchi FHSS test the applied channel load is incremented from n = 1 to n = 100

competing STAs and at every loop iteration the expected access delay of the DCF is numerically

evaluated using the Chatzimisios expression. Again the model output from the test is therefore

an N-length vector providing the DCF access delay as a function of the applied channel load

under the assumption of saturated arrival traffic.

DSSS WLAN

n = 1

n = 2

n = 100

n = ...

Evaluate the Expected Delay
of the DCF channel using
the Chatzimisios equation

Evaluate the Expected Delay
of the DCF channel using
the Chatzimisios equation

Evaluate the Expected Delay
of the DCF channel using
the Chatzimisios equation

Figure 2.20: DSSS Test Applied Channel Load
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2.3.2.3 Expected Access Delay

The expected DSSS channel access delay as per the Chatzimisios formula in Equation 2.9 is

shown in Figure 2.21 below. Defined as the length of time between a frame arriving at the head

of the source node transmission queue and the frame being successfully received at the sink, the

overall mean delay for the evaluation was 810380 µs. As seen from the graph the output of the

Chatzimisios delay model increased almost linearly from a minimum of value of 9341 µs at n = 1

to a maximum of 1486000 µs at the heaviest considered load of n = 100.

0 20 40 60 80 100

Number of Stations

0

5

10

15

E
xp

ec
te

d 
D

el
ay

 (u
s)

10 5

Figure 2.21: Chatzimisios Expected Delay Results 802.11b DSSS
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Also of interest are the constituent terms of the Chatzimisios delay expression E[S] and E[X ]

shown below and on the following page. The parameter E[X ] represents the total number of time

slots taken on average to send a successfully received frame and is evaluated for the DSSS PHY

in Figure 2.22 below. As seen the model output increases linearly from a minimum of 10.5 slots

at n = 1 to a maximum of 155.2 slots at the heaviest considered load of n = 100 with an overall

mean value of 81.691 slots.
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Figure 2.22: Chatzimisios E[X] Results 802.11b DSSS
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The parameter E[S] represents the average length of a slot time and is the same value as

used in the Bianchi saturation throughput formula. The expression is evaluated for the DSSS

PHY in Figure 2.23 below. As seen the model output increases exponentially from a minimum

of 517 µs at n = 1 to a maximum value of 5500 at the heaviest considered load of n = 100. The

overall mean value of E[S] for all applied loads considered in the evaluation was 4331.81 µs.
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Figure 2.23: Chatzimisios E[S] Results 802.11b DSSS
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2.3.3 Comparison of 802.11ac vs 802.11ah DCF Performance

This section analyses and compares the MAC layer performance between traditional 2.4 GHz

802.11ac and sub-1 GHz 802.11ah designed for wireless sensor networks and the Internet of

Things. More specifically the DCF channel throughput, delay, and conditional collision probability

are numerically evaluated and discussed for both standards using the analytical modelling

provided by Bianchi and Chatzimisios.

Note that the analysis presented is intended as an illustration of the performance of the two

802.11 types used in the interface bonding study in Chapter 3 and Chapter 4, and not as a full

root and branch performance comparison in its own right.

2.3.3.1 802.11ah Use Cases

Published over two decades ago, the 2.4 GHz 802.11 standard was originally designed for home

and office to connect laptops and desktop with the killer application being Internet access. By

contrast [27], the recent IEEE 802.11ah amendment was designed specifically for the following

use cases:

• Smart Sensors & Meters: The main goal of the 11ac amendment is to enable 802.11 to

accommodate IoT devices covering a range of user applications including both indoor and

outdoor use in urban, suburban, and rural environments.

• Backhaul Aggregation: This is where a 802.11ah router or gateway aggregates the

operational data collected from sensor devices and forwards it to a control application or

database via a backhaul connection in order to improve efficiency.

• Cellular Offloading & Extending Hotspot Range: The high throughput and long range

of the sub-1 GHz bands used by the 11ah standard are ideal for extending Wi-Fi hotspot

range and offloading data and voice traffic from cellular networks such as LTE.
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2.3.3.2 Technical Challenges for 802.11 in IoT

The main technical challenges faced by 802.11ah when extending the standard to accommodate

IoT application requirements include:

• Increased Range of Coverage: Certain long-range IoT applications require greater than

1 km of wireless coverage. In addition to the increase in range afforded by the use of longer

wavelengths in the sub-1 GHz bands, in order to help meet this requirement 1 MHz channel

bandwidths and a new MCS scheme (MCS10) are introduced. Narrow bandwidths provide

a larger symbol duration that is most robust towards inter-symbol interference as seen in

most outdoor and long-range scenarios. Multi-hop operation with mesh nodes and relays is

also supported.

• Large Numbers of Connected Devices: IoT and wireless sensor networks are charac-

terised by a large number of connected devices which leads to increased channel contention

and a high number of frame collisions. To mitigate this effect 11ah defines an optional

channel access mechanism called Restricted Access Window (RAW). In simple terms the

mechanism reduces collisions by dividing stations into different groups and restricting

access during a particular period of time. Furthermore 11ah supports up to 8191 active

stations per Access Point (AP) using a novel hierarchical structure for the Association

Identifiers representing each connection.

• Spectral & Temporal Resources: Most medium range wireless technologies such as

802.11 operate in the crowded 2.4 GHz ISM band. With the introduction of billions of IoT

devices this portion of the spectrum is now at risk of becoming exhausted and therefore the

802.11ah standard turns to the less contentious sub-1 GHz band where the detrimental

effects of co-channel interference are significantly reduced.

• Low Power Consumption Requirement: Many IoT devices are battery powered and

require weeks, months, or even years of continuous use. Therefore the efficiency of the

power consumption becomes a critical consideration with the embedded NIC representing

a large portion of that use. The original 802.11 version supports an idle time of up to 18.64

hours, but 11ah extends this to allow multiple idle periods up to one year in length. Several

other new features of 11ah also help to increase battery life, for example shorter frame

headers and implicit frame acknowledgements in certain cases.
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2.3.3.3 802.11ah Improvements at the MAC Layer

In addition to those mentioned above, the other new MAC layer features of note in the 802.11ah

standard are described below:

• Bi-directional Transmission Opportunities: In order to extend device battery life the

standard provides a method of bi-directional TXOPs allowing the transmission and receipt

of multiple MAC layer frames in a single TXOP.

• Block Frame Acknowledgements: A block acknowledgement procedure is introduced

wherein fragments obtained from partitioning a MAC Service Data Unit (MSDU) can be

acknowledged either immediately using an NDP Block ACK frame, or en masse using the

regular block ACK mechanism.

• Sub-Channel Selective Transmission: The Sub-Channel Selective Transmission fea-

ture allows wireless stations to rapidly switch through different channels from one frame

transmission to the next in order to avoid the fading that occurs over the individual

narrow-band sub-channels.

• Delivery Traffic Indication Map: The Delivery Traffic Indication Map introduced in

802.11ah informs sleeping wireless stations when multicast traffic destined for the node is

buffered at the AP by means of a bit map sent via the MAC beacon.

68



2.3. ANALYSING THE 802.11 MAC LAYER USING BIANCHI

2.3.3.4 Input Parameters

The DCF and PHY parameters used in the following evaluation were taken directly from the

relevant standards in [12] and [13]. The 11ac DCF parameters are shown in Table 2.5 and the

11ac parameters in Table 2.6. The respective Modulation and Coding Scheme (MCS) settings

for each type were chosen to provide an identical raw PHY data and therefore highlight the

difference at the MAC layer. The MCS assumed for 802.11ac was Index = 6, which uses a 20

MHz channel bandwidth, a single spatial stream, 64-QAM modulation, a 3/4 coding rate, and a

400 ns guard interval, to give a raw PHY transmission rate of 65 Mbps. The MCS for 802.11ah

was Index = 7, which uses a 9 MHz bandwidth, two spatial streams, 64-QAM modulation, a

3/4 coding rate, and a 4 µs guard interval to also produce a raw PHY transmission rate of 65 Mbps.

DCF/PHY Parameter Parameter Value
Number of Nodes (N) 100
Slot Time (µs) 9
CWmin (slots) 15
CWmax (slots) 1023
Payload Size 8184
MAC Header Size (bits) 288
PHY Header Size (bits) 192
ACK Size (bits) 112
SIFS Duration (µs) 16
DIFS Duration (µs) 34
Propagation Time (µs) 1
Data Rate (Mbps) 65

Table 2.5: DCF Parameters used in Simulation Validation for 802.11ac

DCF/PHY Parameter Parameter Value
Number of Nodes (N) 100
Slot Time (µs) 52
CWmin (slots) 15
CWmax (slots) 1023
Payload Size 8184
MAC Header Size (bits) 288
PHY Header Size (bits) 192
ACK Size (bits) 112
SIFS Duration (µs) 160
DIFS Duration (µs) 264
Propagation Time (µs) 6
Data Rate (Mbps) 65

Table 2.6: DCF Parameters used in Simulation Validation for 802.11ah
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2.3.3.5 Saturation Throughput Comparison

The achieved saturation throughputs for 11ac and 11ah are compared using the Bianchi model in

Figure 2.24 below. The 11ac throughput is plotted as the dotted and dashed black line and the

11ah throughput as the dashed red line. As seen the 802.11ac channel throughput is considerably

higher than 11ah for all applied loads considered with an overall mean percentage difference of

23.74 %.

For 802.11ac the achieved channel throughput increased from a minimum value of 42.75

Mbps at the initial load of n = 1 to a maximum of 43.69 Mbps at n = 2 and then decreased

gradually to an overall test minimum of 21.5 Mbps as the applied load was raised towards the

heaviest considered level of n = 100. The overall mean channel throughput for all applied loads

considered in the test was 29.9211 Mbps.

By comparison for 11ah the achieved channel throughput was considerably lower and in-

creased from a minimum of 15.48 Mbps at the initial load of n = 1 to a maximum of 18 Mbps

at n = 4. The output then decreased non-linearly to an overall minimum of 10.93 Mbps as the

applied load was raised towards the heaviest considered level of n = 100. The overall mean 11ah

throughput for all applied loads considered was 13.8745 Mbps.
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Figure 2.24: 802.11ac vs 802.11ah Saturation Throughput Comparison
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2.3.3.6 Expected Access Delay Comparison

The expected channel access delays for 11ac and 11ah are presented in Figure 2.25 below as

a function of the applied channel load. The 11ac delay is plotted as the dotted and dashed

black line and the 11ah delay as the dashed red line. As seen the achieved 11ah access delay

was considerably higher throughout when compared to 11ac with an overall mean percentage

difference of 67.14%.

For 11ac the delay increased non-linearly from 383.2 µs at the initial load of n = 1 to a

maximum of 76200 µs at the heaviest considered load of n = 100, with an overal mean value of

32735 µs. By comparison for 11ah the delay output increased from 1058 µs at n = 1 to a maximum

of 149900 µs at the heaviest test load of n = 100, with a mean value of 65822 µs.

0 20 40 60 80 100

Number of Stations

0

5

10

15

E
xp

ec
te

d 
D

el
ay

 (u
s)

10 4

11ac
11ah

Figure 2.25: 802.11ac vs 802.11ah Expected Access Delay Comparison
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2.3.3.7 Conditional Collision Probability Comparison

The conditional collision probabilities for 11ac and 11ah are compared in Figure 2.26 below. The

11ac collision probability is plotted as the dotted and dashed black line and the 11ah collision

probability as the dashed red line. Notably for both 11ac and 11ah the collision probability was

identical throughout the test. Both outputs increased exponentially from a value of zero at the

initial load of n = 1 to a maximum of 0.7962 at the heaviest test load of n = 100. The overall mean

collision probability for all applied loads considered was 0.6561.
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Figure 2.26: 802.11ac vs 802.11ah Conditional Collision Probability Comparison
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2.4 Simulating the 802.11 MAC Layer in MatLab

Towards the overarching thesis research goal this section implements a novel evaluation frame-

work for the 802.11 DCF using the MatLab programming language and verifies the correct

operation by comparison against the well established and widely accepted analytical models by

the authors Bianchi and Chatzimisios.

The simulator output provides the DCF channel throughput, expected access delay, and

conditional collision probability as a function of the number of competing wireless stations under

the assumption of saturated arrival traffic.

The implemented framework plays an important role in research presented later in the thesis

and is extended in Chapter 3 to evaluate and compare the aggregated throughput, link bandwidth

utilisation, and delay of statically configured homogeneous 11ac-11ac and heterogeneous 11ac-

11ah interface bonds under different combinations of applied link load. To help answer the main

research questions of the thesis the framework is then further extended in Chapter 4 to allow a

rigorous performance analysis of state-of-the-art dynamic link selection algorithms.

2.4.0.1 Benefits of Software Simulation

The benefits of the implemented framework verses a hardware-based evaluation testbed are:

1. Flexibility & Control: The framework provides a flexible method of evaluating the DCF

performance that can be adapted to accommodate any 802.11 technology by swapping DCF

input parameters (such as slot length and DIFS) as per the relevant specification. Other

parameters such as the PHY data rate and payload size can easily be changed to suit the

desired experimental requirements and the framework also gives the ability to adopt non

802.11 compliant behaviour for research purposes without impacting adjacent protocol

layers or other software components.

2. Speed & Cost: To experimentally evaluate the DCF performance for the IoT network

population sizes considered in the main thesis research in Chapter 4 would be prohibitively

expensive in hardware. The software simulation also provides quicker execution, allowing

multiple tests to be run and re-run in a fraction of the time required for hardware.

3. MAC Sub-Layer Focus: The framework only simulates the 802.11 MAC sub-layer and

PHY layer considerations such as signal strength and propagation time are not evaluated,

and neither is the adjacent Logical Link Control Layer. By measuring the link throughput

directly at the MAC layer we obtain the best-case scenario for the 802.11 performance based

solely on the channel access procedure. Later in Chapter 3 this clear focus helps reveal the

impact of the DCF mechanism on the 802.11 interface bond throughput performance under

a range of applied load conditions.
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2.4.1 Simulation Implementation

This section presents the main assumptions, algorithms, and input-output data used in the

MatLab-based DCF evaluation framework implemented as part of the thesis research.

The interpreted MatLab language was chosen for the implementation because of its expressive

power and wide range of available mathematical functions. A compiled language such as C++

could have provided greater speed with the potential for real-time execution and integration with

other simulations/emulators such as NS3 and Mininet, but for the primarily analytical research

presented in this thesis MatLab was considered as the appropriate choice.

2.4.1.1 Simulation Assumptions

The list of modelling assumptions made during the implementation of the DCF simulator is

provided below. These assumptions were made in order to closely align with those of the Markov-

based models presented by Bianchi and Chatzimisios in [30] and [1] to allow a direct comparison

and verification between the simulator results and those of the established and widely accepted

802.11 analyses.

2.4.1.1.1 802.11 Network Topology In the implemented simulator a flat single-hop 802.11

wireless topology is assumed such that all competing DCF stations are within carrier sensing

range of one another with no hidden or exposed nodes present. In addition the RTS-CTS and

NAV mechanisms are not used. This fully connected topology is illustrated in the diagram in

Figure 2.27 below.

Figure 2.27: 802.11 WLAN Topology Used in DCF Framework
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2.4.1.1.2 Traffic Arrival Discipline As per the original Bianchi work in [30] saturated

arrival traffic conditions are assumed such that all nodes in the network always have a frame

ready to send in their transmit buffer. While this approach cannot model more realistic per-user

traffic arrival rates it provides a good approximation of very heavily loaded traffic conditions

while greatly simplifying the implementation.

2.4.1.1.3 Frame Re-transmissions As per Bianchi an infinite number of frame re-transmission

attempts are assumed, i.e. a node does not drop a frame after a certain number of failed trans-

mission attempts set to k = 5 in most versions of the 802.11 standard. This is a fundamental

and well-documented limitation of the single-link Bianchi model and the Chatzimisios delay

extensions which the implemented simulator uses as a reference.

2.4.1.1.4 Ideal Radio Conditions Again as per the Bianchi model an important assumption

is that the only source of frame loss considered in the simulations are due to collisions occurring

on the DCF channel, i.e. other losses due to radio frequency factors such as slow and fast fading

are ignored.

2.4.1.1.5 Collision Decoupling Following Bianchi the frame transmission-collision process

is not dependent on the past transmission history of the node. Intuitively this assumption becomes

more accurate as the contention window size and number of competing stations become larger.

2.4.1.1.6 Aggregation and Fragmentation The techniques of aggregating and fragmenting

multiple individual frames are not considered in the proposed simulation. All packets received

from the upper protocol layer are assumed to be sent as is directly over the DCF channel.

2.4.1.1.7 Quality of Service The individual traffic priorities and Quality of Service (QoS)

mechanisms including virtual collisions as per 802.11e are not modelled in the implemented

simulation, i.e. all test traffic belongs to a single undifferentiated class.

75



CHAPTER 2. ANALYSIS AND SIMULATION OF THE 802.11 MAC LAYER

2.4.1.2 Simulation Input Parameters

The implemented DCF simulator takes as input the various parameters summarised in Table 2.7

below. Values such as the slot length and inter-frame spacing (DIFS/SIFS) are specific to a

particular version of the standard, for example 802.11ac or 802.11ah. The global simulation

parameters include the total number of competing stations denoted by N, the grand total number

of frames successfully transmitted by all competing stations denoted by M, and the DCF frame

payload size in bits which is denoted by P.

Parameter Description
N Number of contending DCF stations present in the network
M Group total number of DCF frames transmitted by all nodes
Slot DCF slot length given in units of micro seconds
CWmin Minimum contention window size given in numbers of slots
DIFS Duration of the Distributed Inter-Frame Spacing in microseconds
SIFS Duration of the Short Inter-Frame Spacing in microseconds
MaxBackoff Maximum number of back-offs or increments of the binary exponent
Payload DCF frame payload size in bits
MacH Size of the 802.11 MAC header given in bits
PhyH Size of the 802.11 PHY header given in bits
Ack Size of the DCF ACK frame given in bits
DataRate Raw PHY transmission rate given in Mbps
Prop PHY layer propagation time given in micro seconds

Table 2.7: MatLab 802.11 DCF Simulator Input Parameters
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2.4.1.3 Simulation Output Data

The main simulation output data consists of the frame collision likelihood, expected access delay,

and the saturated throughput of the DCF channel for a given 802.11 standard. In addition the

same statistics are also provided for a single ’tagged’ DCF node. All output vectors are of size N

and provide the simulation results for each performance metric as a function of the applied load

given as the number of competing DCF stations present in the network under the assumption of

saturated arrival traffic. In addition to the above vector outputs their overall mean values for n =

1 to n = N are also given for both the DCF channel and the tagged DCF node.

The simulation output data and notation used is summarised in Table 2.8 below. Note the

use of the underline to differentiate between the DCF channel statistics and those for the tagged

DCF node. Also note the use of the bar symbol to distinguish the overall mean values calculated

from the above vector quantities.

Parameter Description
Pc Collision probability of the DCF channel (vector)
D Access delay for the DCF channel (vector)
Sn Saturation throughput for the DCF channel (vector)
P c Collision probability for the tagged DCF node (vector)
D Access delay for the tagged DCF node (vector)
Sn Saturation throughput for the tagged DCF node (vector)
P̄c Collision probability of the DCF channel (mean)
D̄ Access delay for the DCF channel (mean)
S̄n Saturation throughput for the DCF channel (mean)
P̄c Collision probability for the tagged DCF node (mean)
D̄ Access delay for the tagged DCF node (mean)
S̄n Saturation throughput for the tagged DCF node (mean)

Table 2.8: MatLab 802.11 DCF Simulator Output Data
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2.4.1.4 DCF Algorithm Implementation

Next the implementation of the DCF algorithm used in the MatLab-based simulation is described

in detail. The pseudocode for the implementation is shown in Algorithm 1 on the page opposite in

a verbose and easy to read format.

The central DCF algorithm is contained within an outer while loop which keeps track of the

number of transmitted frames and exits after a total of M frames are successfully transmitted

onto the channel. The transmission attempt times for each of the N competing stations present

are maintained in an N-sized vector with another vector used to keep track of the current back-off

stage for each node. First the back-off counter for each node is initialised to a value of zero as per

the DCF algorithm defined in the 802.11 specification. Next the time of the first transmission

attempt for each node is calculated using the following formula: T1 = DIFS+ (CWmin∗ rand)+
SLOT, where rand is the output of a native MatLab function that generates a pseudo random

number between 0 and 1.

Once the vector of initial transmission attempt times for all competing stations has been

calculated the node/s with the earliest transmission time is found. If only a single node is found

with the shortest transmission attempt time then the frame is automatically deemed to have

been successfully transmitted onto the channel. A note is made of the delay of the winning node,

its back-off counter reset to zero, and the node then calculates a new random waiting time used

when sending the next frame in its transmission queue. Note that all other non-winning nodes

resume contention using their existing waiting times as per the DCF algorithm.

If more than one node happens to choose the exact same randomly generated transmission

time then both/all nodes will attempt to access the shared channel simultaneously and a collision

will occur. When this happens each node experiencing a collision increments its back-off counter

and then re-contends for channel access using a doubled contention window size.

After a total of M frames are successfully transmitted on the channel the number of competing

nodes in the network is incremented and the entire outer while loop is repeated. The end result is

multiple output vectors of length N providing the collision probability, mean delay, and saturation

throughput of the DCF channel over the range of contending stations considered from 1 to N.
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Algorithm 1: Main DCF Algorithm Simulation Pseudocode

Function SimulateDCF()
Initialise all counters/trackers to zero
For all contending stations in the network

Initialise node back-off stage counter to zero
Calculate initial random waiting time for node
While the number of successful frame transmissions is less than the maximum

Find the node/s with the shortest random waiting time
Check whether more than one node has the shortest random waiting time

If no, the frame transmission of the winning node is successful
Increment the number of successful transmissions counter
For the winning node

Calculate the delay incurred due to the contention process
Reset node back-off counter to zero
Calculate the new node random waiting time

If total successful frame transmissions is equal to the maximum
Calculate the total simulation time

For all other nodes
Wait until current tx completes and resume contention

If yes then a collision has occurred
For each colliding node

Increment the number of failed transmissions
Calculate a new random waiting time

Calculate collision likelihood, saturation throughput, and expected delay
End
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2.4.1.5 DCF Simulation Operation

The diagram in Figure 2.28 below illustrates the operation of the implemented DCF simulation

for a single node and the successful transmission of a single frame.

At time zero the tagged node already has a frame in its transmission queue ready to send due

to the saturated traffic assumption and it calculates an initial random waiting time before making

its first attempt to access the shared physical medium. The initial waiting time is calculated as

above using DIFS+ (20 ∗CWmin∗ rand)+SLOT.

Attempt 1
(busy)

Waiting Time #1

TOTAL ACCESS DELAY

Waiting Time #2

Attempt 2
(collision)

Waiting Time #3 Transmission Time

Attempt 3
(idle)

Tx
Success

Frame
Received

Figure 2.28: Illustration of MatLab DCF Simulation

On the first attempt once the random time timer has elapsed the tagged node senses the

medium to be busy and it reacts by choosing a new random waiting timer from the same sized

range and then restarts the contention process. At the second transmission attempt the node

senses that the medium is idle and, believing that it has won sole access to the channel, it

attempts to transmit its frame only for it to collide with the simultaneous transmission attempt

of another station. Inferring the collision by lack of ACK from the sink the tagged node then backs

off by incrementing its binary exponent and re-contends for the channel using a waiting time

drawn uniformly from the now doubled range of DIFS+ (2i ∗CWmin∗ rand)+SLOT, where

i denotes the current back-off stage of the tagged node. On the third attempt the node wins

contention outright and successfully transmits its frame.

The length of time taken is calculated as: MACH+PHY H+P+SIFS+ACK+DIFS, where

MACH, PHYH, and ACK are the respective times in µs taken to transmit the required control

and data frames. The total access delay experienced by the frame is therefore equal to the sum

of the waiting times between transmission attempts and the time taken to transmit the frame

once the node has gained channel access. In this simple example the collision likelihood of the

transmitted frame is calculated as 1
3 .

The single frame contention process illustrated is repeated until the specified M number of

frames have been successfully transmitted onto the DCF channel. This entire process is then

repeated N number of times for the total number of competing stations present from 1 to N to

produce the N-sized simulation output vectors described in Table 2.8 above.
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2.4.1.6 Calculation of DCF Performance Metrics

In the implemented simulator the saturation throughput, expected access delay, and conditional

collision probability are calculated for the overall DCF channel and tagged STA node as follows.

2.4.1.6.1 Channel Saturation Throughput The saturation throughput of the overall DCF

channel is calculated for n by counting the total number of successfully transmitted payload

bits and then dividing this number by the total simulation time for all M successful transmitted

frames:

(2.22) Sn = Total Payload Bits Transmitted
TotalSimulationTime

2.4.1.6.2 Expected Access Delay The expected access delay of the DCF channel is calculated

by counting the delay experienced by each successfully transmitted frame and summing over the

total number of M successful frames sent over the shared DCF channel. The summed value is

then divided by M to provide the overall mean delay for the simulation as shown below:

(2.23) Dn =
∑M

m=1 Dm

M

2.4.1.6.3 Conditional Collision Probability The conditional collision probability is calcu-

lated for n by counting the number of successful and failed frame transmissions events and then

dividing the number of failed transmissions by the sum of the total number of both successful

and failed transmissions:

(2.24) Pn = Total Frame Collisions
Total Frame Collisions+Total Success f ul Frames

2.4.1.6.4 Tagged Node Performance To calculate the collision probability, expected delay,

and saturation throughput of an individual DCF node the first in the N-length array of stations

is chosen as the ’tagged’ STA under study. Separate counters are implemented for the number

of failed frame transmissions and successful frame transmissions for the tagged node which

are then used to calculate the collision probability using the same formula as for the channel

collision probability described above. Similarly for the delay of the tagged node the individual

frame delays experienced by that node are summed and then divided by the total number of

successful frame transmissions for the node. The saturation throughput is similarly calculated by

counting the number of bits transmitted by the individual node and then dividing that number

by the total simulation time in µs
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2.4.2 Simulation Validation

In the following sections we verify the implemented simulator by comparison against the widely

accepted analytical models of the 802.11 DCF by the authors Bianchi and Chatzimisios.

2.4.2.1 Validation Methodology

The principle technique used to ensure the operational validity of the simulator is a direct

comparison against two existing and proven analytical models of the 802.11 DCF. The reference

models used were the Bianchi and Chatzimisios works [1, 30] described in Section 2.3 previously.

The validation methods used include a combination of objective confidence intervals and subjective

graphical data comparison.

First we validate the implemented DCF simulator using a qualitative graphical comparison

between the output and the analytical modeling provided by Bianchi and Chatzimisios. For the

quantitative analysis, based on the technique presented in [145] and also used in [19] and [15],

the different stages of the validation process are summarised below:

1. From the available simuland data, the model response variables selected for the valida-

tion were the DCF channel throughput, expected access delay, and conditional collision

probability.

2. A total number of eight iterations was chosen for the validation, which was considered

sufficient due to the high number of 2M frames sent per sub-test.

3. The model was then executed eight times and the above response variables were measured

to provide the required samples.

4. The sample mean and standard deviation were then calculated for each of the above

response variables.

5. Using the z-distribution the 99.9% confidence intervals were then calculated for each

response variable to provide a high level of statistical certainty.

6. Finally, using the known values for each response variable from the proven Bianchi and

Chatzimisios models, it was then determined whether these fell within the desired 99.9%

confidence interval.

2.4.2.2 Input Parameters

The simulation setup and input parameters used in the following validation are identical to those

used for the previous 11ac vs 11ah performance comparison and are presented in Table 2.5 and

Table 2.5 of Section 2.3.3.4 above.
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2.4.2.3 Applied Load Tests

The applied loads used in the validation tests are described below and on the following pages.

2.4.2.3.1 802.11ac Validation Test For the 11ac validation the applied load is incremented

from n = 1 to n = 100 competing stations. At each iteration a total M number of frames are

transmitted and the long-term DCF channel and tagged node throughput, delay, and conditional

collision probability are calculated and compared against the Bianchi and Chatzimisios output.

802.11ac WLAN

n = 1

n = 2

n = 100

n = ...

Send M Number of Frames
& Calculate Long Term DCF

Throughput and Delay

Send M Number of Frames
& Calculate Long Term DCF

Throughput and Delay

Send M Number of Frames
& Calculate Long Term DCF

Throughput and Delay

Figure 2.29: Applied Channel Load used for 802.11ac Validation
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2.4.2.3.2 802.11ah Validation Test The test scenario used for the 11ah validation is shown

in Figure 2.30 below. Similar to the 11ac test above the applied load on the channel is increased

from n = 1 competing nodes to n = 100 and at each step a group total M number of frames

are transmitted and the long-term channel and tagged STA throughput, delay, and conditional

collision likelihood are calculated and appended to output vectors. In both tests the output is an

N-length vector giving the simulated DCF statistics as a function of the applied channel load.

802.11ah WLAN

n = 1

n = 2

n = 100

n = ...

Send M Number of Frames
& Calculate Long Term DCF

Throughput and Delay

Send M Number of Frames
& Calculate Long Term DCF

Throughput and Delay

Send M Number of Frames
& Calculate Long Term DCF

Throughput and Delay

Figure 2.30: Applied Channel Load used for 802.11ah Validation
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2.4.2.4 Verification against Bianchi and Chatzimisios

Next we verify the output of the implemented DCF simulator against the widely accepted

analytical modelling by the authors Bianchi and Chatzimisios.

2.4.2.4.1 802.11ac Subjective Verification The validation results for the 11ac DCF simula-

tion are presented in the graphs below and on the opposite page. The simulated DCF channel

throughput and conditional collision probability are plotted against the same output from the

Bianchi model in Figure 2.31 and Figure 2.33 respectively, and the simulated channel access

delay is plotted against the Chatzimisios model in Figure 2.32.

Note from Figure 2.33 opposite that the analytical collision probability from the Bianchi

model is slightly lower compared to its simulated output value. This has the knock-on effect of

slightly decreasing the delay and increasing the channel throughput in relation to the output

of the model, as also seen in both Figure 2.32 and Figure 2.31 respectively. Furthermore the

resonance at n = 2 is not quite as pronounced in the simulations compared to Bianchi, however

from the visual analysis off all three outputs, the implemented simulator was found to provide a

reasonable representation of the DCF throughput performance.
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Figure 2.31: 802.11ac Saturation Throughput Simulation Validation Results
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Figure 2.32: 802.11ac Expected Access Delay Simulation Validation Results

0 20 40 60 80 100

Number of Stations

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

C
on

di
tio

na
l C

ol
lis

io
n 

P
ro

ba
bi

lit
y

Simulation
Bianchi

Figure 2.33: 802.11ac Conditional Collision Probability Simulation Validation Results
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2.4.2.4.2 802.11ac Objective Verification Next we present the results from the objective

verification testing for the implemented 11ac DCF simulator using statistical confidence intervals

and the Bianchi and Chatzimisios reference models.

Compared to the evaluated values from the expressions provided by Bianchi and Chatzimisios,

the implemented DCF simulator framework was found to model the saturation throughput,

expected access delay, and conditional collision probability of the 802.11ac DCF channel with an

accuracy of within ±1.15%. This value was calculated by taking an average of the percentage

difference between the simulation output and the Bianchi-based reference models over each of

the n = 100 data points in each test.

A stronger verification is obtained via the use of statistical confidence intervals, following the

technique used in multiple works by [145] and [19].

The mean values for the simulation outputs are shown in Table 2.9, alongside their 99.9%

confidence intervals, the evaluated values from the analytical modelling, as well as the difference

between the simulator outputs and the analysis.

The main finding was that for the three key DCF metrics, the output of the analytical mod-

elling was well within the desired 99.9% confidence intervals calculated from the DCF simulation

output, therefore verifying the implemented simulator with a high degree of certainty.

Throughput Delay Coll. Prob.
Simulation Mean Values 24.4768 18896 0.6217
99.9% Confidence Interval ±0.330492 ±720.0875 ±0.012814
Model Computed Value 24.196 19510 0.6321
Sim-Analysis Difference -0.2808 +614 +0.0104

Table 2.9: 802.11ac Validation Results and Confidence Intervals
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2.4.2.4.3 802.11ah Subjective Verification The validation results for the 802.11ah DCF

simulation are shown in the figures below and on the opposite page.

The DCF channel throughput and conditional collision probability from the simulator are

plotted alongside the output of the Bianchi modelling in Figure 2.34 and Figure 2.36 respectively,

and the expected channel access delay is compared against the Chatzimisios model in Figure 2.35.

Similar to the 11ac verification, in Figure 2.36 the collision probability output from the

simulation was slightly lower compared to the evaluated modelling value which slightly reduced

the delay and increased the achieved throughput in relation to the model output as seen in

Figure 2.35 and Figure 2.34 respectively.

Again, the resonance at n = 2 was not as pronounced compared to Bianchi, but as seen from

the plotted data the implemented simulator provides a reasonable representation of the 802.11ah

DCF throughput performance as given by the Bianchi and Chatzimisios modelling.
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Figure 2.34: 802.11ah Saturation Throughput Simulation Validation Results
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Figure 2.35: 802.11ah Expected Access Delay Simulation Validation Results
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Figure 2.36: 802.11ah Conditional Collision Probability Validation Results
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2.4.2.4.4 802.11ah Objective Verification Next we present the objective validation test

results for the implemented 11ah simulator using multiple confidence intervals and the Bianchi

and Chatzimisios models.

Compared to the values from the modelling provided by Bianchi and Chatzimisios, the

implemented DCF simulator was seen to model the saturation throughput, expected access delay,

and conditional collision probability of the 802.11ac DCF channel with an average accuracy

of within ±0.599%, calculated by taking an average of the percentage difference between the

simulation output and the analytical modelling over each of the n = 100 data points.

Again, a stronger verification is provided by the use of confidence intervals. The mean values

for the three main simulation outputs for the DCF channel are given in Table 2.10 alongside

the 99.9% confidence intervals, the outputs of the Bianchi and Chatzimisios modelling, and the

difference between the modelling and simulation outputs.

The main finding was again that for the three main DCF metrics, the outputs of the analyti-

cal modelling were well within the desired 99.9% confidence intervals, therefore verifying the

correctness of the implemented simulator with a high degree of certainty.

Throughput Delay Coll. Prob.
Simulation Mean Values 8.5549 49942 0.6215
99.99% Confidence Interval ±0.235682 ±1072.077 ±0.008819
Model Computed Value 8.754 52397 0.6288
Sim-Analysis Difference +0.1991 +2544 +0.0073

Table 2.10: 802.11ah Validation Results and Confidence Intervals
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2.4. SIMULATING THE 802.11 MAC LAYER IN MATLAB

2.4.2.5 Demonstrating Long Term Fairness

In order to provide the single-link basis for the 802.11 interface bonding framework in Chapter 3,

in this section we extend and further verify the presented DCF channel simulator to provide the

saturation throughput, expected access delay, and conditional collision probability for a single

competing wireless station. We then verify the correct operation of the extended single-node

simulator using the long-term fairness of the 802.11 MAC and a simple modification to the

Bianchi channel throughput model. The long term fairness of the DCF is defined by Duda [56]

as the principle that the probability of successful channel access converges to 1/N as the total

number of frames M transmitted tends to infinity. The modelling extensions used in the following

validation are therefore achieved trivially by dividing the Bianchi channel throughput by n,

which the total number of competing stations present in the network.
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Figure 2.37: 802.11ac Simulated Tagged Node Saturation Throughput
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2.4.2.5.1 Comparison of DCF Channel and STA Performance First we compare the

simulated saturation throughput, conditional collision probability, and expected delay of the

individual tagged STA against the same statistics for the overall shared DCF channel. The

achieved throughput for the tagged DCF node is plotted in Figure 2.37 below as the solid red

alongside the DCF channel throughput as the solid black line. As seen the output for the tagged-

node reduces exponentially while the channel throughput displays a more gradual non-linear

decrease.

In the channel saturation throughput we see an overall reduction as the applied load is

increased due to the additional latency of the CSMA/CA back-off algorithm employed. The channel

throughput decreases from a maximum of 18.51 Mbps at n = 1 to a minimum of 9.296 Mbps at

the heaviest test load of n = 100. By contrast the tagged node output decreased exponentially

from 18.51 Mbps at n = 1 to a minimum of 0.0926 Mbps. At n = 1 the tagged node had sole

occupancy of the channel and therefore its achieved throughput was roughly equal to the overall

channel throughput at 18.51 Mbps. Then as the load was incremented to n = 2 the available

channel resources became divided equally such that both nodes received 1/N of the total 18.44

Mbps capacity. As more nodes were added to the network the tagged node received a diminishing

share of the total channel resources until at the heaviest considered load of n = 100 the node

throughput was reduced to one hundredth of the total channel capacity.

Likewise the expected delay for the tagged STA is shown in Figure 2.38 as the dashed red

line alongside the overall DCF channel delay as the dotted and dashed black line.

As expected due to the inherent fairness of the DCF, as the applied channel load is raised the

tagged STA delay converges to the average channel access delay for a large enough number of

transmitted frames. During the test the overall mean DCF channel access delay was 36757 µs

while the mean delay of the individual STA was 37638 µs. Both outputs increased non-linearly

from a minimum of approximately 0.0003 µs at n = 1 to a maximum of 85740 µs for the channel

delay and 87620 µs for the tagged STA delay at the heaviest considered load of n = 100.

Finally the conditional collision probability for the tagged node is plotted in Figure 2.38 as

the solid red line with the collision probability for the overall DCF channel as the solid black line.

Again as expected due to the long term fairness of the 802.11 DCF the collision probability

of the tagged STA node converges to that of the overall channel for a high enough number of

transmitted frames. Both outputs decreased non-linearly from a minimum of 0 at n = 1 to a

maximum of 0.781 for the channel and a maximum of 0.7943 for the tagged STA at the heaviest

considered load of n = 100. The overall mean collision probability for all applied loads considered

was 0.6194 for the DCF channel and 0.6261 for the tagged STA node.
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Figure 2.38: 802.11ac Simulated Tagged Node Expected Access Delay
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Figure 2.39: 802.11ac Simulated Tagged Node Conditional Collision Probability
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CHAPTER 2. ANALYSIS AND SIMULATION OF THE 802.11 MAC LAYER

2.4.2.5.2 Verifying the Tagged STA Simulator using Bianchi Using the previous ob-

servations, it is straightforward to adapt the Bianchi model for the DCF channel saturation

throughput to provide an expression for the throughput an individual 802.11 STA that can be

used to validate the implemented single node simulation. Under the assumption of saturated

traffic conditions the throughput of a single STA is given as the Bianchi channel throughput Sn

divided by the number of competing stations n present in the network:

(2.25) SST A = Sn/n

We saw earlier that the collision probability and access delay of the single tagged node

converge to that of the overall DCF channel for sufficiently large values of transmitted frames

and therefore no modification is required for these expressions.

The single node throughput expression is validated against the STA throughput from the

implemented MatLab simulation in Figure 2.40. As seen below the presented formula provides a

good representation of the single STA throughput as the applied channel load is increased with

an average accuracy of ±2.017%. The overall mean simulated STA throughput was 0.8161 Mbps

while the mean throughput from the modelling expression above was 0.7998.
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Figure 2.40: Validation Results for 802.11 STA Throughput Extension to Bianchi
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2.5 Chapter Conclusion

This initial chapter laid the foundation for the following main thesis research by analysing,

evaluating, and simulating the contention-based 802.11 MAC layer channel access mechanism.

The main contribution of the chapter work was the implementation and validation of a novel

MatLab-based 802.11 DCF evaluation framework. We saw in Section 2.4.2 that the framework

was able to model the overall DCF channel performance for both 802.11 types considered with

a high level of accuracy. The DCF channel saturation throughput, expected access delay, and

conditional collision probability from the Bianchi modelling were found to fall within the 99.9%

confidence interval of their respective simulation outputs, and on average the simulated DCF

channel throughput was within ±1% of the numerical output of the Bianchi and Chatzimisios

modelling.

The validation testing performed plays an important role in the context of the main thesis

research, as the developed DCF channel and STA simulations are subsequently extended and used

to evaluate the performance of statically configured homogeneous 11ac-11ac and heterogeneous

11ac-11ah interface bonds in Chapter 3, and is further extended in Chapter 4 to evaluate the

performance of state of the art dynamic interface selection algorithms.

The chapter also described the differences between the traditional 2.4 GHz 802.11ac and

the recently published sub-1 GHz 802.11ah standard designed specifically for long-range and

low-power operation in wireless sensor networks and the Internet of Things. In particular from

the DCF performance comparison in Section 2.3.3, the difference in saturated channel throughput

and expected access delay between the two protocol versions was 23.74% and 67.14% respectably,

despite both using the same raw PHY data rate of 65 Mbps. Although the theoretical PHY layer

data rates were identical, the differences in the DCF parameters at the MAC layer led to a

significantly lower throughput performance for the HaLow version of the Wi-Fi standard. The

results of the performance comparison provided useful insight into the relevant performance

between the 11ac and 11ah protocol versions, of which a clear understanding is essential in order

to correctly interpret the heterogeneous 11ac-11ah interface bond performance as studied in

Chapters 3 and 4, to which we next turn our attention.
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EVALUATING STATIC 802.11 INTERFACE BONDING PERFORMANCE

To provide a benchmark against which to evaluate the dynamic interface bonding methods

researched later in the thesis, in this chapter we analyse the performance of a statically

configured dual-802.11 interface bond at the MAC layer under varying conditions of ap-

plied link load and the assumption of saturated arrival traffic. The evaluation is performed using

a custom bonding layer implemented in MatLab and based on the single-link DCF simulations

from the previous chapter. During the experiments, the aggregate throughput, delay, and link

bandwidth utilisation of the homogeneous 11ac-11ac and heterogeneous 11ac-11ah interface

bonds considered are analysed and compared at similar levels of applied link loads.

3.1 Chapter Research Overview

Personal mobile devices such as smart phones and tablets have long been equipped with multiple

wireless network interfaces for WWAN, WLAN, and WPAN connectivity, typically consisting of

LTE, Wi-Fi, and Bluetooth/NFC technologies respectively.

For as long as this has been the case there has also been an interest in exploiting the fact using

various link aggregation or interface bonding techniques, in order to improve the throughput,

delay, and reliability of both end-to-end and point-to-point communication links, as well as

increasing overall network throughput using various traffic load balancing approaches. Multiple

technologies exist that provide this capability in some form at all layers of the protocol stack.

For example Linux bonding, 802.11 channel bonding, LTE carrier aggregation and LTE-WLAN

Aggregation (LWA) at the Link Layer, the Multi-Path Transmission Control Protocol (MPTCP) at

the Transport Layer, and multiple experimental approaches at the Application Layer.

Of particular interest for the current research work is the software-based approach to bonding
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as used in the open source Linux kernel. Several scheduling options such as round robin and

broadcast mode offer an entirely link technology agnostic method of interface bonding without

requiring direct device driver intervention, similar to the packet based bonding approach used by

MPTCP only at the Link Layer over multiple point-to-point links.

It is well-known that using Linux bonding (or any other packet-based Layer 2 approach) over

wireless interfaces with a static round robin configuration is problematic for upper layer protocols

such as TCP, due to short-term variations in the individual link access delays. As shown in

multiple experimental works, these effects are so severe that the aggregate bond throughput can

actually be lower than the throughput of the fastest available single link, therefore rendering the

application of the technique counter-productive to the goal of increasing the overall throughput.

While the effects on adjacent layers are well-documented, the theoretical long-term perfor-

mance of 802.11 interface bonding at the MAC layer is largely overlooked by researchers. In

the results of the bonding simulations presented later in the chapter, we show that the counter

productive scenario described above occurs commonly for an 802.11 bond at clearly defined com-

binations of applied links loads, even with a lossless physical channel and without considering

the adverse effects on upper protocol layers.

This degradation is caused by the slow-down effect that is inherent to the process of interface

bonding itself, i.e. that all data frames or packets must be correctly received over all bond

links before the structured data can be passed to the adjacent protocol layer. For bonds with

heterogeneous link performance, this creates a lag as the faster slave link is forced to wait for the

slower bond link to finish transmitting, thereby reducing the achieved bond throughput.

The diversification of the 802.11 standard into non-traditional Wi-Fi applications such as

vehicular networks and the Internet of Things (IoT) provides motivation to evaluate the interface

bonding performance using heterogeneous 802.11 devices. As shown by the presented simulation

results, there is a significant degradation in the heterogeneous case compared to the homogeneous

11ac-11ac bond, due the difference in DCF parameters, such as the slot duration and interface

spacing, between the 11ac and 11ah standards, notwithstanding the fact that both links were

configured with an identical raw PHY data rate and had the same level of applied link load.
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3.1.1 Chapter Research Objectives

Towards the overarching thesis objective, the primary research goal of the chapter work is to

evaluate and analyse the achieved throughput performance of the traditional static interface bond

configuration under varying conditions of applied link loads, in order to provide a performance

benchmark against which to compare the state of the art dynamic interface selection algorithms

in Chapter 4. The secondary research aims of the chapter are given as follows:

1. Analysing MAC Layer Impact on the Throughput Performance of Point-to-Point
802.11 Interface Bonding: The severe degradation effects on Transport Layer protocols

such as TCP and UDP caused by short-term variations in the stochastic DCF channel access

delay, are well studied in the research. However, with respect to the long-term impact of

the DCF on the aggregate 802.11 interface bond throughput under heavily unbalanced

conditions, there is a significant lack of relevant and informative research. Therefore one

of the secondary aims of the chapter is to closely evaluate the impact of the DCF MAC

layer on the overall 802.11 interface bonding performance using the purpose-built MatLab

evaluation framework.

2. Performance Comparison of Homogeneous 11ac-11ac and Heterogeneous 11ac-
11ah Bonds at the MAC Layer: To help exploit the availability of multiple options for

WLAN connectivity in current consumer wireless devices, another secondary aim of the

chapter research is to analyse and compare the achieved throughput performance between a

homogeneous 11ac-11ac interface bond and heterogeneous 11ac-11ah bond under identical

conditions of applied link load. In particular, to evaluate the impact of the difference in

DCF MAC layer parameters, such as the inter-frame spacing and slow duration, for the

same level of applied load and identical raw PHY data rates.
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3.1.2 Chapter Research Contributions

The key research contributions of the work presented in Chapter 3 are given as follows:

1. Implementation of a novel MatLab-based evaluation framework for heteroge-
neous 802.11 interface bonding at the MAC layer: In order to enable to the main

research work of the chapter, the validated single-link DCF simulator presented in Chap-

ter 2 is further extended to model the performance of static round robin 802.11 interface

bonding at the MAC layer between point-to-point links. The implemented extensions also

enables the evaluation of different heterogeneous 802.11 link technologies and raw PHY

data rates.

2. Rigorous analysis of the static 802.11 bond performance and inherent slow-down
effect due to the in-order delivery requirement: To provide a benchmark against

which to test the dynamic link selection algorithms in the following chapters, a rigorous

evaluation of the point-to-point 802.11 interface bond performance is presented. Using the

implemented framework a number of balanced and unbalanced applied bond load tests are

performed in which the mean bond throughput, delay, and link bandwidth, are measured,

analysed, and discussed.

3. Comparison of the homogeneous 11ac-11ac and heterogeneous 11ac-11ah bond
performance under multiple applied load scenarios: To understand the difference

in behaviour between homogeneous and heterogeneous 802.11 interface bond types, we

present a detailed throughput performance comparison between a dual-11ac and a 11ac-

11ah interface bond, under a similar set of applied load scenarios and identical 65Mbps-

65Mbps raw PHY data rates.

100



3.1. CHAPTER RESEARCH OVERVIEW

3.1.3 Summary of Chapter Findings

The key findings of the chapter research are as follows:

• Quantifying the inherent bond throughput slow-down effect: The main finding

from the evaluation of the static 802.11 round robin bond configuration was that, when

calculated over all eight tests for both the homogeneous 11ac-11ac and heterogeneous

11ac-11ah interface bonds, the overall mean link bandwidth wastage due to the inherent

bond throughput slow-down effect was equal to approximately 18.31% of the total available

capacity.

• Problematic applied link loads for in-order delivery: Notably, in 7 out of the 8 indi-

vidual tests performed, at certain levels of applied load the impact of the inherent slow-down

effect was so severe that it reduced the aggregate throughput of the static round robin bond

to below that of the single fastest available individual link, therefore rendering the use

of the interface bonding technique counter productive to the aim of increasing the overall

link speed. The surprising aspect was that the above condition was not an uncommon

occurrence for an 802.11 interface bond with heterogeneous applied loads, occurring for

each individual applied load test with the exception of the balanced benchmark case for the

homogeneous 11ac-11ac interface bond in Test 1A.

• Comparison of the 11ac-11ac and 11ac-11ah interface bonds: The performance of the

heterogeneous 11ac-11ah interface bond was found to be significantly lower when compared

to that of the homogeneous 11ac-11ac bond, despite the identical balanced applied load

and 65Mbps raw PHY date used by both 802.11 slave links. Due to the difference in DCF

parameters such as slot duration and DIFS between the two standards, the mean 11ac-11ac

bond throughput achieved by the use of static round robin was 6.085 Mbps compared to just

4.1 Mbps for the heterogeneous 11ac-11ah bond. Furthermore, the mean link bandwidth

was also substantially lower at 78.75% compared to 84.62% for the homogeneous bond.
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3.1.4 Chapter Organisation

The remainder of the chapter is structured as follows. All required background information is

presented in Section 3.2, which gives an overview of interface bonding concepts, techniques,

and related research including both wired and wireless applications. The implemented 802.11

bonding MatLab framework is described in Section 3.3. The input parameters and applied

load tests used in the static round robin 802.11 bonding evaluation are given in Section 3.4.

The quantitative results and qualitative discussion are given in Section 3.5, and a detailed

performance evaluation and comparison between the 11ac-11ac and heterogeneous 11ac-11ah

bonds is provided in Section 3.6.
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3.2 Chapter Background Information

This section presents an overview of interface bonding concepts, algorithms, research, technical

challenges, and open research questions at all layers of the protocol stack, including both wired

and wireless applications of the technique.

3.2.1 Definition of Interface Bonding

Interface bonding, also known as link aggregation, multi-path streaming, trunking, bundling,

teaming, or striping, is the technique of combining multiple network interfaces to present a single

unified resource to the upper protocol layers. The technique can be used over both wired and

wireless device types to increase dates rates and provide frame-level or link-level redundancy.

The act of bonding can be performed at all layers of the stack but is most commonly used at

the Link and Transport layers. In most implementations such as the Multi-Path Transmission

Control Protocol (MPTCP) and Linux, the interface bonding is performed agnostically within the

operating system kernel networking stack, on a packet-by-packet basis using only Layer 2/3/4

header information.

A important distinction is to be made between wireless interface bonding, which occurs over

physical Network Interface Cards (NICs)1 at the Link Layer and above, and channel bonding or

carrier aggregation which occurs over different radio frequency channels at the Physical Layer

as first introduced in 802.11n published in 2009.

The research work presented in this thesis is primarily concerned with 802.11 interface

bonding at the Link Layer using directly connected point-to-point wireless links. Compared to

the device/driver integrated channel bonding and carrier aggregation solutions in 802.11n and

LTE-U, the type of kernel-software-based interface bonding used in Linux and MPTCP is cheaper,

more flexible, and far simpler in implementation. However, as shown in [171] the use of the

traditional static round robin approach with heterogeneous link throughput performance leads

to a significant throughput reduction and high number of out-of-order TCP segments.

Note that in the research literature, the term link aggregation is sometimes also used to refer

to load balancing, which is the technique of dividing the overall network traffic stream across

multiple available links to balance the load across redundant services or network devices on a

connection-by-connection basis, usually by hashing the source-destination IP and MAC addresses.

1The NICs themselves may be on-board or external using PCI or USB input/output
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3.2.2 Benefits of Interface Bonding

The use of interface bonding has the following benefits that apply equally to both wired and

wireless applications of the technique:

• Faster Data Rates: Multiple individual interfaces may be grouped together to form a

single, higher capacity link, which is often much cheaper than a single high speed link. In

overlapping wireless networks this allows the user to take advantage of multiple available

access points when using data hungry applications. Typically round robin scheduling is

used, as per MPTCP [63], Open vSwitch (OVS) [74, 106], and Linux bonding [46]. Note that

this particular application is the sole focus of the work presented in the thesis.

• Improved Reliability: By transmitting all outgoing frames over all available links of the

bond, the destination node has two streams of data from which to select frames for decoding.

This provides a benefit in terms of the reliability of the link, which is particularly useful in

unpredictable wireless networks, but can also provide a benefit in terms of the overall link

delay by selecting the frame with the shortest delay. A example of this type of bonding is

broadcast mode in Linux Bonding and Red Hat Teaming [41]. However, this type of bonding

is not considered in the research work presented in the thesis.

• Automatic Fail-over: In this configuration interface bonding is used to provide automatic

fail-over in the event of single link failure. One slave is selected as the active, primary slave,

and another is kept as a hot-standby. Most bonding solutions offer this mode of operation.

In Linux bonding and Red Hat Teaming this configuration is known as active-standby

mode. Please note that although this is perhaps the most common use of interface bonding

in most practical deployments, this case is not considered in the thesis research work.
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3.2.3 Functional Components of Bonding Systems

In the survey in [79], the authors Habak et al. define the four main functional components of an

interface bonding solution as:

1. Link Monitoring Unit: The link monitoring unit is responsible for monitoring the state

of individual network links (i.e. whether the link is operationally up or down) as well as

the instantaneous link performance. Monitoring approaches may be active, for example by

direct probing, in which case a specific device driver interface is required for example, the

ethtool application as used in the Linux kernel bonding module, or passive, for example

using various statistics collected in-line from the actual data stream, for example, as used

by the authors So et al. in [180].

2. Re-sequencer: The re-sequencer is responsible for the re-ordering of data frames at the

receiver, which is necessary before passing the structured data to the upper layer, thereby

presenting individual bonded links as a single, unified resource. In current implementations

such as MPTCP and Linux bonding re-sequencing is performed using a second-tier frame

sequencing scheme which makes extensive use of receiver side packet buffers.

3. Scheduler: The main responsibility of the scheduling component in an interface bonding

solution is the allocation of individual data frames from a single application traffic stream

amongst the available network devices. This is traditionally done in a static and fixed

fashion using well-known algorithms such as round robin, weighted round robin, broadcast,

or minimum round trip time. The scheduler is therefore one of the key aspects of an

interface bonding system contributing to the overall performance.

4. Interface Selector: The main role of the interface selection unit is the creation and

configuration of interface bonds, as well as the selection of an appropriate set of links to

be used as enslaved devices. In most current interface bonding implementations such as

Linux bonding and MPTCP, the number of interfaces used is static and bonds are manually

configured by a skilled and experienced network engineer, with or without the help of the

Link Aggregation Control Protocol (LACP). Dynamic interface selection, as used in many

state of the art interface bonding researches such as [130], is the main focus of the research

work presented in this thesis.
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Scheduler

Interface Selector Re-sequencer

Link Monitoring Unit

Figure 3.1: Components of an Interface Bonding System defined by Habak et al.
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3.2.4 Categorisation of Interface Bonding Systems

This section describes the different categorisations of current link aggregation technology, stan-

dards, and research. These categories include the commonly used layered categorisation based on

the TCP/IP model, an alternative inter-layered categorisation, and a comparison of end-to-end vs

point-to-point bonding.

3.2.4.1 Layered Categorisation

A form of link aggregation may be performed at all layers of the TCP/IP protocol stack: (1) at the

Physical Layer as per 802.11n channel bonding and LTE-U, (2) at the Link Layer as per LACP

and Linux bonding, (3) at the Network Layer for example Multi-path routing and some of the

pre-MPTCP research surveyed by Habak et al. in [79], (4) at the Transport Layer, i.e. MPTCP,

and (5) at the Application Layer, for example the Android-based smart phone implementation in

[193].

The main objective is the same at all layers: to exploit the availability of redundant commu-

nication links. If bonding to increase link speed the main task is also the same at all layers: to

transmit a single data stream over multiple communication links and reassemble the data at

the receiver, be these (1) bits at the Physical Layer, (2) frames at the Link Layer, (3) packets at

the Network Layer, (4) TCP segments at the Transport Layer, or (5) data chunks of any size and

type at the Application Layer. Heterogeneous link access delay and throughout pose a challenge

at all protocol layers and when these change dynamically, it effects the overall aggregate bond

throughput at each layer in a similar way.

3.2.4.2 Alternative Layered Categorisation

It is often useful to think of bonding as occurring between the different protocol layers. For

example round-robin mode in Linux may be considered as a Layer 2.5 approach as it does not

need a specialist interface between the bond software and device driver. This technology agnostic

approach at Layer 2.5 is the main focus of the bonding simulations and research presented later

in the thesis. This categorisation is useful when evaluating proposals prior to the publication of

MPTCP in 2013. Several earlier Transport Layer works such as those described in [79] are better

thought of as Layer 3.5 approaches due to their use of a single TCP stack. However this approach

was found to limit the aggregated bond throughput and subsequent researches demonstated the

use of independent congestion control. This was the method eventually adopted by MPTCP and

is arguably described as a Layer 4.5 approach.
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Application Layer

Interface Bond

Transport Layer
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Physical Layer
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Transport Layer
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Figure 3.2: Bonding at Layer 4.5 of the Protocol Stack (e.g. MPTCP)
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Figure 3.3: Bonding at Layer 3.5 of the Protocol Stack (e.g. pre MPTCP works)
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3.2.4.3 Point-to-Point vs. End-to-End Interface Bonding

In addition to the layered categorisation above, interface bonding solutions can be broadly cate-

gorised as either point-to-point or end-to-end. The research contained in this thesis is primarily

concerned with point-to-point link aggregation using dual 802.11 wireless links. Point-to-point

link aggregation occurs at the Link Layer between two network devices directly connected via a

single hop by at least two individual links, for example as between two adjacent Layer 2 switches

as per the LACP Ethernet bonding diagram in Figure 3.6, or as between a multi-homing mobile

device and a multi-RAT Wi-Fi access point using Linux Bonding, as illustrated in the diagram in

Figure 3.4 below.

NIC 1

NIC 2

NIC 1

NIC 2

802.11
STA

802.11
APBond

Figure 3.4: Point-to-Point Interface Bonding Example

By contrast end-to-end bonding occurs at Layer 3 and above (commonly at the Transport and

Application layers) between two nodes connected via multiple hops across a series of intermediate

switches and routers, for example using MPTCP between a cloud-based data server and a mobile

client device, as illustrated in Figure 3.5 below. As shown the end-to-end path may consist of both

wired and wireless intermediate links. Aggregating proxy servers may also be used by client or

server devices which do not have multi-path capabilities, for example an MPTCP proxy.

Internet/MPLS

MPTCP
Client

MPTCP
Server

NIC 1

NIC 2

NIC 1

NIC 2

Figure 3.5: End-to-End Interface Bonding Example
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3.2.5 Existing Technology and Standards

This subsection provides an overview of the state of the art in interface bonding technologies and

standards at all layers of the protocol stack including both wired and wireless types.

3.2.5.1 Link Aggregation Control Protocol

The Link Aggregation Control Protocol (LACP) was originally defined in 802.3ad [8] and provides

a mechanism for automatically creating and managing interface bonds between network devices,

which are known as Link Aggregation Groups (LAGs) in the protocol nomenclature. The protocol

operates at the Link Layer or Layer 2.5 of the stack and targets wired Ethernet links. LACP

does not modify the Layer 2 frame format, does not require the use of additional buffers, and

does not provide a mechanism for aggregating the individual link capacity - only a redundant

configuration for automatic link fail-over is prescribed. It restricts the number of slave links

attached to 8 devices and assumes that all links are full-duplex, point-to-point, and share the

same raw PHY data rate. A significant aspect of the protocol is the automatic method of bond

creation. To setup a LAG between two LACP nodes, for example between two switch devices or

between a switch and a server, the individual bond links transmit a Link Aggregation Control

Protocol Data Unit (LACPDU). The LACPDU contains a field called the LACP Status, which

contains the important bond negotiation information, including an Aggregation flag indicating the

link is willing to be used as part of a interface bond. In terms of scheduling, the standard does not

define a specific algorithm but states that the method used shall not cause the unnecessary mis-

ordering of frames which are part of a single conversation or cause unnecessary frame duplication.

Switch 1
Port 1

Switch 1
Port 2

Switch 2
Port 1

Switch 2
Port 2

Switch 2
Port 3

Switch 2
Port 4

Server 
NIC 1

Server 
NIC 2

LAG LAG

Figure 3.6: Example LACP Bonding Topology
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3.2.5.2 Multi Link Point-to-Point Protocol

The Multi Link Point-to-Point Protocol [178] is an extension of the Point-to-Point Protocol [174]

that provides a specification for the aggregation of multiple WAN links. MLPPP differs from

LACP in that it is designed specifically for WANs and technologies such as ASDL and SONET.

Routers or switches with MLPPP enabled advertise their capability using the multilink option

during an initial negotiation via the Link Control Protocol. The protocol can be configured in

static or dynamic modes: in static mode the number slaves assigned to a bundle remains the

same for the life of the bundle, while in dynamic mode links may be dynamically added and

removed as and when required, in contrast to LACP.
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3.2.5.3 Interface Bonding in Linux

The Linux bonding kernel module [46] provides a partially link technology agnostic method of

link aggregation at Layer 2/2.5 of the protocol stack.

The created bond has the name bond0 and may be configured using ifconfig as for any regular

interface. Each slave device takes the MAC and IP address of bond0 to avoid potentially confusing

attached switches or routers.

Multiple transmission modes are offered, including round robin, active-backup, 802.3ad

(LACP), and broadcast. The default static round robin mode allocates packets between devices

in traditional round robin fashion. Active backup mode uses a single slave for transmission

and keeps one or more secondary slaves on standby in case of failure. Balanced XOR mode

schedules packets according to a hash function to provide load balancing, the default being a

simple XOR of source and destination addresses. Broadcast mode transmits all packets on all

slaves for frame-level redundancy. The 802.3ad mode is a straightforward implementation of

LACP. Adaptive Transmit Load Balancing distributes packets according to current load but

requires the use of ethtool [180], and therefore only works effectively for Ethernet. The same

applies to the similar Adaptive Load-Balancing mode.

Red Hat introduced a more refined version of the Linux bonding module called the Network

Teaming Driver [41] in Red Hat Linux Version 7. The driver has a more modular design compared

to regular Linux bonding, with a small kernel based driver handling fast packet flows and

user-space applications that perform all other bonding related functionality. Custom scheduling

is implemented using additional sections of customisable code called runners. The available

transmission modes in the Red Hat teaming driver are broadcast, random, round-robin, active-

backup, LACP, and load-balance, for which the functionality corresponds directly to the similarly

named modes in Linux bonding. A notable addition is the random runner, which selects an

interface at random for each new packet received. As with the Linux bonding most transmission

modes in Red Hat Teaming require the use of ethtool to obtain up-to-date link state information,

and is therefore largely incompatible with 802.11 devices.
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3.2.5.4 Broadband Bonding Services

Broadband bonding services are offered by several operators wherein multiple WAN interfaces are

bonded together using a single VPN tunnel and managed at the network level. Communicating

end-points appear as if they are on the same LAN segment despite being located on separate

physical networks. Speedify is an encrypted mobile VPN capable of bonding multiple interfaces

to increase capacity and improve link reliability. Packets are distributed according to the offline

capacity of each interface and there is no dynamic load balancing functionality. Mushroom

Networks offer a similar Broadband Bonding Service [135] that allows bonding in both the uplink

and downlink. Other examples of currently available VPN-based broadband bonding include

Peplink SpeedFusion Bonding Technology [143] and Rugged VPN by Viprinet [206].
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3.2.5.5 LTE Unlicensed

LTE Unlicensed [83, 93] is a group of 3GPP cellular-based WWAN technologies that extend the

use of LTE into the unlicensed ISM bands at 2.4 GHz and 5 GHz. LTE-U uses carrier aggregation

to bond together multiple physical channels in both traditional LTE bands and the ISM bands.

However, by necessity each band is still subject to its own MAC layer entity and associated

processes. LTE-WLAN Aggregation (LWA) differs from LTE-U in that it directly integrates Wi-Fi

technology within the LTE infrastructure by bonding links at the Packet Data Convergence

Protocol (PDCP) Layer. In this respect LWA is more similar to the interface bonding methods

described above. Both of these LTE-based technologies share the common aim of incorporating

free-to-use spectral resources into the LTE infrastructure, but differ in the mechanisms used and

level of politeness when accessing the shared transmission medium.

3.2.5.6 Channel Bonding in 802.11

The IEEE 802.11n standard [9] defines a method for link aggregation called channel bonding that

combines multiple, contiguous 20 MHz channels into a single 40 MHz channel at the PHY layer

in the 2.4/5 GHz bands for the purposes of increasing the overall data transfer rate. The IEEE

802.11ac [12] is designed specifically for 5 GHz Wi-Fi devices and extends the channel bonding

capabilities of 802.11n to allow bonded channel bandwidths of 80 MHz and 160 MHz. Proprietary

technologies include Super G by Atheros, which bonds together two 20 MHz 54 Mbps 802.11g

channels to create a single 40 MHz channel up to 108 Mbps. Newer 802.11 standards such as

802.11ax [51] and 802.11ay [234] also include similar extended channel bonding mechanisms.

20 MHz 20 MHz 40 MHz

Figure 3.7: Channel Bonding in 802.11n
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3.2.5.7 Multi Path Transmission Control Protocol

The Multi Path Transmission Control Protocol (MPTCP) [63] aggregates network interfaces at

the Transport Layer by mapping multiple regular TCP flows to a single endpoint presented to the

Application layer. The multi-path protocol is written on top of traditional TCP but maintains its

own sequence numbering space instead of reusing the individual TCP sequence numbers, which

can create losses, delays, and other issues at middle-boxes. To create a MPTCP connection the

MPTCP client sends a SYN segment containing the MP_CAPABLE option to the open MPTCP

server port. The server then replies using a SYN_ACK segment containing the MP_CAPABLE

option, and finally the client responds with an ACK to complete the initial setup. To create

additional flows a full handshake is carried out between the server and the new interface using

the MP_JOIN option. Sub-flows are removed via the exchange of TCP FIN or RST segments.

3.2.5.8 Stream Control Transmission Protocol

The Stream Control Transmission Protocol (SCTP) [187] is a Transport layer protocol that

provides sequencing and congestion control functionality similar to TCP but with additional

support for multi-homing and multi-streaming. Multi-homing allows communicating end points

to maintain more than a single IP address to provide an instant fail-over capability. The multi-

streaming feature of SCTP allows the splitting of data into multiple, individually sequenced

the streams, which are designed to prevent delay issues seen in TCP where the delivery of

out-of-sequence data is delayed until correct sequencing is restored. However streams are subject

to the same congestion and flow control which is in contrast to MPTCP. Although the protocol

does provide some support for concurrent streaming over multiple interfaces, the feature is used

purely for redundancy purposes and may not be used to aggregate link capacity.

3.2.5.9 Application Layer Approaches

Application Layer bonding solutions aggregate network links at Layer 5 of the OSI model.

Habak et al. [79] categorises application layer approaches into network-aware applications and

middleware-based solutions. Network-aware solutions are able to tailor the bonding implemen-

tation according to the needs of a particular application, but this places an additional burden

on application developers and breaks traditional layered networking stack conventions, namely

the principle of encapsulation or the hiding of implementation details between different protocol

layers. Habak et al. sub-categorise middleware based solutions into hidden and palpable types.

Hidden middleware use the same interfaces and semantics as Transport layer protocols and

are therefore transparent, for example DBAS [82] and Operetta [80]. By contrast, palpable

middleware requires a change to the service agreement between the Application and Transport

layers for example MuniSocket [121].
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3.2.6 Technical Challenges in the State of the Art

The main challenge for interface bonding is the inherent slow-down effect due to the in-order

delivery requirement. This is caused by the heterogeneous throughput performance of individual

wireless links and is exacerbated by the stochastic access delay of the 802.11 MAC mechanism.

While traditional static interface selection and round robin frame scheduling work perfectly well

for wired devices such as Ethernet, when used over wireless links a significant overall bond

throughput slow-down effect is observed due to the in-order delivery requirement in the upper

protocol layers, for example in the connection-oriented Transmission Control Protocol (TCP).

When an in-order delivery requirement is assumed the overall bond throughput becomes

limited by the throughput of the slowest link of the bond as all application data frames must be

successfully received over both bonded links before the structured data can be passed to the upper

layer. Even for two wireless links with the same offline data rate, when one bonded link is more

congested than the other it is not able to process incoming frames as quickly as its counterpart.

In addition this also causes further slow-down at the Transport Layer due to out-of-order and

duplicate frames at the receiver and the reaction of the TCP congestion control mechanism at the

sender. Delayed frames are misinterpreted by TCP as congestion which it responds to by reducing

the contention window size, thereby further reducing the overall achieved aggregate throughput.

This is a major issue impacting the bond re-sequencing unit for Layer 2 solutions when

aggregating over multiple and diverse wireless interfaces and has been the subject of many

related research works, for example So et al. in [180]. The use of wireless slave devices also

causes difficulties for the interface selector, the bond scheduler, and the link monitoring unit as

discussed in the following subsections.

3.2.6.1 Interface Selection

In most current Layer 2 and Layer 4 bonding solutions such as Linux bond and MPTCP, the

bond interface selection and link attachment is performed via traditional static and manual

configuration which requires the attendance of a skilled network engineer. This approach is

acceptable in wired networks, for example multiple LAGs configured between leaf and spine

nodes in a data center environment where all communication links are of the same data transfer

speed.

However for wireless devices such as 802.11 and as demonstrated in the MatLab simulations

later in the chapter, the static method can lead to severe throughput degradation if a poorly

chosen interface combination is used, as the bond is unable to adapt dynamically to changes

in the achievable link data rate and latency. LACP can assist in the negotiation of bonded

communications between adjacent LACP-enabled network devices, but the protocol itself does not

prescribe any specific method for dynamically choosing which links should be added or removed

from the bond and when, based on the current link state.
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3.2.6.2 Bond Scheduling

As mentioned above, the traditional static bond scheduling algorithms such as round robin work

well over links with similar throughput and delay, but as demonstrated in multiple research

works and also later in the chapter in the results of the static round robin bonding simulations,

this leads to a poor aggregated throughput performance The problem is of particular concern for

wireless networks in which such delays are considered the norm. A large number of research

works have targeted the bond scheduling problem in recent years as described in the related

work in Section 3.2.8 below.

3.2.6.3 Wireless Link Monitoring

In most bonding solutions such as Linux bonding and MPTCP the direct monitoring of wired

Ethernet links is performed using ethtool [180] for which there is no equivalent for 802.11 devices.

Bonding can still be used over wireless interfaces but with severe performance degradation.

When used over wireless in the absence of ethtool, the default scheduling in the Linux kernel

bonding module is round robin. Efficient interface bonding with wireless devices such as 802.11

therefore requires some other passive method of obtaining the current link statistics, such as the

average link throughput or frame inter-arrival times, in order to adequately inform the other

bond functions such as the scheduler of interface selection unit.
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3.2.7 Recent Efforts Towards Standardisation

IEEE published the Real Time Applications TG report [95] in November 2018 which made

recommendations for two different packet-based transmission modes supporting multiple uplink

applications:

1. Duplicate Mode: similar to broadcast mode in Linux bonding.

2. Joint Mode: this corresponds to round-robin mode in Linux.

The report also identified two design challenges that the new transmission modes would be

required to overcome:

1. Traffic Load Balancing: a dynamic method of load balancing was needed to assign traffic to

each wireless link according to available capacity.

2. Packet Alignment: Joint Mode causes out-of-order packets, and such losses must be differ-

entiated from any loss at the MAC layer.

Work on 802.11be was formally initiated in May 2019. The new specification would implement

the multi-link recommendations of the RTA TG as well as providing the typical generational

increases in raw PHY speed. Furthermore, coordinated TXPOs were proposed as a method of

aligning multi-link transmissions.

Relevant articles and research published in late 2019 such as [25] and [219] began to explore

issues such as AP coordination, but contained little technical detail on the proposed multi-link

mechanism.

Further clarity came later with surveys and updates in May-August 2020 which contained

the first references to the Multi-Link Device (MLD) concept and synchronous/asynchronous

transmission types. In particular the survey published by author Evgeny Khorov (an original

members of the RTA TG) in [101] shed light on the efficiency problems with the traditional

approach to exploiting wide channels in the 802.11 OFDM PHY. Existing off-the-shelf APs

support dual/tri band aggregation but the operation of the individual PHY/MAC layers is entirely

independent, and this leads to inefficiencies because individual sub-bands can have different

requirements in terms of channel access, for example non-identical DCF parameters and varying

link throughput performance. To make things even worse, the channel access is determined by

the primary 20 MHz channel so the entire bonded channel can be blocked if the primary channel

is busy.

The MLD is introduced 11be to address the aforementioned issues by allowing the trans-

mission of packets concurrently on multiple individual channels. A MLD may be viewed as a

mapping of two or more 802.11 MAC/PHY interfaces that presents a single unified interface

to the LLC Layer (the upper L2 protocol used with 802.11 and Ethernet), so as to contain the
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bonding functions entirely within Layer 2. This contrasts with Linux where bonds are created

by mapping multiple 802.11 NICs to a single virtual NIC inside the kernel network stack. Here

bonding occurs above the LLC and is considered a Layer 2.5 approach. Additionally, in Linux

there is no method of TXOP synchronisation.

While the thesis work anticipated the benefits of a packet-based approach to bonding at

Layer 2, unfortunately the initial decisions on research direction and the design of the MatLab

bonding simulator were taken before the recent insight from the 11be Working Group and related

publications. Note that since the completion of the thesis in January 2021, significant strides have

been made in terms of analysing the performance of MLDs in 11be. Notably, the authors Song

and Kim in [182] evaluate and compare the throughput and fairness of different transmission

modes and proposed coordinated access techniques using a bi-dimensional Markov chain based

on the single-link DCF modelling by Bianchi.
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3.2.8 Related Research Work

This subsection provides an overview of related interface bonding research categorised according

to the relevant protocol layer with both wireless and wired applications considered.

Several link aggregation surveys are found in the research literature, including Habak et

al. [79] and Ramaboli et al. [150]. However, both of these surveys were published before the

introduction of MPTCP and since its release there has been a wealth of new link aggregation

research and insight. Therefore some of the content in these surveys is now considered obsolete,

but they still provide good general background information.

3.2.8.1 Link Layer

The Link Layer bonding solutions such as Linux bonding are the primary focus of the thesis

research and are therefore discussed first. A key advantage of the kernel-based interface bonding

types such as Linux over the deeply integrated types such as 802.11n channel bonding is that the

implementation can be entirely agnostic with respect to the underlying Link Layer technology

used. A good example of such an approach is the round robin transmission mode found in Linux

bonding, which requires no link monitoring capability or specialist device driver interfaces

whatsoever.

However, a significant disadvantage is that the technique is nowhere near as efficient as the

more technically advanced channel bonding mechanisms such as 802.11n channel bonding and

LTE-U carrier aggregation at the Physical Layer. In the work in [171] Shidik et al. compare the

throughput achieved via 802.11n-based channel bonding to the throughput achieved by Linux-

based interface bonding over dual-11n links. The authors found that 802.11n channel bonding

significantly outperformed interface bonding of terms of the aggregate throughput. In fact the

achieved interface bonding throughput was actually lower than the individual single 802.11n link

throughput, which the authors concluded was due to the use of static round round scheduling

leading to a substantial slow-down effect and high number of out-of-order and duplicated frames.

Frame Arrival Time

t1 t2 t3

Frame Inter-arrival times

Figure 3.8: Frame Inter-Arrival Times used by So et al. [180]
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A number of other research works also address Layer 2 bonding over wireless in Linux. The

most notable example is that by So et al. [180] who propose a New Load Balancing (NLB) kernel

module designed specifically for use with wireless devices such as 802.11. The in-order delivery

of frames is achieved via a receiver side buffer, a second tier numbering system, and a fast

loss detection scheme. Dynamic scheduling is performed in technology agnostic fashion using

receiver-based in-line measurements of incoming frame inter-arrival times. The hardware-based

test results showed a substantial improvement in bond throughput compared to traditional,

static, round robin-based approaches. The solution provides automatic bond negotiation with

other NLB-enabled nodes via periodic HELLO messages, but the interface selection itself is

manual and static (i.e. dynamic bond scheduling only).

The work by Jarasuriya et al. in [92] experimentally evaluates the throughput performance

of static round robin bonding in Linux using dual 802.11b interfaces for the same point-to-point

topology as assumed in the implemented MatLab simulation presented later. The results show

that short term variations in the individual packet latencies leads to unstable behaviour for TCP

and UDP traffic. Furthermore the instability is also seen when both 802.11 links are statistically

identical, i.e. have the same throughput, delay, and frame collision probabilities. The test results

take a top-down approach by focusing on the interplay between the different protocol layers,

in particular the impact of the heterogeneous 802.11 bond link delays on the Transport Layer.

This contrasts with the bottom-up approach of the thesis research which measures the bond

throughput at the MAC layer and therefore ignores any possible impact at the Network or

Transport layers to focus on the effects of the DCF. The thesis work also differs in that only

the long-term throughput performance of the bond is used in the analysis and delay variations

and jitter occurring in the short-term are not considered. Because of these differences a direct

comparison of results of the two works is not possible.

Other examples of Linux bonding research works include Miura et al. [120], which uses

Linux bonding for high bandwidth and fault tolerance on server clusters, Rico et al. [155] which

compares Linux bonding performance with MPTCP, and Saud et al. [162] which uses Linux

bonding to create a hybrid wireless-optical link aggregation system. Kim et al. proposed a

feedback-based traffic splitting scheme for multi-radio mobile devices in [102] that mitigates

the level of packet reordering required at the receiver. In the proposed system the delay of each

wireless link is measured periodically at the receiver using an active probing technique, which is

then passed back to the sender which uses the information in a dynamic scheduling algorithm.

The idea behind the proposed algorithm is to split traffic so that the difference in the delay of

between links is minimised, which has the effect of reducing the number of out-of-order packets

and increasing the overall bond throughput. The scheme was tested on a hardware testbed using

Wi-Fi and WiMAX wireless interfaces and was shown to significantly increase throughput and

reduce receiver buffer size.
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In recent years one of the biggest research problems in WWAN-WLAN link aggregation such

as LTE-WLAN Aggregation (LWA) has been the coexistence of different wireless technologies in

the unlicensed portions of the radio frequency spectrum. When using free-to-use ISM bands such

as 2.4. GHz in certain regulatory domains such as the UK, vendors and operators must adhere

to the so-called listen-before-talk (LBT) requirement, which prescribes that computing wireless

stations must always sense the medium first before transmitting in order to prevent collisions

occurring on the shared channel and ensure fair access between different device types. The 802.11

WLAN standard already satisfies this requirement by virtue of its DCF MAC mechanism, but a

number of works have demonstrated the detrimental effect of the more aggressive channel access

strategy used by LTE-U on adjacent legacy 802.11 networks, for example [83]. This issue has

been the cause of a well-documented debate between the Wi-Fi Alliance and 3GPP over fair use

of ISM resources. Several solutions to the coexistence problem have been proposed, such as that

by Wang et al. [212], which is based on cognitive channel switching and adaptive muting, and the

Q-learning approach adopted by the authors Su et al. in [188].

LTE-U
eNodeB

802.11 
AP

Operator 1 Operator 2

Figure 3.9: 802.11 WLAN and LTE-U WWAN Coexistence in the 2.4. GHz ISM Band
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3.2.8.2 Network Layer

Most network layer solutions target the use of TCP at the Transport Layer and were published

before the release of MPTCP in 2013. A TCP connection is identified by a set of source and

destination IP addresses and port numbers, and therefore distributing packets from a single

stream over multiple interfaces breaks the traditional TCP connection semantics. Oscar et al.

[81] solve this by rewriting the source and destination addresses before passing the packet to

TCP. Other works for example, Chebrolu et al. [39], which uses aggregating proxies to provide

transparency to the Transport Layer. However, most of these approaches do not allow independent

congestion control of sub-flows, which was a key design advantage of MPTCP. Many of these pre-

MPTCP Network Layer bonding approaches such as the those described above and the various

proposals surveyed by Habak may therefore be better understood as Layer 3.5 approaches and

characterised by a lack of independent congestion control.

3.2.8.3 Transport Layer

Much recent link aggregation research has targeted MPTCP. For example, Ageneau et al. [16]

examines wireless link aggregation in MPTCP using network coding applied at Layer 3. Emula-

tion results show that this significantly improved bond throughput without any alteration of the

MPTCP stack. The authors Rao [151] demonstrate the use of MPTCP to improve communication

reliability and throughput in robotic systems. Park et al. [141] use a receiver-centric approach for

minimising application-level delay for MPTCP in wireless networks. Wang et al. [209] highlight

the importance of proper path selection selection for MPTCP using the NORNET testbed. The

performance impact of receiver buffer size is examined by Zhou et al. in [233]. Hwang et al. [90]

propose a method for MPTCP scheduling that freezes the slow link when the difference in delay

across the bond is large. Test results show that the proposed scheduling algorithm significantly

reduces flow completion time for short-lived sub-flows. A energy efficient MPTCP solution was

proposed by Shamani et al. [167] where the entropy-based approach is shown to reduce energy

consumption by up to 42% for large data transfers.

3.2.8.4 Application Layer

In [105] the authors Krishna et al. propose a dynamic link aggregation scheme called DLAS for

use over wireless links such as 802.11. There are two types of DLAS scheme proposed in the

work, Sequential DLAS and Parallel DLAS. In Sequential DLAS, the mobile device requests a

number of data chunks through each available interface. The receiver then calculates the achieved

throughput of each interface and requests further data chunks in proportion. Parallel DLAS uses

parallel TCP sub-flows within the same data flow to increase the overall data transfer rate. The

proposed system was shown to improve aggregate throughput by 9-10% compared to similar

solutions. An Application Layer aggregation scheme implemented in the Android operating
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system is proposed in [193] in which the overlay network concept is adopted. Both individual

network interfaces run separate TCP/IP stacks with congestion control applied individually

on each link. Because applications cannot directly invoke device driver functions, the Android

runtime is used to issue the required kernel functions. The packet scheduling for each client

is determined by the data distribution ratio sent to the distribution servers which changes

dynamically according to the measured throughput. Distribution ratio updates are sent via all

available interfaces for redundancy.
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3.3 Bonding Simulator Implementation

This section presents the novel simulation evaluation framework for 802.11 interface bonding

implemented using the MatLab programming language.

The bonding framework is built on top of the single-link simulator for the 802.11 DCF

described and validated in Chapter 3 and is further extended in Chapter 4 to facilitate the

evaluation of state-of-the-art link selection algorithms. The simulator output provides the ag-

gregate throughput and delay of a dual-link 802.11 interface bond at Layer 2 as a function of

the applied bond load given as the number of competing stations present in each WLAN under

the assumption of saturated arrival traffic. Other metrics provided include the link throughput

difference, link delay difference, and the link bandwidth utilisation of the bond.

3.3.1 Practical 802.11 Bonding Use Case

The practical 802.11 interface bonding use case considered in the implemented framework is

illustrated in Figure 3.10 below in which a multi-homing WLAN branch user is connected via

multiple single-hop, point-to-point wireless links to an multi-RAT, SDN-enabled customer edge

device used to communicate with other branch locations and with private or public clouds hosted

on the Internet. Note that the above point-to-point topology was chosen to match that used in

most Layer 2 802.11 interface bonding researches such as those in [92, 171, 180].

Under this scenario there are several ways in which wireless users can exploit the multi-

connectivity of the branch node over the wireless last hop: (1) aggregating the capacity of the

individual wireless links to increase the overall data transfer speed, (2) broadcasting data frames

over all available links to increase reliability and reduce latency, and (3) using both available

network interfaces in a redundancy or active-standby configuration in case of hardware or link

failure.

Private/Public 
Cloud

Branch
User

SDN Branch
Router

Internet or
MPLS Network

WLAN WAN

Figure 3.10: SD-WAN/SD-WLAN Interface Bonding Use Case
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Many vendors already provide single-link WLAN connectivity for branch users in small

to medium sized enterprise and campus networks. For example, the Cisco Meraki MX Series

SD-WAN branch routers provide both 11ac and legacy 11n on-board connectivity options (using a

single hardware interface) in addition to integrated LTE-based WAN-side connectivity. Other

state-of-the-art examples of SDN-enabled branch devices with 802.11 WLAN connectivity include

the VMWare VeloCloud SD-WAN Edge router and the Nokia-Nuage Network Services Gateway.

3.3.2 Categorisation of Interface Bond Type

As mentioned above the interface bonds in the implemented framework are formed at the Link

Layer, or more precisely Layer 2.5, of the protocol stack such that both individual enslaved

interfaces are presented as a single unified resource to the Network Layer and above and that

the bonding is performed in a manner that is agnostic to the underlying link layer technology

and does not require any direct device driver intervention. The layered categorisation used is

illustrated in the diagram below in Figure 3.11.

Application Layer

Transport Layer

Network Layer

Link Layer

Physical Layer

Link Layer

Physical Layer

Interface Bond

Figure 3.11: Bonding at Layer 2.5 of the Protocol Stack (e.g. LACP)
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3.3.3 Bonding Functionality Implemented

Using the classification given by Habak et al. in [79] illustrated in Figure 3.1 above, in the

implemented framework the required bonding functionality is implemented on top of two parallel

single-link DCF simulations as follows:

• Scheduler: The scheduling algorithm used in the developed framework is traditional round

robin wherein all enslaved bond links are served with a single frame per transmission

round. This is a commonly used static form of bond scheduling found in most current

implementations, for example MPTCP and Linux bonding, where the frame allocation is

fixed for the entire duration of the simulation. In the simulations this is modelled by filling

the transmit buffers of each individual slave link with half of the number total frames

assigned to the bond node.

• Interface Selector: In this chapter in order to evaluate the performance of the traditional

manual link selection approach, a static bond interface selection method is used. As per the

round robin scheduling algorithm the 802.11 bond interface configuration is fixed and does

not change for the entire duration of the simulation regardless of the current individual

link state and overall achieved aggregated throughput performance of the bond.

• Re-assembler: The reassembly is responsible for the buffering and re-ordering of the

transmitted data received over all individual slave links attached to the bond. In the

simulation a simplistic re-assembler is modeled with an infinite size receiver buffer and

the re-structuring of transmitted payload data is not considered, only the rate at which the

data is received over both links.

• Link Monitoring: Due to the use of static round robin scheduling and a fixed bond interface

configuration there is no need to monitor the instantaneous state of the individual links,

and therefore no link monitoring functionality is implemented in the bonding evaluation

framework presented in the current chapter.
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3.3.4 Bonding Simulation Assumptions

In addition to the assumptions for the single-link DCF simulations described in Section 2.4.1.1

of Chapter 2, a further series of assumptions are made with respect to the extended interface

bonding functionality implemented in the current chapter. These additional assumptions are

described in the following subsections.

3.3.4.1 Interface Bond Type

In the implemented framework a dual-802.11 statically configured round robin interface bond is

assumed similar to the types used in the experimental works using Linux bonding by Jarasuriya

[92], So [180] and Shidik [171]. Importantly an in-order delivery requirement is assumed in the

upper protocol layers, for example as with a connection-oriented Transport Layer protocol such

as TCP, in order to evaluate the bond throughput performance and associated slow-down under

this commonly found constraint.

3.3.4.2 Logical Bonding Topology

The practical use case described previously is translated into the logical bonding topology shown

in the diagram below in Figure 3.12. A single-hop, point-to-point bond is assumed between a

dual-interface 802.11 access point and a multi-homed mobile user node also similar to that used

by the authors by Jarasuriya [92], So [180] and Shidik [171]. Also, as per the assumptions for the

single-link DCF simulations in Chapter 2, a flat single-hop wireless topology is assumed for each

separate 802.11 network.

11ac Link 1 11ac Link 2

11ac Link 1 11ac Link 2

Dual-Interface 802.11 Access Point

Dual-Interface 802.11 Mobile Station

Figure 3.12: Logical Topology Assumed in the Bonding Simulations
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3.3.4.3 Independent 802.11 Interfaces

Each individual 802.11 slave link attached to the interface bond is assumed to be statistically

independent. Because the PHY layer is not modelled in the implemented framework this essen-

tially means that the probability of two interfaces simultaneously experiencing a collision on the

channel is independent, i.e. p = p1 p2. That is to say that collisions occurring on link does not

impact or influence the collision likelihood seen on the other bond link. This is satisfied in the

following homogeneous 11ac-11ac bond testing by assuming disjoint physical channels for each

similar bonded link.
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3.3.5 Calculation of Bond Performance Metrics

In order to measure the bond throughput in the simulations and determine the impact of the

inherent slow-down for heterogeneous link performance, the following bond related performance

metrics are measured.

3.3.5.1 Maximum Bond Throughput

This is the maximum theoretical throughput of the bond with no slow-down effect present and

is given in Mbps and calculated as the sum of the throughputs of the individual bonded 802.11

links:

(3.1) SMax = S1
n +S2

n

3.3.5.2 Achieved Bond Throughput

This is the achieved bond throughput in units of Mbps and calculated by counting the number of

payload bits received over both links and dividing by the maximum link transmission time:

(3.2) SB = BitsRcvd1 +BitsRcvd2

Max(TxTime1, TxTime2)

3.3.5.3 Link Throughput Difference

This metric provides the absolute difference in achieved throughput between the individual

802.11 links attached to the bond as function of the applied load and is given in units of Mbps:

(3.3) SDi f f = abs(S1
n −S2

n)

3.3.5.4 Link Bandwidth Utilisation

This gives an indicator of the size of the slow-down effect in relation to the theoretical maximum

bond throughput, and is calculated by dividing the achieved bond throughput by the maximum

throughput:

(3.4) SUtil =
SB

SMax
∗100

When the resulting utilisation is less than 100% this indicates that a throughput slow-down

effect is present and its magnitude is in proportion to the value of the metric. When equal to

100% this indicates the ideal conditions for the bond throughput with no observable throughput

slow-down effect.
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3.3.5.5 Bond Delay

The overall bond delay is given in units of µs and calculated as the maximum of the achieved

access delays of the individual bonded 802.11 links:

(3.5) DBond = max(D1,D2)

3.3.5.6 Link Delay Difference

The link delay difference is given in units of µs and provides the absolute difference in access

delay between the individual links a function of the applied load:

(3.6) DDi f f = abs(D1 −D2)
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3.3.6 Simulation Operation

A diagram illustrating the operation of the MatLab-based 802.11 bonding simulation is shown in

Figure 3.13 below for a single transmission round of round robin scheduling. In the implemented

framework two independent DCF simulations are run in parallel for each 802.11 link attached. It

is assumed that the timing of both links is synchronised at the start of the simulation. Each link

receives one of the total 2M number of frame for immediate transmission on its respective DCF

access channel. Then as per the DCF CSMA/CA algorithm both links calculate their individual

random waiting times before first attempting to transmit their frames.

Attempt 1
(busy)

Waiting Time 1

Link 2 Delay

Waiting Time 2 Transmission Time

Tx
Success

Attempt 1
(busy)

Waiting Time 1 Waiting Time 2

Attempt 2
(collision)

Waiting Time 3 Transmission Time

Attempt 3
(idle)

Tx
Success

Attempt 2
(idle)

Link 1 Delay

Figure 3.13: Illustration of MatLab DCF Bonding Simulation

In the example above, Link 2 is the first to successfully transmit. After the initial waiting

time it attempts transmission but senses the channel as busy due to an ongoing transmission.

In response the link chooses a new waiting time from the same range and waits for its next

opportunity. When the second waiting period has elapsed, Link 2 senses that the channel is idle

and re-attempts transmission which is successful.

By contrast Link 1 requires three attempts to access the channel before its frame is trans-

mitted resulting in a longer overall channel access delay and lower link throughput. At the first

transmission attempt the channel is found to be busy and the link chooses a new random waiting

time from the same contention window range and re-contends for channel access. On the second

effort the channel is sensed as idle and the link tries to transmit but experiences a collision due

to another simultaneous transmission attempt. In response it increments its binary exponent
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and selects a new random waiting time. At the third and final attempt Link 1 wins contention

and successfully transmits its frame. For the simple example above the bond throughput is

calculated by counting the number of payload bits received in both frames and then dividing by

the maximum of the two transmission times.
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3.4 Experiment Setup

This section gives the various simulation input parameters used and describes the different

applied load tests performed in the following evaluation of the statically configured 802.11

interface bonds.

3.4.1 Input Parameters

The various input parameters used in the static round robin evaluation are summarised below

in Table 3.1. These are the same as per the 11ac vs 11ah comparison in Section 2.3.3.4 of the

previous chapter, with the exception of the payload size which is increased to 16386 bits. The

MCS settings used at the PHY layer are also the same as those used previously, i.e. MCS Index

6 for the 11ac link and MCS Index 7 for the 11ah which both provide a raw PHY data rate of

65 Mbps. The high total number of nodes in each individual 802.11 of n = 100 was chosen to

simulate the densely populated and highly contentious environment expected in future wireless

networks and the Internet of Things (IoT).

DCF/PHY Parameter 11ac Value 11ah Value
Number of Nodes (N) 100 100
Slot Time (us) 9 52
CWmin (slots) 15 15
CWmax (slots) 1023 1023
Payload Size (bits) 16368 16368
MAC Header Size (bits) 288 288
PHY Header Size (bits) 192 192
ACK Size (bits) 112 112
SIFS Duration 16 160
DIFS Duration 34 264
Propagation Time (us) 1 6
PHY Data Rate (Mbps) 65 65

Table 3.1: Table of DCF and PHY Parameters used in Static Round Robin Tests
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3.4.2 Dual 802.11 Bond Test Scenarios

In order to replicate the conditions in a practical 802.11 bonding situation, multiple individual

tests are performed in which the long-term throughput, link bandwidth utilisation, and delay of

the bond are evaluated under different combinations of applied link load.

As summarised in Table 3.2 below the homogeneous 11ac-11ac bond is evaluated under

four individual applied load scenarios labelled 1A through 1D and likewise the heterogeneous

11ac-11ah bond is evaluated in under similar applied loads in tests labelled 2A-2D.

For each sub-test a total of 2M DCF frames and 20.48 GB are transmitted by all competing

stations in each 802.11 WLAN. Once the 2M number of frames have been successfully transmitted

the applied load is then adjusted and the process repeated until all load combinations prescribed

for the test are evaluated.

The four basic applied load tests A-D for each bond type are sub-categorised into balanced

and unbalanced load types. To provide a performance bench mark a balanced load test was

performed which creates a non-stress scenario designed to yield the maximum possible bond

throughput. Then in order to stress the bond throughput and evaluate the impact of the through-

put slow-down effect three unbalanced load tests are performed wherein the applied load on the

first bond link is varied while maintaining a constant low, moderate, and high applied load res-

pectively on the second bond link. All eight tests are discussed individually on the following pages.

Applied Bond Load
Test 1A {n1 = n2 = n}
Test 1B {n1 = n, n2 = 1}
Test 1C {n1 = n, n2 = 50}
Test 1D {n1 = n, n2 = 100}
Test 2A {n11ac = n11ah = n}
Test 2B {n11ac = n, n11ah = 1}
Test 2C {n11ac = n, n11ah = 50}
Test 2D {n11ac = n, n11ah = 100}

Table 3.2: Summary of Link Load Tests Performed

The maximum considered number of N = 100 competing nodes was chosen to demonstrate the

bond performance under heavily loaded and highly contentious network conditions as expected

in large next generation 802.11 WLANs such as wireless sensor networks and IoT. The light

load of n = 1, moderate load of n = 50, and the heavy load of n = 100 used in the unbalanced

tests correspond roughly with the conditions used in the testing by Nam in [130] to evaluate

dynamic MPTCP link selection in a small-scale 802.11 testbed. However in the Nam work work

the individual achievable link performance was manipulated artificially using Linux Traffic

Control with Network Emulation instead of increasing channel contention by incrementing the
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number of competing wireless stations as in the developed MatLab framework. The work by Nam

and the comparisons to the current research are discussed in further detail in Chapter 4.
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3.4.2.1 Homogeneous 11ac-11ac Bond

First we present the channel load tests performed during the static round robin configuration

evaluation for the homogeneous 11ac-11ac interface bond.

3.4.2.1.1 RR Test 1A: Balanced Load Scenario The first test was the benchmark balanced

load scenario illustrated in Figure 3.14 on the opposite page. At each iteration the number of

competing wireless nodes present in both 11ac networks was incremented simultaneously from 1

to the maximum considered value of N = 100. Related performance metrics such as the mean

bond throughput and delay are calculated at each stage and appended to an output data vector in

MatLab. The balanced load scenario was intended to create the ideal conditions for maximising

throughput and act as a performance benchmark against which to compare the results from the

unbalanced load scenarios and heterogeneous 11ac-11ah bond tests.
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802.11ac WLAN 1 802.11ac WLAN 2

n1 = 1 n2 = 1

n1 = 2 n2 = 2

n1 = 100 n2 = 100

n1 = ... n2 = ...

Figure 3.14: RR Test 1A 11ac-11ac Bond Balanced Load Scenario
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3.4.2.1.2 RR Test 1B: Unbalanced Scenario (Low Load) The next test was the first un-

balanced load scenario for the dual-11ac bond designed to stress the aggregated throughput

performance using a light static load on the second 11ac link while varying the load on the first

11ac link. In the implemented framework this was done by keeping the first link load constant at

one wireless node while the load on the second link was increased by incrementing the number of

competing stations from 1 to the maximum of N = 100 as illustrated in Figure 3.15 below.

802.11ac WLAN 1 802.11ac WLAN 2

n1 = 1 n2 = 1

n1 = 2 n2 = 1

n1 = 100 n2 = 1

n1 = ... n2 = 1

Figure 3.15: RR Test 1B 11ac-11ac Bond Unbalanced Load Scenario (Low Load)
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3.4.2.1.3 RR Test 1C: Unbalanced Scenario (Moderate Load) Next was the second un-

balanced load test for the homogeneous 11ac-11ac bond also designed to stress the compound

throughput this time using a moderate static load on the second 11ac link. In similar fashion to

the previous test the applied load on the second link was held constant at n = 50 nodes while the

load on the first link was incremented from n = 1 to n = 100 as illustrated below in Figure 3.16.

802.11ac WLAN 1 802.11ac WLAN 2

n1 = 1 n2 = 50

n1 = 2 n2 = 50

n1 = 100 n2 = 50

n1 = ... n2 = 50

Figure 3.16: RR Test 1C 11ac-11ac Bond Unbalanced Load Scenario (Moderate Load)
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3.4.2.1.4 RR Test 1D: Unbalanced Scenario (Heavy Load) The final 11ac-11ac bond test

was the third unbalanced scenario illustrated in Figure 3.17 below. During the test the static

load on the second 11ac link was set to the maximum value of n = 100 competing nodes while

incrementing the load on the first 11ac link from n = 1 to n = 100 nodes. The goal again was

to stress and evaluate the overall bond throughput performance this time using the heaviest

possible static load of 100 competing wireless stations on the second 11ac link.

802.11ac WLAN 1 802.11ac WLAN 2

n1 = 1 n2 = 100

n1 = 2 n2 = 100

n1 = 100 n2 = 100

n1 = ... n2 = 100

Figure 3.17: RR Test 1C 11ac-11ac Bond Unbalanced Load Scenario (Heavy Load)
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3.4.2.2 Heterogeneous 11ac-11ah Bond

Next we present the channel load tests performed during the static round robin evaluation for

the heterogeneous 11ac-11ah interface bond.

3.4.2.2.1 RR Test 2A: Balanced Load Scenario The first test was the balanced scenario

illustrated in Figure 3.18 on the opposite page. At each iteration the applied load on the 11ac

and 11ah links was increased simultaneously by incrementing the number of competing nodes in

each individual 802.11 network from n = 1 to the maximum considered value of n = 100. Again

the mean bond throughput and other metrics such as the overall bond delay are calculated for

each link load combination. The applied loads used in the test were chosen to provide the best

case scenario for the 11ac-11ah throughput and provide the basis for comparison against the

homogeneous 11ac-11ac bond performance in Test 1A.
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802.11ac WLAN 1 802.11ah WLAN 2

n11ac = 1

n11ac = 2

n11ac = ...

n11ac = 100

n11ah = 1

n11ah = 2

n11ah = ...

n11ah = 100

Figure 3.18: RR Test 2A 11ac-11ah Bond Balanced Load Scenario
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3.4.2.2.2 RR Test 2B: Unbalanced Scenario (Low Load) In the first unbalanced link

load scenario for the heterogeneous 11ac-11ah bond the applied load on the 11ah link was held

constant at the low level of n = 1 nodes while the load on the 11ac link was varied by incrementing

the number of competing stations from n = 1 to n = 100. Again the average bond throughput was

calculated for each combination of applied link load across. The link loads used in the test were

chosen to stress the aggregated throughput performance of the 11ac-11ah bond and provide the

basis for comparison against the homogeneous 11ac-11ac bond in Test 1B.

802.11ac WLAN 1 802.11ah WLAN 2

n11ac = 1

n11ac = 2

n11ac = ...

n11ac = 100

n11ah = 1

n11ah = 1

n11ah = 1

n11ah = 1

Figure 3.19: RR Test 2B 11ac-11ac Bond Unbalanced Scenario (Low Load)
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3.4.2.2.3 RR Test 2C: Unbalanced Scenario (Moderate Load) The next test performed

was the second unbalanced load scenario for the heterogeneous 11ac-11ah bond. As illustrated in

Figure 3.20 at each iteration the applied load on the 11ah link was held constant at the moderate

level of n = 50 nodes while the load on the 11ac link was incremented from n = 1to n = 100. The

link loads used in the test were chosen to stress the aggregated bond throughput performance

using similar applied loads to the homogeneous 11ac-11ac bond in Test 1C.

802.11ac WLAN 1 802.11ah WLAN 2

n11ah = 50

n11ah = 50

n11ah = 50

n11ah = 50

n11ac = 1

n11ac = 2

n11ac = ...

n11ac = 100

Figure 3.20: RR Test 2C 11ac-11ac Bond Unbalanced Scenario (Moderate Load)
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3.4.2.2.4 RR Test 2D: Unbalanced Scenario (Heavy Load) The final test was the third

unbalanced load scenario for the heterogeneous 11ac-11ah bond in which the applied load on

the 11ah link was held constant at n = 100 competing nodes while the load on the 11ac link was

incremented from n = 1 to n = 100 as illustrated in Figure 3.21 below. The link combinations used

were chosen to stress the aggregated bond throughput performance and provide the basis for

comparison against the homogeneous 11ac-11ac bond in Test 1D.

802.11ac WLAN 1 802.11ah WLAN 2

n11ac = 1 n11ah = 100

n11ah = 100

n11ah = 100

n11ah = 100

n11ac = 2

n11ac = ...

n11ac = 100

Figure 3.21: RR Test 2D 11ac-11ac Bond Unbalanced Scenario (Heavy Load)
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3.5 Presentation of Results

This section presents the results from the evaluation of the static round robin 802.11 bond.

3.5.1 Homogeneous 11ac-11ac Bond

First we present the results for the homogeneous 11ac-11ac bond in Tests 1A-1D.

3.5.1.1 RR Test 1A: Results

The throughput results for static round robin under the benchmark case in Test 1A are given in

Figure 3.22 on the opposite page. The round robin throughput is plotted as the dashed red line and

the maximum theoretical bond throughput as the dotted and dashed black line. The overall mean

achieved static round robin throughput was 2.4799 Mbps while the theoretical maximum mean

bond throughput was 2.4803 Mbps. As seen from the graph the achieved throughput was equal

to or very close to the maximum theoretical bond throughput for all applied load combinations

considered in the evaluation. Both output metrics decreased exponentially as the applied load

was raised on both 11ac links simultaneously. At the initial load of {n1 = n2 = 1} both the round

robin throughput and the maximum bond throughput were measured at approximately 57 Mbps,

and when the load was incremented to {n1 = n2 = 2} both then reduced significantly by around

50% to 28.22 Mbps. The exponential decrease then continued as the load was further raised with

both metrics eventually reducing to a minimum of approximately 0.277 Mbps at the heaviest

considered test load of {n1 = n2 = 100}.

As expected in light of the previous bond throughput results the overall mean link throughput

difference of 1.8162 kbps seen in the test was negligible compared to the absolute throughputs of

the individual 11ac links. For most applied loads the measured throughput difference was < 1

kbps with the exception of a brief spike to 7 kbps seen near the start of the experiment.
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Figure 3.22: Test 1A Static Round Robin Bond Throughput
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The link bandwidth utilisation results for the static round robin configuration in Test 1A

are presented in Figure 3.23 below. As seen from the graph the achieved bandwidth utilisation

was near to 100% for all applied loads from {n1 = n2 = 1} to {n1 = n2 = 100} with an overall mean

value of 99.99%.
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Figure 3.23: Test 1A Static Round Robin Link Bandwidth Utilisation
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The bond delay results for the static round robin configuration in Test 1A are shown in

Figure 3.24below. The overall bond delay is given as the dotted black line and the individual Link

1 and Link 2 11ac delays as the solid red and dashed blue lines respectively. The mean bond delay

for all applied load combinations used was 50263 µs. Notably the Link 1 and 2 delays were equal

throughout and a non-linear increasing curve was observed for both outputs as the applied load

was raised. As seen from an initial value of 0.00086 µs at {n1 = n2 = 1} the bond delay increased

to a maximum of 117500 µs at the heaviest considered load of {n1 = n2 = 100}. The overall mean

link delay difference for all applied load combinations used was 95.37 µs.
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Figure 3.24: Test 1A Static Round Robin Bond Delay
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3.5.1.2 RR Test 1A: Discussion

The main observation from the benchmark case in Test 1A was that the static round robin bond

throughput was approximately equal to the maximum theoretical bond throughput for all applied

loads providing a mean link bandwidth utilisation of 99.99% which was the highest of all four

tests performed for the homogeneous 11ac-11ac bond.

As discussed previously to provide a performance benchmark in Test 1A a balanced applied

load was used to create the ideal conditions for the homogeneous 11ac-11ac bond throughput. The

optimal throughput performance was confirmed by the results in Figure 3.22 above. Furthermore

the mean achieved round robin throughput and the mean theoretical maximum bond throughput

were both approximately equal at 2.48 Mbps.

There are three conditions that contributed to the optimal bond throughput performance

seen: (1) both 11ac links have the same raw PHY data rate of 65 Mbps, (2) both 11ac slave links

also have the same DCF parameter values, for example the same minimum contention window

size and slot duration, and (3) the number of competing stations in each 802.11ac WLAN was

incremented simultaneously such that the applied load was balanced across the bond during

every iteration of the testing. When all three conditions are satisfied they lead to an identical

throughput and delay response for each individual 802.11 device such that on average both links

will achieve a similar throughput and delay at similar levels of applied load. Therefore both slave

links finish their transmissions on average at approximately the same time and neither link

is forced to wait for the other to complete before the overall bonded transmission is considered

complete. The bond throughput slow-down effect due to the in-order delivery requirement is

minimised and the bond throughput performance is near optimal and approximately equal

to the sum of the throughputs of the individual links as seen in Figure 3.22 previously. The

optimal performance was also reflected in Figure 3.23 where the bond throughput efficiency was

near or equal to 100% for all applied loads considered. The identical throughput response was

confirmed by the link throughput difference results for Test 1A in Figure ?? with a overall mean

of 0.0018 kbps. Similarly the identical delay response was also confirmed in Figure ?? above

which showed that the resulting delay difference between the two 11ac slave links was small

compared to the absolute individual link delays with a mean value of 95.37 µs. The bond delay

results in Figure 3.24 above show a similar picture of the bond performance. The delay increased

non-linearly as the applied load was raised following both the 11ac Link 1 and Link 2 delays

which were approximately equal for all load combinations used. Note that although the mean

bond throughput of 2.48 Mbps may seem low but is in fact caused by the decreasing throughputs

of the slave links due to increased resource sharing as opposed to a bond throughput slow-down

effect as seen in later tests.
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When any of the above three conditions are not satisfied then a bond throughput slow-down

effect is observed due to the commonly found in-order delivery requirement. To evaluate the

impact of the slow-down when requirement (1) above is not satisfied Test 1A was repeated and

the raw PHY data rate of the first 11ac link was increased by approximately doubling to 128

Mbps, 256 Mbps, 1024 Mbps, and 2048 Mbps. Most notably the results in Figure 3.25 reveal

that the aggregate bond throughput is always limited by the throughput of the slower 65 Mbps

device regardless of the capacity of the faster link. For example even the contribution of the high

speed 2048 Mbps link was reduced to that of the slower 65 Mbps device as a consequence of the

throughput slow-down effect due to the in-order delivery requirement.

0 20 40 60 80 100

Number of Stations 

0

10

20

30

40

50

60

B
on

d 
T

hr
ou

gh
pu

t (
M

bp
s)

65 Mbps
128 Mbps
256 Mbps
512 Mbps
1024 Mbps
2048 Mbps

Figure 3.25: Test 1A Static Round Robin Throughput (Heterogeneous Data Rates)
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Similarly Figure 3.26 below shows how a change in the Link 1 data rate link impacted the link

throughput difference of the bond. All device pairings followed a similar exponential decreasing

curve as the applied load was increased and only their absolute values differed according to the

size of the throughput difference. For example as expected the device pairing with the highest

overall link throughput difference was the heavily unbalanced 2048Mbps-65Mbps interface bond.
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Figure 3.26: Test 1A Static Round Robin Throughput Difference (Heterogeneous Data Rates)
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Of greater interest is the link bandwidth utilisation in Figure 3.27 below which illustrates the

impact for the same PHY data rate change. An almost flat efficiency output was seen for all data

rate pairings as the applied bond load was increased. As expected the highest utilisation was

seen for the homogeneous 65Mbps-65Mbps bond where the resulting efficiency was equal to 100%

or near for all applied loads considered. As expected the next highest was the 128Mbps-65Mbps

pairing with a mean of 85% followed by the 256Mbps-65Mbps, 512Mbps-65Mbps, and 1024Mbps-

65Mbps bonds with means of 76%, 71%, and 68% respectively. The lowest rating was 66% for

the 2048Mbps-65Mbps pairing such that roughly one third of the available link bandwidth was

wasted due to the inherent slow-down effect.

0 20 40 60 80 100

Number of Stations

40

45

50

55

60

65

70

75

B
an

dw
id

th
 U

til
is

at
io

n 
(%

)

65 Mbps
128 Mbps
256 Mbps
512 Mbps
1024 Mbps
2048 Mbps

Figure 3.27: Test 1A Static Round Robin Bandwidth Utilisation (Heterogeneous Data Rates)
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3.5.1.3 RR Test 1B: Results

The bond throughput results for the static round robin configuration and unbalanced load

scenario in Test 1B are shown in Figure 3.28 below. The round robin bond throughput is plotted

as the solid red line and the maximum theoretical bond throughput as the solid black line.

The overall mean bond throughput for all applied loads considered was 19.76 Mbps while the

theoretical maximum mean bond throughput was 29.971 Mbps. Both metrics displayed a non-

linear decreasing curve with a clearly visible difference in the response as the applied bond load

was raised. At {n1 = 1, n2 = 1} the achieved round robin throughput was equal to the theoretical

maximum bond throughput of 57.45 Mbps but by {n1 = 2, n2 = 1} the two outputs had already

begun to diverge. As the applied load was increased towards {n1 = 100, n2 = 1} the achieved static

round robin throughput reduced non-linearly to 13.39 Mbps while the maximum theoretical bond

throughput was decreased to 28.84 Mbps.
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Figure 3.28: Test 1B Static Round Robin Bond Throughput
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The link throughput difference results for static round robin in Test 1B are shown in Fig-

ure 3.29 below. The mean link throughput difference of the dual-11ac interface bond for all applied

load combinations used was 24.489 Mbps. At the lightest test load of {n1 = 1, n2 = 1} the link

throughput difference was negligible at 1.596 kbps but as the load incremented to {n1 = 2, n2 = 1}

the simulation output increased to 14.61 Mbps which was approximately 50% of the maximum

value . As the applied load was further increased towards {n1 = 100, n2 = 1} the link throughput

difference increased non-linearly to a maximum value of 28.59 Mbps.
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Figure 3.29: Test 1B Static Round Robin Link Throughput Difference
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The link bandwidth utilisation results for static round robin in Test 1B are given in Figure 3.30.

The overall mean utilisation for all applied load combinations used was 65.03%. As seen below

a non-linear decreasing curve was observed in the simulation output as the applied load was

increased. At the lightest test load of {n1 = 1, n2 = 1} the bandwidth utilisation was at a maximum

value of 99.91%. Then the applied load was increased towards {n1 = 100, n2 = 1} the achieved

utilisation reduced non-linearly to a minimum value of 48.7%.
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Figure 3.30: Test 1B Static Round Robin Link Bandwidth Utilisation
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The bond delay results for the static bond configuration in Test 1B are shown in Figure 3.31

below. The overall bond delay is plotted as the dotted black line and the individual Link 1 and

Link 2 11ac delays as the dash and dotted red line and dotted blue line respectively. The mean

bond delay for all applied load combinations considered was 50226.553 µs. For the entire range

of applied loads considered the bond delay followed the Link 1 which increased non-linearly

from a minimum of 0.00086 µs at {n1 = n2 = 1} to a maximum value of 117500 µs at the heaviest

prescribed load of {n1 = n2 = 100}.
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Figure 3.31: Test 1B Static Round Robin Bond Delay
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The link delay difference results for the static round robin bond in Test 1B are presented in

Figure 3.32. The overall mean delay difference between for all applied load combinations used

was 50226.5514 µs. As seen from the graph below a non-linear increasing curve was observed in

the simulation output. At the initial load of {n1 = 1, n2 = 1} delay difference between links was

negligible at 0.00072 µs. Then as the applied load was gradually raised towards {n1 = 100, n2 = 1}

the delay difference increased non-linearly to a maximum value of 117200 µs.
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Figure 3.32: Test 1B Static Round Robin Link Delay Difference
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3.5.1.4 RR Test 1B: Discussion

The main observation from Test 1B was that the mean static round robin throughput of 27.49

Mbps was 8.28% lower than the theoretical maximum bond throughput due to the impact of the

throughput slow-down effect and in-order delivery assumption. The achieved bond throughput

was lower than the maximum theoretical bond throughput for all applied loads considered with

the exception of {n1 = 1, n2 = 1} where both were approximately equal. Furthermore the mean

link bandwidth utilisation of 65.03% was the lowest of tests 1A-1D such that on average over one

third of the available link bandwidth was wasted unnecessarily.

In Test 1B conditions (1) and (2) described in Section 3.5.1.2 above were met but point (3)

was not satisfied as the applied load on the second 11ac link was kept constant at n = 1 while

the number of nodes on the first 11ac link was varied from 1 to 100. Note that at {n1 = 1, n2 = 1}

both bond links had the same applied load and therefore the resulting throughput was equal

to the maximum theoretical bond throughput, which is expected following the results of Test

1A. This was due to the equivalent performance of each 11ac link as seen in Figure 3.29 and

Figure 3.32 where the link throughput difference and link delay difference were both measured at

approximately zero presenting a similar situation to that seen throughout in the benchmark case

in Test 1A. The optimal performance at {n1 = 1, n2 = 1} was also reflected in the link bandwidth

utilisation results in Figure 3.30 where it was measured at a maximum test value of 99.98%.

However as the applied load was incremented to {n1 = 2, n2 = 1} as seen in Figure 3.29 the

slow-down effect became noticeable for the first time as the throughput difference between

links increased and the bandwidth utilisation in Figure 3.30 was consequently reduced. The

performance disparity between the bond links became larger as the applied load was further

increased thereby increasing the impact of the slow-down effect. At the largest test load of

{n1 = 100, n2 = 1} the link throughput difference reached a maximum test value of 28.59 Mbps

and as a consequence the achieved bond throughput efficiency fell to a minimum of 40%.
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Another key finding from the unbalanced applied load scenario used in Test 1B is illustrated

in Figure 3.33 below. Notably for applied bond loads where {n1 >= 7, n2 = 1} the achieved static

round robin bond throughput was reduced below that of the single fastest available link, which

was in this case 11ac Link 2 with the static applied load of n = 1.

This particular finding highlights exactly how bad things can get for the achieved bond

throughput when a dynamic and heterogeneous load is applied to a statically configured round

robin 802.11 interface bond. For the applied loads above the impact of the throughput slow-down

effect is so severe that the bond throughput is reduced below what would have been possible

using just the single faster 11ac Link 2, therefore rendering the use of the bonding technique

counter productive to the general goal of increasing the overall data transfer rate.
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Figure 3.33: Test 1B Static Round Robin Link Throughput Comparison
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Again to demonstrate what happens when condition (1) of Section 3.5.1.2 above is not met

Test 1B was repeated and the raw PHY data rate of the first 11ac link was increased by doubling

to 128 Mbps, 256 Mbps, 1024 Mbps, and 2048 Mbps. Similar to Test 1A the results for the current

test in Figure 3.34 show that the overall aggregate bond throughput is always limited by the

throughput of the slower 65 Mbps device regardless of the capacity of the faster link. Even

the throughput contribution of the high speed 2048 Mbps interface was reduced to that of the

slower 65 Mbps link as a consequence of the throughput slow-down effect and in-order delivery

requirement.

The 65Mbps-65Mbps bond results are as discussed above but for the other device pairings

the simulation output displayed a different behaviour. Take for example the 65Mbps-128Mbps

pairing where the bond throughput output is different at applied loads of {n1 <= 22, n2 = 1}

compared to {n1 > 22, n2 = 1}. At {n1 = 1, n2 = 1} the bond throughput was 57.46 Mbps and the

speed of the bond was limited by the throughput of the slower second 11ac link. Then as the load

on the 128 Mbps link increased its achievable throughput was reduced until eventually becoming

lower than the 65 Mbps link throughput at {n1 > 22, n2 = 1} such that the overall bond speed

was instead then limited by the throughput of the first 11ac link. A similar behaviour is seen

for the 65Mbps-256Mbps, 65Mbps-512Mbps, 65Mbps-1024Mbps, and 65Mbps-2048 Mbps device

pairings for which the same event occurs at applied loads of {n1 = 52, n2 = 1}, {n1 = 74, n2 = 1},

{n1 = 88, n2 = 1} and {n1 = 93, n2 = 1} respectively.
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Figure 3.34: Test 1B Static Round Robin Throughput (Heterogeneous Link Data Rates)
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The same behaviour was reflected in the link bandwidth utilisation results shown in Fig-

ure 3.30 below. Note how the utilisation of the 65Mbps-128Mbps bond increased non-linearly over

{n1 <= 22, n2 = 1} until it reached a maximum of 100% at n = 22 while for {n1 > 22, n2 = 1} it was

gradually reduced. The same event is seen for the 65Mbps-256Mbps, 65Mbps-512Mbps, 65Mbps-

1024Mbps, and 65Mbps-2048 Mbps device pairings at applied bond loads of {n1 = 52, n2 = 1},

{n1 = 74, n2 = 1}, {n1 = 88, n2 = 1} and {n1 = 93, n2 = 1} respectively.
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Figure 3.35: Test 1B Static Round Robin Bandwidth Utilisation (Heterogeneous Link Data Rates)

165



CHAPTER 3. EVALUATING STATIC 802.11 INTERFACE BONDING PERFORMANCE

3.5.1.5 RR Test 1C: Results

The bond throughput results for the static round robin configuration and unbalanced load scenario

in Test 1C are given in Figure 3.36 below. The overall mean achieved bond throughput for all

applied load combinations considered was 1.2422 Mbps. An exponentially decreasing curve was

seen for both metrics as the applied load was raised with an apparently smaller difference

compared to the previous test. At the first load of {n1 = 1, n2 = 50} the achieved bond throughput

of 18.07 Mbps was already 46.7% lower than the theoretical maximum bond throughput of 29.08

Mbps. As the load increased to {n1 = 2, n2 = 50} the achieved throughput reduced to 9.213 Mbps

and the maximum bond throughput to 14.47 Mbps. Close inspection of the graph below shows

that as the load was further increased the difference between the two metrics gradually reduced

until eventually at a load of {n1 = 50, n2 = 50} the round robin throughput and the maximum

bond throughput were both approximately equal at 0.7037 Mbps. Then as the applied load was

raised in excess of {n1 = 50, n2 = 50} the two outputs began to diverge until finally at the heaviest

considered load of {n1 = 100, n2 = 50} the bond throughput was reduced to 0.4161 Mbps and the

maximum bond throughput to 0.4918 Mbps such that the achieved bond throughput was 16.67%

lower than the theoretical maximum.

0 20 40 60 80 100

Number of Stations

0

5

10

15

20

25

30

B
on

d 
T

hr
ou

gh
pu

t (
M

bp
s)

MAX Bond
RR Bond

Figure 3.36: Test 1C: Static Round Robin Bond Throughput
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The link throughput difference results for static round robin in Test 1C are shown in Fig-

ure 3.37 below. The overall mean link throughput difference for all applied load combinations

considered was 1.0223 Mbps. During the test a non-linear decreasing output was observed as the

applied bond load was raised. At {n1 = 1, n2 = 50} the throughput difference was measured at a

maximum value of 28.39 Mbps and then as the applied load was increased the link throughput

difference gradually reduced exponentially to a minimum value of 0.21 Mbps at the heaviest

considered load of {n1 = 100, n2 = 50}.
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Figure 3.37: Test 1C: Static Round Robin Link Throughput Difference
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The link bandwidth utilisation results for the static round robin bond configuration in Test

1C are shown in Figure 3.38 below. The overall mean utilisation for all applied loads considered

was 91.942%. Furthermore there was a clear difference in behaviour compared to the previous

test. At {n1 = 1, n2 = 50} the utilisation was measured at a minimum of 62% and as the applied

load increased the output rose non-linearly to a maximum of 99.74% at exactly {n1 = 50, n2 = 50}.

Then as the applied load was further increased the achieved utilisation reduced gradually to a

final value of 84.36% at the heaviest considered load of {n1 = 100, n2 = 50}.
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Figure 3.38: Test 1C: Static Round Robin Link Bandwidth Utilisation
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The static round robin delay results for the homogeneous 11ac-11ac bond in Test 1C are

presented in Figure 3.39 below. The overall bond delay is plotted as the dotted black line and

the individual Link 1 and Link 2 delays as the dashed red and blue lines respectively. The

overall mean bond delay for all applied load combinations considered was 62596.3 µs. For applied

loads where {n1 < 50, n2 = 50} the bond delay followed the Link 2 delay and remained constant

at approximately 45420 µs. However for {n1 > 50, n2 = 50} the bond delay followed Link 1 and

increased non-linearly from 45740 µs to a maximum value of 117000 µs at the heaviest considered

load of {n1 = 100, n2 = 50}.
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Figure 3.39: Test 1C: Static Round Robin Bond Delay
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The link delay difference results for the static round robin bond configuration in Test 1C

are presented in Figure 3.40 below. The overall mean link delay difference for all applied loads

used in the test was 22646.8 µs. At the initial load of {n1 = 1, n2 = 50} the delay difference was

approximately 45540 µs. Then as the load was increased the output reduced non-linearly to

a minimum value of 326 µs at exactly {n1 = 50, n2 = 50}. Then as the load was further raised

towards {n1 = 100, n2 = 50} the link delay difference increased non-linearly to a maximum of

71560 µs.
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Figure 3.40: Test 1C: Static Round Robin Link Delay Difference
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3.5.1.6 RR Test 1C: Discussion

The main finding from Test 1C was that the achieved mean round robin bond throughput of

1.2422 Mbps was less than 1% of the theoretical maximum bond throughput.

The throughput was the second highest of the unbalanced load scenarios for the homogeneous

11ac-11ac bond, which was expected due to the moderate static load of n = 50 on the second

11ac link. The overall mean bond throughput efficiency was 99.19% and the highest of all three

unbalanced load scenarios and just 0.8% lower than the static round robin performance in the

benchmark case in Test 1A.

The observed behaviour differs to Test 1B where the difference in applied load was always

increasing. In this test we see the load on the first 11ac link of the bond increasing until eventually

becoming equal to and then surpassing the static load of n = 50 on the second 11ac link. Therefore

we see three different types of behaviour in the test:

1. Increasing Bandwidth Utilisation: For {n1 < 50, n2 = 50} the applied load on the first 11ac

link was increased towards that of the second thereby reducing the performance disparity

and increasing the efficiency but not increasing the overall achieved bond throughput as

the speed of the bond was still limited by the second 11ac link with the static load of n = 50.

2. Maximum Bandwidth Utilisation: At an applied load of {n1 = 50, n2 = 50} the achieved

throughputs and delays of each bond link were approximately equal. For the homogeneous

11ac-11ac bond this creates the optimal conditions for maximising the aggregated bond

throughput and results in minimal or no throughput wastage due to the slow-down effect

similar to the results seen throughout in the benchmark case in Test 1A.

3. Decreasing Bandwidth Utilisation: For {n1 < 50, n2 = 50} the applied load on the first 11ac

link was increased beyond that of the second link and therefore the overall bond speed

became limited by the first link with the variable load. The bond throughput therefore

reduced with the individual Link 1 throughput as the applied load increased and the link

utilisation also decreased as the performance disparity became larger.

Note that on first examination of Figure 3.36 both the achieved bond throughput and the

maximum theoretical bond throughput appear to display a similar straightforward exponentially

decreasing curve to Test 1B. However a closer inspection reveals that for {n1 < 50, n2 = 50} the

difference between the two metrics was gradually reducing as the applied load was increased. The

same general behaviour is reflected in all measured performance metrics for the test. The link

bandwidth utilisation in Figure 3.38 reaches a maximum of 100% at {n1 = 50, n2 = 50} and then

decreases non-linearly for {n1 > 50, n2 = 50} as the impact of the slow-down effect lessens. The

behaviour was also reflected in the bond delay plot in Figure 3.39 where for {n1 >= 50, n2 = 50}

the bond delay was constant and following the Link 2 delay with the static load while for

{n1 > 50, n2 = 50} it followed the variable delay of Link 1. Note that because both 11ac links
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have identical throughput and delay responses the load at which the individual link throughput

performance becomes equal was easily identified as n = 50.

Another key finding from Test 1C is illustrated in Figure 3.49 below. Notably for applied

loads where {n1 <= 14, n2 = 50} the achieved static round robin bond throughput was lower than

that of the single fastest available link, which was in this case 11ac Link 1 with the variable

applied load. This scenario therefore renders the use of bonding counter productive to the goal of

increasing the overall throughput.
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Figure 3.41: Test 1C Static Round Robin Link Throughput Comparison
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Figure 3.42 below shows how the achieved bond throughput was impacted by a change in the

data rate of the first 11ac link with the variable load. Again as per the previous test the results

show that for all data rate pairings considered that the overall compound throughput of the bond

is always limited by the speed of the slower 65 Mbps bond link.
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Figure 3.42: Test 1C Static Round Robin Throughput (Heterogeneous Data Rates)
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The same behaviour was also reflected in the bandwidth utilisation results in Figure 3.43.

The utilisation of the 65Mbps-65Mbps bond reached a maximum of 100% at {n1 = 50, n2 = 50},

while for the remaining 65Mbps-128Mbps, 65Mbps-512Mbps, 65Mbps-1024Mbps, and 65Mbps-

2048Mbps device pairings the utilisation increased with the applied load but never reached the

maximum value.
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Figure 3.43: Test 1C Static Round Robin Bandwidth Utilisation (Heterogeneous Data Rates)

174



3.5. PRESENTATION OF RESULTS

3.5.1.7 RR Test 1D: Results

The bond throughput results for the static round robin configuration in Test 1D are given in

Figure 3.44 below. The overall mean achieved bond throughput for all applied load combinations

considered was 0.85805 Mbps. As with the previous tests a similar exponentially decreasing curve

was seen for both the achieved bond throughput and the maximum theoretical bond throughput.

At the lightest load of {n1 = 1, n2 = 100} the theoretical maximum throughput was 28.87 Mbps

while the actual bond throughput was 51.33% lower at 14.05 Mbps. Then as the applied load was

increased both metrics decreased exponentially while the difference between them became smaller

until finally at the heaviest considered load of {n1 = 100, n2 = 100} the achieved throughput of

0.278 Mbps was exactly equal to the maximum theoretical bond throughput.
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Figure 3.44: Test 1D Static Round Robin Bond Throughput
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The link throughput difference results for static round robin in Test 1D are shown in Fig-

ure 3.45 below. The overall mean link throughput difference for all applied loads considered was

1.1 Mbps. An exponentially decreasing curve was observed as the applied bond load was increased.

At the lightest load of {n1 = 1, n2 = 100} the difference between the achievable throughputs of

each bonded link was measured at a maximum value of 28.59 Mbps. As the applied load was

raised towards the heaviest prescribed level of {n1 = 100, n2 = 100} the link throughput difference

reduced gradually to a minimum value of 0.02392 kbps.
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Figure 3.45: Test 2D Static Round Robin Link Throughput Difference
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The link bandwidth utilisation results for static round robin in Test 1D are shown in Fig-

ure 3.46 below. The overall mean utilisation for all applied load used was 81.615%. A non-linear

increasing curve was seen as the applied bond load increased. At {n1 = 1, n2 = 100} the utilisation

was measured at a minimum value of 48.51%. Then the load was gradually increased towards

{n1 = 100, n2 = 100} the achieved link utilisation increased non-linearly to a maximum value of

99.97%.
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Figure 3.46: Test 1D Static Round Robin Link Bandwidth Utilisation
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The bond delay results for the static round robin configuration in Test 1D are shown in

Figure 3.47. The bond delay is plotted as the dotted black line and the individual Link 1 and Link

2 delays as the solid blue and red lines respectively. Notably for the entire range of applied loads

considered from {n1 = 1, n2 = 100} to {n1 = 100, n2 = 100} the bond delay followed the statically

loaded Link 2 delay which remained constant at 116700 µs.
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Figure 3.47: Test 1D Static Round Robin Bond Delay

178



3.5. PRESENTATION OF RESULTS

The delay difference results for static round robin in Test 1D are shown in Figure 3.48 below.

The overall mean link delay difference for all applied loads considered was 66917.11 µs. At

{n1 = 1, n2 = 100} the delay difference was measured at a maximum value of 116700 µs. Then as

the applied load was increased towards {n1 = 100, n2 = 100} the resulting link delay difference

decreased non-linearly to a minimum of 222.9 µs.
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Figure 3.48: Test 1D Static Round Robin Link Delay Difference
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3.5.1.8 RR Test 1D: Discussion

The main result from Test 1D was that the static round robin mean bond throughput of 0.85805

Mbps was 18% lower than the theoretical maximum bond throughput due to the severe through-

put slow-down effect observed. Furthermore the achieved bond throughput was the lowest of all

four tests due to the high static load of n = 100 applied to the second 11ac link. The achieved link

utilisation was the lowest of the three unbalanced tests at 81.165%.

In Test 1D again conditions (1) and (2) of Section 3.5.1.2 above were met but requirement (3)

was unsatisfied. In the tests as the load on the first link was increased its achievable throughput

was gradually reduced towards that of the second link which decreased the performance disparity

between them and lessened the impact of the bond throughput slow-down effect. This was

reflected in the link bandwidth utilisation in Figure 3.46 which displayed a non-linear increasing

curve reaching a maximum value of 100% at {n1 = 100, n2 = 100}. Here the individual link

throughput performance of both links was identical due to the balanced load as seen in the link

throughput difference in Figure 3.45. This created the ideal conditions for maximising the bond

throughput as seen throughout the balanced benchmark scenario in Test 1A. The same general

behaviour was seen in the delay plot for Test 1D in Figure 3.47 which showed that the overall

bond delay was constant at 116700 µs and followed the Link 1 delay throughout.

The other key finding from Test 1D is illustrated in Figure 3.49. For applied loads where

{n1 <= 37, n2 = 50} the static round robin throughput was actually substantially lower than the

single fastest available link, which was in this case 11ac Link 1 with the variable applied load.

Again this therefore renders the use of bonding counter productive to increasing the overall

throughput.
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Figure 3.49: Test 1D Static Round Robin Link Throughput Comparison
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Figure 3.50 below shows how the bond throughput was impacted by a change in the raw PHY

data rate of the variably loaded first 11ac link. As per the previous tests for all data rate pairings

and all applied loads considered from {n1 = 1, n2 = 100} to {n1 = 100, n2 = 100} the aggregate

bond throughput was always constrained by the individual throughput of the static and highly

loaded second 11ac link.
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Figure 3.50: Test 1D Static Round Robin Bond Throughput (Heterogeneous Data Rates)
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The behaviour was also reflected in the link throughput difference shown in Figure 3.51 below.

In general a decreasing throughput difference was observed as the applied load on the first bond

link was increased. However only for the 65Mbps-65Mbps device pairing was the throughput

difference reduced to zero which occurred precisely at {n1 = 100, n2 = 100}.
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Figure 3.51: Test 1D Static Round Robin Throughput Difference (Heterogeneous Data Rates)
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The link bandwidth utilisation results in Figure 3.52 below also show the impact of above

change in the Link 1 PHY data rate. For all data rate pairings the utilisation increased with the

applied load but never reached 100% with the exception of the 65Mbps-65Mbps device pairing for

which this occurred exactly at {n1 = 100, n2 = 100}.
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Figure 3.52: Test 1D Static Round Robin Bandwidth Utilisation (Heterogeneous Data Rates)
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3.5.2 Homogeneous 11ac-11ac Bond

Next we present the results for the heterogeneous 11ac-11ah bond in Tests 2A-2D.

3.5.2.1 RR Test 2A: Results

The bond throughput results for the static round robin configuration and balanced applied load in

Test 2A are shown in Figure 3.53. The round robin bond throughput is plotted as the red line and

the maximum theoretical 11ac-11ah bond throughput as the solid black line. The overall mean

bond throughput for all applied load combinations used in the test was 1.299 Mbps and the mean

theoretical maximum bond throughput was 1.8897 Mbps. A non-linear decreasing output was

seen for both metrics as the applied load was raised and the achieved round robin throughput

was less than the theoretical maximum bond throughput throughout. At {n11ac = n11ah = 1} the

achieved throughput was 26.32 Mbps and the theoretical maximum bond throughput was 41.89

Mbps. As the load incremented to {n11ac = n11ah = 2} the bond throughput reduced to 14.04 Mbps

and the maximum bond throughput to 21.14 Mbps. The exponential decrease continued with

the round robin bond throughput reducing to a minimum of 0.1651 Mbps as the applied load

was gradually raised towards the heaviest considered level of {n11ac = n11ah = 100} while the

maximum theoretical bond throughput reduced to 0.2216 Mbps.
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Figure 3.53: Test 2A Static Round Robin Bond Throughput
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The link throughput difference results for static round robin in Test 2A are shown in Fig-

ure 3.54. The mean link delay difference for all applied loads used was 0.59016 Mbps. An

exponentially decreasing curve was seen as the load was increased on both links simultaneously.

At {n11ac = n11ah = 1} the throughput difference was measured at a maximum of 15.55 Mbps

and when the applied load increased towards {n11ac = n11ah = 100} it reduced non-linearly to a

minimum of 0.05651 Mbps.
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Figure 3.54: Test 2A Static Round Robin Link Throughput Difference
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The link bandwidth utilisation results for static round robin in Test 2A are shown in Fig-

ure 3.55. The overall mean utilisation for all applied load considered was 72.981%. A non-linear

increasing curve was seen in the simulation output as the applied bond load was raised. At the

initial load of {n11ac = n11ah = 1} the achieved utilisation was measured at a minimum of 62.85%

but as the load was increased towards {n11ac = n11ah = 100} the utilisation increased gradually to

a maximum test value of 74.5%.
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Figure 3.55: Test 2A Static Round Robin Link Bandwidth Utilisation
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The bond delay results for the static round robin configuration in Test 2A is presented in

Figure 3.56 below. The overall bond delay is plotted as the dotted black line and the individual

11ac and 11ah link delays as the solid blue and dashed red lines respectively. The mean bond

delay for all applied load combinations considered was 85313.46 µs. A non-linear increasing

curve was observed in the simulation output as the applied bond load was increased. Notably

for all applied loads considered the bond delay followed the 11ah link delay which increased

non-linearly from a minimum of 0.0136 µs at the initial load of {n11ac = n11ah = 1} to a maximum

value of 196500 µs at {n11ac = n11ah = 100}.
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Figure 3.56: Test 2A Static Round Robin Bond Delay
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The link delay difference results for the static round robin configuration in Test 2A are given

in Figure 3.57 below. The overall mean delay difference between the 11ac and 11ah links for all

applied load combinations used was 35112.9 µs. A non-linear increasing curve was seen in the

simulation output as the applied bond load was increased. At the initial load of {n11ac = n11ah = 1}

the delay difference between each bonded link was measured at a minimum of 0.00122 µs. Then

as the applied load was raised towards {n11ac = n11ah = 100} the delay difference increased

gradually to a maximum overall test value of 79630 µs.
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Figure 3.57: Test 2A Static Round Robin Link Delay Difference
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3.5.2.2 RR Test 2A: Discussion

The main result from Test 2A was that the although a balanced load was applied this did not

lead to an optimal throughput performance as was the case for the homogeneous 11ac-11ac bond

in Test 1A. The overall mean link utilisation for the heterogeneous 11ac-11ah bond in Test 2A

was 72.98% with a mean bond throughput of 1.299 Mbps.

The main factor contributing to the poor throughput performance seen in the results was that

the heterogeneous 11ac and 11ah device types have an entirely different set of DCF parameter

values, i.e. although conditions (1) and (3) of Section 3.5.1.2 above were satisfied in Test 2A

requirement (3) was not. In spite of both 802.11 types using the saw raw PHY data rate of 65

Mbps the larger slot size and inter-frame spacing used in 11ah creates an uneven delay response

between the two bond links as the applied load is raised on both devices simultaneously. The

knock-on reduction in the 11ah link throughput leads to the bond becoming unbalanced and

susceptible to the inherent slow-down effect which causes a reduction in the achieved bond

throughput and link bandwidth utilisation.

The unbalance is seen in the delay difference in Figure 3.57 which became larger as the

applied bond load was raised. Furthermore the bond delay in Figure 3.56 followed the delay of the

slower 11ah link throughout the test. The difference in achieved throughput is seen in Figure 3.54

where initially at {n11ac = n11ah = 1} the 11ah throughput was almost 16 Mbps slower compared

to 11ac link due to the difference in DCF parameters and achieved access delay.

This in turn impacted the achieved bond throughput as the performance disparity resulted in

a severe slow-down effect as the faster 11ac link was forced to wait for the slower 11ah link to

finish sending its data before the bonded transmission could be considered complete. This can be

seen in Figure 3.53 where there is a visible difference between the achieved bond throughput and

the theoretical maximum bond throughput. As the applied load was increased the achievable

throughput of both links reduced but the 11ac throughput reduced at a faster rate therefore

making the performance of the two links more similar and minorly increasing the achieved link

bandwidth utilisation.
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The other key finding from Test 2D is that for applied loads where {n11ac = n11ah = 1} the

achieved static round robin bond throughput was substantially lower than the single fastest

available link, in this case the 11ac Link 1 with the variable applied load, therefore rendering

the use of bonding counter productive to the main goal of increasing the overall throughput. This

can be seen from the graph below in Figure 3.58.
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Figure 3.58: Test 2A Static Round Robin Link Throughput Comparison
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To demonstrate what happens when condition (1) in Section 3.5.1.2 above is not satisfied

Figure 3.59 below shows how the bond throughput is impacted by an increase in the raw PHY

data rate of the 11ac slave link. Notably as per the results in Test 1A for all data rate pairings

evaluated the overall bond throughput was always limited by the throughput of the slower

65Mbps 11ah device. Again this was true regardless of the capacity of the higher speed 11ac link.
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Figure 3.59: Test 2A Static Round Robin Throughput (Heterogeneous Data Rates)
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Similarly Figure 3.60 below which shows how the link bandwidth utilisation was influenced

by an increase in the PHY data rate of the 11ac link. As seen below each data rate pairing

produced a non-linear increasing utilisation output as the applied load was raised on both links

simultaneously. In general the higher the throughput of the first 11ac link the lower the overall

bond throughput efficiency. As expected the dual 65 Mbps pairing achieved the highest overall

efficiency while the worse performance was seen for the 2048Mbps-65Mbps bond.
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Figure 3.60: Test 2A Static Round Robin Bandwidth Utilisation (Heterogeneous Data Rates)
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3.5.2.3 RR Test 2B: Results

The bond throughput results for the static round robin configuration in Test 2B are presented

in Figure 3.61 below. The achieved round robin throughput is plotted as the solid red line and

the maximum theoretical bond throughput as the solid black line. In the simulation output a

non-linear decreasing curve was seen for both metrics and the achieved bond throughput was

lower throughout compared to the theoretical maximum. The overall mean bond throughput

for all applied loads used was 13.8537 Mbps and the maximum theoretical mean was 14.402

Mbps. At {nac = 1,nah = 1} the achieved bond throughput was 26.34 Mbps but as the load was

increased towards {nac = 100,nah = 1} the output decreased non-linearly to a minimum of 0.163

Mbps. Similarly the maximum theoretical bond throughput decreased from a maximum of 41.89

Mbps at {nac = 1,nah = 1} to a minimum of 0.2221 Mbps at the heaviest considered load of

{nac = 100,nah = 1}.
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Figure 3.61: Test 2B Static Round Robin Bond Throughput
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The mean link throughput difference for the heterogeneous 11ac-11ah bond in Test 2B

was 12.2602 Mbps. The simulation results are plotted in Figure 3.62 below with a non-linear

increasing curve seen as the applied bond load was raised. At {nac = 1,nah = 1} the link throughput

difference was measured at a maximum of value 15.6 Mbps. Then the applied load was raised

towards the heaviest considered level of {nac = 100,nah = 1} the link throughput difference

gradually reduced to a test minimum of 0.05683 Mbps.
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Figure 3.62: Test 2B Static Round Robin Link Throughput Difference
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The link bandwidth utilisation results for the static round robin bond in Test 2B are given in

Figure 3.63 below. As seen from the graph a non-linear increasing curve was observed throughout

as the applied bond load was raised. At {nac = 1,nah = 1} the achieved utilisation was measured

at a minimum value of 62.88%. Then as the applied load was raised towards {nac = 100,nah = 1}

the efficiency increased gradually to a maximum of 99.94%. The overall mean link utilisation for

all applied loads considered was 97.363%.
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Figure 3.63: Test 2B Static Round Robin Link Bandwidth Utilisation
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The delay results for the static round robin configuration for the homogeneous 11ac-11ah

bond in Test 2B are provided in Figure 3.64. The bond delay is plotted as the dotted black line

and the individual 11ac and 11ah link delays as the dashed red and dotted blue respectively. The

overall mean bond delay for all applied load combinations considered was 50197.7 µs. As seen

below for all applied loads from {nac = 1, nah = 1} to {nac = 100, nah = 1} the bond delay followed

the variable access delay of the 11ah link and increased non-linearly from 0.00736 µs to 196300

µs.

0 20 40 60 80 100

Number of Stations

0

2

4

6

8

10

12

D
el

ay
 (

us
)

10 4

RR Bond
11ac Link 1
11ah Link 2

Figure 3.64: Test 2B Static Round Robin Bond Delay
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The link delay difference results for Test 2B are shown in Figure 3.65 below with a non-

linear increasing curve seen across the range of simulation output. The overall mean link

delay difference for all applied load combinations used was 50197.7 µs. At the lightest load of

{nac = 1, nah = 1} the delay difference was measured at a test minimum of 0.00434 µs and as

the applied load was raised towards {nac = 100, nah = 1} the output increased gradually to a

maximum value of 79810 µs.
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Figure 3.65: Test 2B Static Round Robin Link Delay Difference
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3.5.2.4 RR Test 2B: Discussion

The main result from Test 2B was that under the static round robin configured the achieved

mean throughput for the heterogeneous 11ac-11ah bond was 3.64% lower than the theoretical

maximum due to the impact of the slow-down effect for the unbalanced applied load scenario

considered.

Test 2B demonstrates the impact of the throughput slow-down effect for static round robin

when there is a difference in applied load on each link of a heterogeneous 11ac-11ah bond. The

test used the first unbalanced scenarios to stress the 11ac-11ah bond throughput performance

by lightly loading the 11ah link with a single node and varying the 11ac load from n = 1 to

n = 100. The 11ac-11ah bond throughput in Figure 3.61 above shows the same general non-

linear decreasing behaviour as the dual 11ac bond in Test 1B. However due to condition (2) in

Section 3.5.1.2 above not being met for the test at an applied load of {n11ac = 1, n11ah = 1} there

was already a substantial performance disparity between the 11ac and 11ah links creating a

noticeable slow-down effect. It is difficult to determine the general behaviour by inspection of

the bond throughput alone due to the increased resource sharing in the 11ac DCF channel so

examining the link bandwidth utilisation results in Figure 3.63 above provides better insight. As

seen from the graph the bandwidth utilisation increased as the 11ac link load was raised due to

the decrease in the achievable throughput of the link which reduced the performance disparity

between the two links.

Another key finding from Test 2B is that for applied loads where {n11ac = 1, n11ah = 1} the

achieved static round robin bond throughput was substantially lower than the single fastest

available link, in this case the 11ac Link 1 with the variable load, therefore rendering the use of

bonding counter productive to increasing the overall throughput as seen in Figure 3.58 below.
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Figure 3.66: Test 2B Static Round Robin Link Throughput Comparison
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To demonstrate what happens when condition (1) in Section 3.5.1.2 above is not met Fig-

ure 3.67 below illustrates how the bond throughput was influenced by a change in the 11ac PHY

data rate. Again for all device pairings evaluated the bond throughput was limited by that of the

slower 65 Mbps 11ah device regardless of the capacity of the faster link.
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Figure 3.67: Test 2B Static Round Robin Bond Throughput (Heterogeneous Data Rates)
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Figure 3.68 shows how the link bandwidth utilisation was impacted by a similar PHY data

rate increase. Again all device pairings followed the same exponentially increasing output curve

and as expected the higher the PHY rate of the variably loaded 11ac link the lower the resulting

bandwidth utilisation.
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Figure 3.68: Test 2B Static Round Robin Bandwidth Utilisation (Heterogeneous Data Rates)
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3.5.2.5 RR Test 2C: Results

The bond throughput results for the static round robin bond and unbalanced applied load scenario

in Test 2C are presented in Figure 3.69 below. The overall mean bond throughput for all applied

load combinations used was 0.7406 Mbps. An exponential decreasing curve was seen for both

the achieved bond throughput and the maximum theoretical bond throughput. Furthermore

there was an apparently larger difference between the two metrics compared to previous tests.

At {nac = 1, nah = 50} there was a significant difference between the achieved bond throughput

and the theoretical maximum throughput which were measured at 10.46 Mbps and 28.93 Mbps

respectively. As the applied load was increased towards {nac = 100, nah = 50} the achieved bond

throughput was reduced to a minimum of 0.3091 Mbps and the maximum theoretical mean bond

throughput to 0.3446 Mbps.
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Figure 3.69: Test 2C Static Round Robin Bond Throughput
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The link throughput difference results for the unbalanced load scenario in Test 2C are plotted

in Figure 3.70 below. The overall mean link throughput difference for all applied loads used was

1.0529 Mbps. At the lightest load of {nac = 1, nah = 50} the throughput difference was measured

at a maximum of 28.52 Mbps. The output then underwent a steep exponential decrease as the

load applied was raised. The throughput difference reached a minimum value of 0.001606 Mbps

at {nac = 76, nah = 50} before increasing again to 0.06761 Mbps at the heaviest considered load of

{nac = 100, nah = 50}.
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Figure 3.70: Test 2C Static Round Robin Link Throughput Difference
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The link bandwidth utilisation results for the static round robin bond in Test 2C are shown

in Figure 3.71 below. The overall mean bandwidth utilisation for all applied load combinations

used was 70.479%. A non-linear increasing output was observed as the 11ac link load was

increased from n = 1 to n = 100. At the initial load of {nac = 1, nah = 50} the utilisation was

measured at a minimum of value 36%. Then as the applied load was gradually increased towards

{nac = 100, nah = 50} the utilisation increased non-linearly to a maximum value of 89.72%.
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Figure 3.71: Test 2C Static Round Robin Link Bandwidth Utilisation
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The bond delay results for the static round robin bond configuration and unbalanced scenario

used in Test 2C are shown in Figure 3.72 below. The overall bond delay is plotted as the dotted

black link, the 11ac delay as the the solid blue line, and the 11ah link delay as the dashed red line.

The mean bond delay for all applied loads considered was 82975.3 µs. For applied loads where

{nac =< 75, nah = 50} the bond delay followed the 11ac delay and was constant at approximately

78070 µs while for {nac =>= 75, nah = 50} it followed the 11ah delay and increased non-linearly

to a maximum value of 117300 µs at the heaviest considered applied load of {nac = 100 nah = 50}.
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Figure 3.72: Test 2C Static Round Robin Bond Delay
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The link delay difference results for the static round robin bond in Test 2C are shown in

Figure 3.73 below. The overall mean link delay difference for all applied loads used was 37667.54

µs. At the initial load of {nac = 1, nah = 50} the delay difference was measured at a maximum

test value of 78070 µs. Then as the applied load was increased the simulation output decreased

non-linearly to a minimum of 272 µs at {nac = 75, nah = 50}. As the load was raised further still

towards {nac = 100, nah = 50} the link throughput difference increased non-linearly to a final

value of 39260 µs.
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Figure 3.73: Test 2C Static Round Robin Link Delay Difference
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3.5.2.6 RR Test 2C: Discussion

The main observation from Test 2C was that the achieved static round robin throughput for the

heterogeneous 11ac-11ah bond was 29.5% lower than the theoretical maximum due to the impact

of the throughput slow-down effect. The overall mean bond throughput for static round robin was

0.74 Mbps with a mean link bandwidth utilisation of 74.19%.

Test 2C was the second unbalanced load scenario designed to stress the heterogeneous 11ac-

11ah bond throughput performance using a moderate static 11ah link load of n = 50. As seen

in Figure 3.69 and now expected from the previous tests a non-linear decreasing output was

observed for the achieved bond throughput as the applied load was increased. Throughout the

test there was a significant difference between the achieved bond throughput and the maximum

theoretical throughput caused by the disparity in the achieved performance of each bond link - at

the lightest considered load the achieved bond throughput was approximately 10.5 Mbps while

the maximum theoretical throughput was 28.9 Mbps.

From visual inspection of the throughput graph it appears that the difference between

the achieved bond throughput and theoretical maximum became smaller as the bond load

increased, however it is difficult to determine due to the effect of increased resource sharing as

the number of nodes was increased. Therefore for we look to the link throughput difference and

bandwidth utilisation results to properly quantify the impact of the slow-down effect. As seen from

Figure 3.70 above as the load on the 11ac link was increased it reduced the performance disparity

but did not remove it altogether. Likewise in Figure 3.71 an increasing link bandwidth utilisation

was observed which never quite reached the maximum of 100% and instead stopped at 90% at

the heaviest considered test load of {n11ac = 100, n11ah = 50}. The achieved throughput of the

11ac link eventually exceeds that of the 11ah link at an applied load of {n11ac = 74, n11ah = 50}.

The change is reflected in 3.72 where for applied loads between {n11ac = 1, n11ah = 50} and

{n11ac = 74, n11ah = 50} the bond delay followed the 11ah link delay and remained constant at

approximately 78070 µs, while for {n11ac >= 75, n11ah = 50} the bond delay followed the 11ac

link delay and increased non-linearly. It is also reflected Figure 3.73 where initially the delay

difference decreased non-linearly until reaching a minimum of 0 µs at {n11ac = 74, n11ah = 74}

and then increasing non-linearly for the remainder of the graph.
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Another significant finding from Test 2C was that for applied bond loads where {n11ac =
1, n11ah = 1} the achieved bond throughput of the static round robin configuration was substan-

tially lower than the single fastest available link, which was in this case the 11ac Link 1 with the

variably applied load. In this scenario therefore the use of bonding is counter productive to the

general aim of increasing the overall throughput which can be seen from Figure 3.74 below.
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Figure 3.74: Test 2C Static Round Robin Link Throughput Comparison
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Figure 3.75 below shows how the compound bond throughput was impacted by an increase

in the raw PHY data rate of the 11ac link. Again for all data rate pairings the overall bond

throughput was limited by the throughput of the slower 65Mbps 11ah device regardless of the

capacity of the higher speed 11ac link.
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Figure 3.75: Test 2C Static Round Robin Throughput (Heterogeneous Data Rates)
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Figure 3.76 shows how the link bandwidth utilisation was influenced by a similar increase

in the raw PHY data rate of the 11ac link. Again as per all previous tests all device pairings

following a similar exponentially increasing output and as seen from the graph the higher the

data rate of the 11ac link the lower the achieved bandwidth utilisation.

0 20 40 60 80 100

Number of Stations

10

20

30

40

50

60

70

80

90

B
an

dw
id

th
 U

til
is

at
io

n 
(%

)

65 Mbps
128 Mbps
256 Mbps
512 Mbps
1024 Mbps
2048 Mbps

Figure 3.76: Test 2C Static Round Robin Bandwidth Utilisation (Heterogeneous Data Rates)
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3.5.2.7 RR Test 2D: Results

The bond throughput from the static round robin evaluation in Test 2D is plotted in Figure 3.77

as the red line alongside the theoretical maximum bond throughput as the solid black line. The

overall mean bond throughout for all applied load combinations considered was 0.5135 Mbps.

A familiar exponentially decreasing curve was seen for both throughput metrics as the applied

bond load was raised. At {nac = 1, nah = 100} the maximum bond throughput was 28.82 Mbps

while the achieved bond throughput was measured at 8.33 Mbps. Then as the load was gradually

increased towards {nac = 100, nah = 100} the achieved bond throughput was reduced non-linearly

to 0.165 Mbps and the maximum theoretical bond throughput to 0.221 Mbps.
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Figure 3.77: Test 2D Static Round Robin Bond Throughput
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The link throughput difference results for the static round robin bond in Test 2D are given

below in Figure 3.78. The overall mean link throughput difference for all applied load combina-

tions used was 1.1571 Mbps. In the simulation output an exponentially decreasing curve was

seen as the applied bond load was increased. At the lightest test load of {nac = 1, nah = 100} the

throughput difference was measured at a maximum value of 28.65 Mbps. Then as the applied load

was gradually increased towards {nac = 100, nah = 100} the throughput difference was reduced to

a minimum value of 0.05593 Mbps.
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Figure 3.78: Test 2D Static Round Robin Link Throughput Difference Results
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The link bandwidth utilisation results for the static round robin configuration in Test 2D are

presented in Figure 3.79 below. The overall mean link utilisation for all applied load considered

was 74.197%. Again a non-linear increasing curve was seen in the simulation output as the

applied bond load increased. At the lightest test load of {nac = 1, nah = 100} the utilisation

was measured at a minimum value of 29.8%. Then as the applied load was raised towards

{nac = 100, nah = 100} the achieved utilisation increased non-linearly to a maximum value of

74.6%.
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Figure 3.79: Test 2D Static Round Robin Link Bandwidth Utilisation
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The bond delay results for the static round robin configuration in Test 2D are presented in

Figure 3.80 below. The overall bond delay is plotted as the dotted black line, the 11ac link delay as

the solid blue line, and the 11ah link delay as the dashed red line. For the entire range of applied

loads considered from {nac = 1, nah = 100} to {nac = 100, nah = 100} the bond delay remained

constant at 190200 µs following that of the slower 11ah device.
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Figure 3.80: Test 2D Static Round Robin Bond Delay
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The delay difference results for the static round robin and unbalanced load scenario in Test

2D are shown in Figure 3.81. The overall mean delay difference for all applied loads considered

was 145166.49 µs. As seen below a non-linear decreasing curve was seen in the simulation

output as the applied bond load was increased. At {nac = 1, nah = 100} the delay difference was

measured at a maximum of 190200 µs and as the applied load was gradually increased towards

{nac = 100, nah = 100} the delay difference decreased non-linearly to a minimum value of 78450

µs.
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Figure 3.81: Test 2D Static Round Robin Link Delay Difference
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3.5.2.8 RR Test 2D: Discussion

The main finding from Test 2D was that mean bond throughput achieved by static round robin

was 25.8% lower than the theoretical maximum mean throughput due to the severe impact of the

slow-down effect. The mean bond throughput for the test was 0.513 Mbps which was the lowest

for the heterogeneous 11ac-11ah bond overall in Tests 2A-2D.

The applied loads in Test 2D were chosen to stress the bond throughput performance using

a heavy 11ah load of n = 100 competing nodes. At the lightest load of {n11ac = 1, n11ah = 100}

the achieved bond throughput was just over 8 Mbps while the maximum throughput was much

higher at 29 Mbps. As the load on the 11ac link was raised its achievable throughput reduced

due to increased resource sharing on the DCF channel and the response of the CSMA/CA back-

off algorithm. As seen in Figure 3.78 this reduced the throughput disparity and as a result

the impact of the bond slow-down effect was gradually reduced as seen in Figure 3.79, where

the link bandwidth utilisation increased non-linearly as the applied load was raised towards

{n11ac = 1, n11ah = 100}.

The same behaviour was also reflected in the bond delay in Figure 3.80 which followed that of

the slower 11ah link and was constant throughout at approximately 190200 µs, as well as the

delay difference in 3.81 which decreases non-linearly as the applied load is increased.

Another important finding from the test was that for applied loads where {n11ac = 1, n11ah = 1}

the achieved throughput of the static round robin bond was lower than the single fastest available

link, which was in this case 11ac Link 1 with the variably applied load. Here the use of bonding

is again counter productive to the aim of increasing the throughput as seen from the graph in

Figure 3.82 below.

217



CHAPTER 3. EVALUATING STATIC 802.11 INTERFACE BONDING PERFORMANCE

0 20 40 60 80 100

Number of Stations

0

5

10

15

20

25

30

T
hr

ou
gh

pu
t (

M
bp

s)

11ac Link 1
11ah Link 2
RR Bond

Figure 3.82: Test 2D Static Round Robin Link Throughput Comparison
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Figure 3.83 below illustrates how the aggregate bond throughput was influenced by an

increase in the 11ac link PHY data rate. As seen throughout all tests and now anticipated, for

all data rate pairings the overall bond throughput was always limited by the throughput of the

slower 65Mbps 11ah device regardless of the capacity of the higher speed 11ac link.
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Figure 3.83: Test 2D Static Round Robin Bond Throughput (Heterogeneous Data Rates)
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Similarly graph in Figure 3.84 shows how the link bandwidth utilisation was influenced

by the same increase in the PHY data rate of the variably loaded first 11ac link. Again as per

the previous tests all device pairings followed the same exponentially increasing output and

in general the higher the data rate of the 11ac link the lower the resulting link bandwidth

utilisation.
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Figure 3.84: Test 2D Static Round Robin Bandwidth Utilisation (Heterogeneous Data Rates)
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3.6 Results Evaluation

This section provide a detailed evaluation and comparison of the results from the static round

robin testing presented in the previous section. The results for the homogeneous 11ac-11ac bond

are evaluated in Section 3.6.1 and the heterogeneous 11ac-11ah bond results are evaluated in

Section 3.6.2. The performance of the homogeneous and heterogeneous 802.11 bond types are

compared later in Section 3.6.3.

3.6.1 Homogeneous 11ac-11ac Bond

The throughput results for the homogeneous 11ac-11ac bond in Tests 1A-1D demonstrate the

inefficiency of the traditional static approach to link selection where there is a disparity in the

individual link performance as would be the case in most practical scenarios.

The achieved mean 11ac-11ac bond throughput for all four tests was 6.085 Mbps with a

mean link bandwidth utilisation of 84.62%. This meant that during the test over 15% of the total

available link bandwidth was wasted due to the throughput slow-down effect and the inability to

adapt dynamically to changes in link state.

Test 1A Test 1B Test 1C Test 1D
Bond T.put (Mbps) 2.4799 ±0.1038 19.7604 ±0.88 1.2422 ±0.04 0.85805 ±0.09
T.put Diff. (Mbps) 0.0018 ±5 * 10−6 2.449 ±0.07 1.0223 ±0.013 1.101 ±0.0133
B.width Util. (%) 99.902 ±0.0082 65.03 ±0.0092 91.94 ±0.0085 81.61 ±0.0089
Bond Delay (us) 50264 ±610 50266.553 ±1588 62596 ±674 117134 ±1274
Delay Diff. (us) 95.3797 ±28 50266.551 ±1533 22425 ±348 66917 ±682

Table 3.3: Summary of Static Round Robin Results for Homogeneous 11ac-11ac Bond

The mean simulation results are summarised in Table 3.3 along with the 99.9% confidence

interval. The general output behaviour in each case is summarised in Table 3.4 on the opposite

page. The results for each individual test scenario are presented in detail in the previous chapter

section.

For the current study the main performance metric of interest is the link bandwidth utilisation

which provides a measure of the overall bond efficiency and the main method of quantifying the

impact of the throughput slow-down effect which is used throughout the thesis research.

Looking at the bond throughput alone can be misleading, for example the highest throughput

performance for round robin is seen in Test 1B but this was the worse overall in terms of the

link bandwidth utilisation with a mean of just 65.03%. The best utilisation was seen in the

benchmark case in Test 1A with 99.902% but this had only the second highest mean bond

throughput of 2.4799 Mbps. Here the achieved throughputs of both links reduced exponentially

as the applied loads were increased simultaneously and so the overall mean bond throughput was

lower compared to the unbalanced scenarios in Tests 1B-1C. In the unbalanced tests the achieved

221

dilmore
Highlight

dilmore
Sticky Note
TOWARDS CORRECTION 4



CHAPTER 3. EVALUATING STATIC 802.11 INTERFACE BONDING PERFORMANCE

mean bond throughput was mostly related to the throughput of the statically loaded second 11ac

link. In Test 1B the applied load on the second 11ac link was a just single node therefore the

overall achieved mean bond throughput was relatively high at 19.76 Mbps. By contrast in Test

1D the static load on the second link was one hundred nodes achieving a mean bond throughput

of 0.85805 Mbps.

Likewise the mean bond delay in the unbalanced load scenarios in Tests 1B-1D increased

according to the size of the static load applied in each particular case. Note that link throughput

and link delay difference metrics are absolute and do not consider the relative proportional size

difference.

Test 1A Test 1B Test 1C Test 1D

Bond
Throughput

non-linear,
decreasing
throughout

non-linear,
decreasing
throughout

non-linear,
decreasing
throughout

non-linear,
decreasing
throughout

Throughput
Difference

flat output,
< 0.1 kbps
throughout

non-linear,
increasing
throughout

decreasing for
{n1 < 0}
increasing for
{n1 > 50}

non-linear,
decreasing
throughout

Throughput
Efficiency

flat output
100% or near
throughout

non-linear,
decreasing
throughout

increasing for
{n1 < 50}
decreasing for
{n1 > 50}

non-linear,
increasing
throughout

Bond
Delay

non-linear,
increasing, link 1
and 2 delay equal

non-linear,
increasing,
follows Link 1

constant for
{n1 < 50}
increasing for
{n1 > 50}

flat output
follows Link 2

Delay
Difference

mostly flat output
and < 500 µs
throughout

non-linear,
increasing
throughout

decreasing for
{n1 < 50}
increasing for
{n1 > 50}

non-linear,
decreasing
throughout

Table 3.4: Static Round Robin Output Behaviour for Homogeneous 11ac-11ac Bond

Identified by comparing the results of Tests 1B-2D against the benchmark case in Test 1A

there are three conditions (within the constraints of the implemented framework) that must

be satisfied in order to obtain a fully balanced 802.11 interface bond: (1) Homogeneous PHY

Data Rates, (2) Identical DCF Parameters, and (3) Balanced Applied Load. When all three re-

quirements are met the aggregate throughput of the statically configured round robin bond is

maximised and no slow-down effect occurs, i.e. the achieved bond throughput is equal to the sum

of the throughputs of the individual links as was the case throughout in Test 1A.

As shown by the further analysis for Test 1A and the results of Tests 1B-1D, when any of the
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above conditions are not satisfied a non-negligible throughput slow-down effect is observed. In

order to quantify the impact of the effect in each case the key results from the evaluation of the

static bond configuration are summarised as follows:

• Test 1A: In the benchmark test the achieved static round robin bond throughput was

within 0.01% of the theoretical maximum mean bond throughput of 2.4803 Mbps. The

near-optimal performance was due to the homogeneous 11ac-11ac and 65Mbps-65Mbps

bond and balanced applied load used, i.e. all three of the above conditions were satisfied

such that no or very little throughput slow-down was observed due to the in-order delivery

requirement.

• Test 1B: In the first unbalanced test only conditions (1) and (2) above were met and the

mean 11ac-11ac bond throughput under static round robin was 19.76 Mbps with a mean

link bandwidth utilisation of 65.06% such that over one third of the available capacity was

wasted due to the throughput slow-down effect.

• Test 1C: In the second unbalanced load test again only conditions (1) and (2) were met

but the overall performance was better compared to Test 1B. The mean static round robin

11ac-11ac bond throughput was 1.2422 Mbps with a link bandwidth utilisation of 99.19%

such that less than 1% of the total available link capacity was wasted due to the throughput

lag effect.

• Test 1D: In the final test for the homogeneous 11ac-11ac test only conditions (1) and (2)

were satisfied and the mean round robin bond throughput was 0.858 Mbps with a mean

throughput efficiency of 81.61% such that over 18% of the total available link capacity was

wasted due to the throughput slow-down effect.

Another significant finding in the context of the main thesis research was that on numerous

occasions the impact of the inherent slow-down effect was so severe that the achieved throughput

of the statically configured round robin bond was reduced below that of the single fastest available

link, therefore rendering the use of interface bonding counter productive to the aim of increasing

the overall link speed. For the homogeneous 11ac-11ac interface bond considered in Tests 1A to

1D this particularly damaging scenario occurred at the applied loads shown in Table 3.5 below.

Load Test Problematic Loads
RR Test 1A Not Applicable
RR Test 1B {n1 >= 8, n2 = 100}
RR Test 1C {n1 <= 14, n2 = 100}
RR Test 1D {n1 <= 38, n2 = 100}

Table 3.5: Problematic Applied Loads for Homogeneous 11ac-11ac Bond
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3.6.2 Heterogeneous 11ac-11ac Bond

The round robin throughput results for Tests 2A-2D also demonstrated the inefficiency of the

traditional static approach to link selection when there is an unbalanced load applied to a hetero-

geneous 11ac-11ah interface bond. The main finding was that in all four tests the achieved mean

bond throughput was 4.1 Mbps with an overall mean link bandwidth utilisation of 78.75% such

that over 20% of the entire available link bandwidth was wasted due to the throughput slow-down

effect and the inability of the statically configured bond to adapt dynamically to changes in link

state.

Test 2A Test 2B Test 2C Test 2D
Bond T.put (Mbps) 1.2999 ±0.0174 13.8537 ±0.8 0.7406 ±0.026 0.5135 ±0.021
T.put Diff. (Mbps) 0.59016 ±0.0064 12.2602 ±0.648 1.0529 ±0.015 1.1571 ±0.019
B.width Util. (%) 72.98 ±0.0079 95.363 ±0.0082 70.479 ±0.01 74.197 ±0.012
Bond Delay (us) 85313 ±1598 50197.75 ±1562 82975 ±1642 195383 ±2221
Delay Diff. (us) 35113 ±592 50197.74 ±1541 37667 ±554 145166 ±1891

Table 3.6: Summary of Static Round Robin Results for Heterogeneous 11ac-11ah Bond

The mean bond throughput, delay, and utilisation results statistics are summarised in Ta-

ble 3.6 above along with the 99.9% confidence interval, which allows us to say that for 99.9% of

simulations run, the true mean is likely to fall within the specified range. The output behaviour in

each case is summarised in Table 3.7 below. The results for each individual applied load tests are

presented in the previous chapter section. A summary of the main findings from the evaluation is

given in Section 3.6.2 on the following page.
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Test 2A Test 2B Test 2C Test 2D

Bond
Throughput

non-linear,
decreasing
throughout

non-linear,
decreasing
throughout

non-linear,
decreasing
throughout

non-linear,
decreasing
throughout

Throughput
Difference

non-linear,
decreasing
throughout

non-linear,
decreasing
throughout

decreasing for
{n11ac < 0}
increasing for
{n11ac > 50}

non-linear,
decreasing
throughout

Throughput
Efficiency

non-linear,
increasing
throughout

non-linear,
increasing
throughout

increasing for
{n11ac < 50, }
decreasing for
{n11ac > 50}

non-linear,
increasing
throughout

Bond
Delay

non-linear,
increasing,
follows 11ah

non-linear,
increasing,
follows 11ac

constant for
{n11ac < 75}
increasing for
{n11ac > 75}

flat output
throughout,
follows 11ac

Delay
Difference

non-linear,
increasing
throughout

non-linear,
increasing
throughout

decreasing for
{n11ac < 75}
increasing for
{n11ac > 75}

non-linear,
decreasing
throughout

Table 3.7: Heterogeneous 11ac-11ac Bond Output Behaviour
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To quantify the throughput slow-down effect for the heterogeneous 11ac-11ah bond using the

static round robin configuration the key results from the evaluation are summarised below:

• RR Test 2A: In the balanced applied load scenario for the heterogeneous 11ac-11ah bond

the static round robin configuration achieved an overall mean throughput of 1.299 Mbps

with a mean link bandwidth utilisation of 72.91%. Despite the balanced applied load and

identical 65Mbps-65Mbps data rates used the heterogeneous DCF parameters between the

two 802.11 types resulted in a significant performance disparity and an overall throughput

wastage of over 27%.

• RR Test 2B: In the first of the unbalanced applied load scenarios for the heterogeneous 11ac-

11ah bond, the static round robin configuration achieved an overall mean bond throughput

of 13.85 Mbps with a mean link bandwidth utilisation of 97.36% such that 2.5% of the total

available capacity was wasted due to the throughput slow-down and the inability of the

interface bond to adapt dynamically to changes in the link state.

• RR Test 2C: In the second unbalanced load test for the heterogeneous 11ac-11ah bond

the achieved mean bond throughput under round robin was 0.7406 Mbps with a mean

link bandwidth utilisation of 70.05%. This was such that nearly two fifths of the available

link capacity was wasted due to the throughput slow-down effect and the static link

configuration used by the bond.

• RR Test 2D: In the third and final unbalanced load scenario for the homogeneous 11ac-11ah

bond the overall mean throughput for static round robin was 0.513 Mbps with a mean link

bandwidth utilisation of 74.19% such that just over one quarter of the total available link

capacity was wasted due to the throughput slow-down effect and static link configuration.

Again on multiple occasions the impact of the inherent slow-down effect was such that the

achieved aggregate throughput of the static round robin bond was reduced below that of the

single fastest available link, therefore rendering the use of interface bonding counter productive

to the goal of increasing link speed. For the heterogeneous 11ac-11ah interface bond used in Tests

2A to 2D this damaging event occurred occurred at the applied loads shown in Table 3.8 below.

Load Test Problematic Loads
RR Test 2A {n11ac = 1, n11ah = 1}
RR Test 2B {n11ac = 1, n11ah = 1}
RR Test 2C {n11ac <= 40, n11ah = 100}
RR Test 2D {n11ac <= 82, n11ah = 100}

Table 3.8: Problematic Applied Loads for Heterogeneous 11ac-11ah Bond
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3.6.3 11ac-11ac vs 11ac-11ah Bond Performance

This section analyses and compares the performance of the homogeneous 11ac-11ac bond and the

heterogeneous 11ac-11ah bond in each of the individual applied load scenarios considered for the

the static round robin configuration.

3.6.3.1 Balanced Load Scenarios in Tests 1A and 2A

In Tests 1A and 2A the two bonds were subjected to an identical balanced load where the number

of competing stations in each individual 802.11 network was incremented simultaneously to

allow a performance comparison at similar levels of applied load. The achieved static round robin

throughput for both bonds are plotted on the same axis in Figure 3.85 below.
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Figure 3.85: Test 1A vs 2A Round Robin Throughput

The main finding was that the mean link bandwidth utilisation for the homogeneous bond

was substantially higher at 99.99% compared to just 72.81% for the heterogeneous bond despite

the balanced load and homogeneous 65Mbps-65Mbps raw PHY date rates used. The overall

achieved mean bond throughput was also higher for the homogeneous 11ac-11ac in Test 1A with

2.4799 Mbps while for the heterogeneous 11ac-11ah bond in Test 2A this was just 1.299 Mbps.

Test 1A gave the ideal conditions for the homogeneous 11ac-11ac bond throughput because

as discussed in Section 3.5.1.2 the bond was fully balanced: (1) both 802.11 links used the same
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PHY data rate of 65 Mbps, (2) both bond links used identical DCF parameters, and (3) both links

always had the same applied load. This gave an identical throughput and delay response as

the applied load was raised. For the homogeneous case throughout the entire test neither 11ac

slave was forced to wait for the other to finish sending because on average they completed their

transmissions at approximately the same time. Therefore no throughput slow-down effect was

observed and the static round robin bond throughput efficiency was 100% or near for all applied

loads considered.

By contrast in Test 2A the same behaviour was not replicated for the 11ac-11ah bond under

the same balanced load scenario where a significant throughput slow-down effect was observed

which occurred due the difference in DCF parameter values between the 11ac and 11ah devices

and in particular the inter-frame spacing and slot length. This meant that conditions (1) and (3)

above for a fully balanced bond are both satisfied but condition (2) was not met which led to a

difference in the achieved access delays between the 11ac and 11ah links at similar applied loads.

As seen from the delay difference plot in Figure 3.86 below at the initial load of {n11ac = n11ah = 1}

the 11ah link delay was approximately 15680 µs higher compared to the 11ac link. As the applied

load was increased simultaneously the delay disparity became larger eventually reaching 75520

µs at the heaviest considered load of {n11ac = n11ah = 100}. By contrast the delay difference for

the 11ac-11ac bond was negligible at all applied loads considered.
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Figure 3.86: Test 1A vs 2A Link Delay Difference
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The high delay of the 11ah link had the knock effect of reducing the achieved throughput in

comparison to the 11ac device. As seen in Figure 3.87 below although both devices had the same

65 Mbps data rate, at an applied load of {n11ac = n11ah = 1} the 11ah link throughput was almost

16 Mbps slower due to the difference in DCF parameters. However as the applied load was raised

on both links simultaneously the throughput of the 11ac link decreased at a faster rate which

brought it closer in performance to that of the 11ah link thereby cancelling out the impact of the

increasing delay difference.
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This same behaviour was also reflected in the link bandwidth utilisation for the homogeneous

and heterogeneous bonds plotted along the same axis in Figure 3.88 below. As observed the

11ac-11ac bond bandwidth utilisation was equal to 100% or near for all applied load combinations

considered. By contrast for the 11ac-11ah bond as the applied load was raised the utilisation

increased non-linearly from an minimum value of 63% to a maximum of 74% at the highest

considered load despite the delay difference increasing over the same range. The overall mean

link bandwidth utilisation for the heterogeneous 11ac-11ah bond was 72.9% compared to 99.99%

for the homogeneous bond.
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3.6.3.2 Unbalanced Load Scenarios in Tests 1B and 2B

In Tests 1B and 2B the homogeneous and heterogeneous 802.11 interface bonds were subjected

to an identical unbalanced load in order to stress the bond throughput performance and evaluate

the slow-down as the difference in applied load increases. The second bond link was lightly loaded

with a static load of n = 1 while the load on the first link was varied from n = 1 to n = 100.

The main finding was that the homogeneous 11ac-11ac bond outperformed the heterogeneous

11ac-11ah bond in terms of mean link utilisation by 22.3% and the mean bond throughput by

42.64%. As seen in Figure 3.89 for both bond types the achieved aggregate throughput displayed

a non-linear decreasing output as the applied load was raised.
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However it is difficult to determine the general behaviour by examination of the achieved

bond throughput results alone, so for this we look to the link throughput difference and link

bandwidth utilisation results for further insight. For the homogeneous 11ac-11ac bond in Test

1B the difference in achieved throughput increased exponentially as the applied load was raised

from a minimum value of 0 Mbps to a maximum of approximately 28.5 Mbps at the heaviest

considered load of {n1 = 1,n2 = 100}.

For the heterogeneous 11ac-11ah bond the throughput of the two links was not equal at the

same level of applied load despite both using the same raw PHY data rate of 65 Mbps. The through-

put of the 11ac link was approximately 16 Mbps higher at the same load of {n11ac = 1,n11ah = 1}

due to the higher access delay which reduced its achieved throughput. The performance disparity

between links decreased as the 11ac link load was raised thereby gradually increasing the link

bandwidth utilisation of the bond as shown in the following page.
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The link bandwidth utilisation for both bond types is plotted in Figure 3.91 below. While

for the homogeneous 11ac-11ac case in Test 1B the utilisation decreased non-linearly as the

load was raised for the heterogeneous 11ac-11ah bond in Test 2B it increased. In Test 1B the

decrease occurred as the 11ac Link 2 load was raised thereby gradually increasing the throughput

difference which also increased the impact of the slow-down effect due to the in-order delivery

assumption. By contrast for the heterogeneous 11ac-11ah we saw an interesting situation where

the efficiency increased as the applied was raised. This occurred because as the 11ac load was

raised its achieved throughput decreased towards that of the slower 11ah link thereby reducing

the performance disparity and increasing the link bandwidth utilisation.
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3.6.3.3 Unbalanced Load Scenarios in Tests 1C and 2C

In Tests 1C and 2C the homogeneous and heterogeneous bonds were again subjected to the same

unbalanced load in order to stress the bond throughput and evaluate the impact of the slow-down

effect. The load on the first link of the bond was varied from n = 1 to n = 100 while the load on

the second link was held constant at the moderate number of n = 50.

The main result from the comparison was that the homogeneous 11ac-11ac bond outperformed

the heterogeneous 11ac-11ah bond in terms of the mean bandwidth utilisation by 21% and

outperformed the mean bond throughput by 63.73%. The mean link bandwidth utilisation for

the 11ac-11ac bond was 91.19% with a mean bond throughput of 1.2422 Mbps while for the

11ac-11ah bond the utilisation was 70.47% with a mean throughput of 0.7405 Mbps. Again the

poor throughput performance seen was due to the difference in DCF parameters between the two

802.11 types used in the interface bond.
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The bond link bandwidth utilisation in Figure 3.93 further illustrates the difference in

behaviour between the two bond types. The utilisation of the homogeneous bond increased non-

linearly as the applied load was raised from {n11ac = 1,n11ah = 50} to {n11ac = 49,n11ah = 50}

and reached a maximum 100% at {n11ac = 50,n11ah = 50}. When the load was further increased

towards {n11ac = 100,n11ah = 50} the utilisation then decreased non-linearly. By contrast the

utilisation of the heterogeneous 11ac-11ah bond increased non-linearly throughput the test as

the applied load was raised but never reached the maximum possible value of 100%.
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As difference in the observed behaviour between the two bond types is due to the difference

in DCF parameters and delay response between the 11ac and 11ah links as the applied load was

raised. By virtue of its design for IoT the clocked-down PHY of the 11ah has a much higher access

delay due to the difference in DCF parameters at the MAC layer. As a consequence the 11ah link

throughput performance is significantly reduced in comparison to the 11ac link. The throughput

difference between links then leads to a reduction in the overall mean bond throughput and link

bandwidth utilisation due to the in-order delivery requirement and associated slow-down effect.
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3.6.3.4 Unbalanced Load Scenarios in Tests 1D and 2D

In Tests 1D and 2D both bond types were again subjected to a similar unbalanced applied load

scenario in order to evaluate the impact of the slow-down effect. The load on the first link was

varied from n = 1 to n = 100 while the load on the second link was maintained at the maximum

number of 100 nodes.

The main result from the comparison was that the homogeneous 11ac-11ac bond outperformed

the heterogeneous 11ac-11ah bond in terms of the mean bond throughput by 67.1% and also

outperformed the overall mean link bandwidth utilisation by 5.5%. The mean link utilisation for

the 11ac-11ac bond was 81.61% with a mean bond throughput of 0.858 Mbps compared to 74.19%

and 0.513 Mbps respectively for the 11ac-11ah bond.
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Figure 3.95: Test 1D vs Test 2D Round Robin Throughput

The achieved throughput for both bond types is shown in the graph above in Figure 3.95. As

seen the homogeneous 11ac-11ac bond and the heterogeneous 11ac-11ah bond displayed a similar

exponentially decreasing throughput as the applied load was increased. However the achieved

11ac-11ah bond throughput was considerably lower throughout compared to the 11ac-11ac bond

due to the performance disparity between links (caused by the difference in DCF parameters)

and the resulting slow-down effect caused by the in-order delivery requirement.
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The difference in behaviour is also reflected in the link bandwidth utilisation results for each

bond as shown in Figure 3.96 below. As seen both bond types displayed a non-linear increasing

output as the applied bond load was increased. However the 11ac-11ac bandwidth utilisation was

considerably higher than 11ac-11ah for all applied load combinations considered.
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The performance disparity between the two bond types is further illustrated by the delay

difference results in Figure 3.97. For both the homogeneous 11ac-11ac bond and the heterogeneous

11ac-11ah bond a similar exponentially decreasing simulation output was seen. However the

11ac-11ah bond delay difference was approximately 75000 µs higher compared to the 11ac-11ac

bond for all applied load combinations considered.
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3.7 Chapter Conclusion

Chapter 3 evaluated the long-term throughput performance of the traditional static approach to

round robin interface bonding at the Link Layer using dual 802.11 links.

During the experiments presented, the bond throughput and link bandwidth utilisation were

measured for a dual-11ac interface bond and a heterogeneous 11ac-11ah bond under different

combinations of applied link load. A significant degradation was observed in the achieved bond

throughput due to the inherent slow-down effect when there was a disparity in the individual

802.11 link performance. In the worse case scenario seen during the simulation testing, the

overall mean bandwidth utilisation was just 65%, such that over one third of the entire available

link capacity was wasted.

Furthermore the condition where the aggregate bond throughput was reduced to below that

of the single fastest available link, as seen in multiple experimental works, was found to be a

common occurrence due the relative performance between the individual slave 802.11 links at the

MAC layer. Notably, with respect to the previous related works, the above condition was present

even with ideal RF conditions and not considering the degradation due to instability effects on

the upper layer protocols such as TCP, as shown by Jayasuriya in [92].

We also saw how the difference in DCF parameters at the MAC layer between individual

802.11 slave links can adversely impact the overall bond throughput and bandwidth utilisation

performance. In addition the simulation performance results provide a mapping between the

individual single-link statistics, which is then used to predict the bond throughput based on the

current state in the dynamic interface selection study in the following chapter.
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TOWARDS DYNAMIC 802.11 INTERFACE BONDING USING SDN

As the architectural principles of SDN solidify, research attention turns to more advanced

and experimental applications of the technique. A particularly interesting application is

the leveraging of SDN towards efficient dynamic 802.11 interface bonding. Multiple proof

of concepts are published demonstrating the potential performance benefits of the technique but

are limited to small-scale hardware test-beds. This chapter presents the first rigorous analysis of

the performance of such systems for a large number of individual link throughputs, and presents

a novel, predicted-throughput-based decision-making algorithm designed for efficient and robust

dynamic link selection for heterogeneous 802.11 devices. The evaluation results show that when

compared to the contemporary approach by the authors Nam et al, the proposed algorithm

increases the achieved mean bond throughput by 0.79% and the link bandwidth utilisation by

6.16%, while protecting against the counter-productive and wasteful use of bonding at all times.

4.1 Chapter Research Overview

This main research chapter investigates efficient dynamic interface bonding for heterogeneous

802.11 devices by levering the principles of Software Defined Networking.

SDN significantly improved the management of high-performance data centre networks, and

since the release of the OpenFlow protocol in late 2009, the paradigm has been widely adopted

and has also found application in the enterprise WAN, cellular WWAN, and 802.11 WLANs.

Several small-scale, hardware-based proof of concepts have been presented that demonstrate

the benefits of the SDN-assisted approach, including the main thesis reference work, the dynamic

interface selection framework for MPTCP interface bonding over heterogeneous 802.11 devices by

the authors Nam et al. in [130]. As discussed in more detail later in Section 4.2.3, the approach

involves the centralisation of bond functions such as link state monitoring, dynamic link selection,
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and dynamic bond scheduling, in the SDN controller. However, there are several design challenges

introduced related to the dynamic wireless channel, heterogeneous link performance, and the

inherent bond throughput slow-down effect for in-order delivery. There are several open research

questions related to the centralised decision-making algorithms and related performance metrics

used, particularly with respect to dynamic link selection.

Towards the efficient and robust dynamic interface bonding of heterogeneous 802.11 devices

for the purposes of boosting wireless access at Layer 2 using SDN, the work presented in this

chapter independently evaluates the performance of the key related work Nam et al, and then

proposes a novel, predicted- throughput-based dynamic link selection algorithm designed to give

specific protection against the counter productive scenario where the bond throughput is reduced

below that of the fastest available 802.11 link.

4.1.1 Chapter Research Objectives

The main goals of the chapter research work are summarised as follows:

1. Evaluation of contemporary approaches for dynamic 802.11 link selection using
software defined networking: The first aim of the chapter research is the investigation

of efficient state of the art decision making algorithms and related performance metrics for

dynamic bond interface selection using heterogeneous 802.11 devices assisted by Software

Defined Networking. Multiple small-scale, hardware-based proof of concepts have already

been proposed that demonstrate the potential application of SDN for the dynamic 802.11

interface bonding use case. As discussed previously the main related work is the SDN-

based MPTCP solution by Nam in [130], which demonstrates the benefit of the approach

using a dual 11g-11n interface bond. However, only a small number of individual link

throughputs were tested in the experiments, and therefore in order to provide a more

rigorous analysis, in the current study a much higher number of possible individual link

loads and throughputs are considered.

2. Exploration of novel algorithms for the efficient and dynamic bonding of hetero-
geneous 802.11 devices: Informed by the above evaluation of the state of the art, the

second research goal of the chapter work is to develop and evaluate novel algorithms for

efficient and robust dynamic interface selection of heterogeneous 802.11 device types. In

particular, one of the key design requirements of the developed algorithm is to provide

protection at all times against the counter productive scenario revealed by the static round

robin evaluation in the previous chapter, whereby the impact of the inherent slow-down

effect for in-order delivery is so severe that the achieved bond throughput is reduced below

that of the single fastest available 802.11 link, therefore rendering the use of the bonding

technique pointless.
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4.1.2 Chapter Research Contributions

Towards the fulfillment of the primary aims of the thesis and chapter research, the main contri-

butions of the work presented are:

1. Independent evaluation of the contemporary dynamic link selection algorithm
by the authors Nam et al: The first substantial research contribution of the chapter work

is the independent evaluation of the state of the art approach to dynamic link selection

algorithm for MPTCP by the authors Nam et al. as published in [130]. The test scenarios

involve a range of applied link loads and PHY data rates for both homogeneous 11ac-11ac

and heterogeneous 11ac-11ah interface bonds at Layer 2, in a directly connected point-to-

point topology designed to reflect the case where link aggregation is used to boost access

speeds over the highly contested wireless last-hop.

2. Development and testing of a novel Maximum Throughput algorithm for dy-
namic 802.11 link selection: The primary research contribution of the chapter/thesis

work is the development and evaluation of a novel Maximum Throughput (MT) algorithm

for dynamic 802.11 link selection, designed to match the Nam algorithm performance while

also guarding against the counter productive scenarios identified in Chapter 3, where the

inherent slow-down effect is so severe that the aggregate bond throughput is reduced below

that of the fastest available single 802.11 link.
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4.1.3 Summary of Chapter Findings

From the evaluation of the state of the art, throughput-gap-based approach to dynamic link

selection for 802.11 bonding by Nam, the main research findings were:

• The dynamic slave selection algorithm by Nam was able to significantly increase the

overall mean 802.11 bond throughput by 26.81% and the link bandwidth utilisation by

7.28% compared to the traditional static round robin approach. Although designed for use

at the Transport Layer with end-to-end bonds, the throughput-gap-based dynamic link

selection algorithm performed well in the evaluation for the point-to-point Link Layer bond

considered. Furthermore the overall performance of the Nam algorithm was found to be

slightly worse for the more heavily unbalanced heterogeneous 11ac-11ah interface bond.

• However, in terms of effective link selection decision-making, the performance was not

robust for all applied loads combinations considered in the test. Specifically, the Nam

algorithm was unable to guard against the damaging scenario where the bond throughput is

reduced below that of the fastest available single link therefore rendering the use of bonding

counter-productive to the aim of increasing throughput. During the Nam evaluation, this

scenario was found to be a reasonably common event, occurring at various applied loads in 7

out of the 8 tests performed, and was observed on far more occasions for the heterogeneous

11ac-11ah bond when compared to the homogeneous 11ac-11ac bond.

The subsequent findings from the evaluation of the proposed predicted-throughput-based

dynamic link selection were as follows:

• The novel MT slave selection algorithm was also found to significantly increase the mean

802.11 bond throughput when compared to the traditional static round robin configuration

for the majority of the applied load scenarios considered. The MT algorithm at least

marginally outperformed the Nam algorithm in every test with the exception of the balanced

load scenario in Test 1A. Comparing against Nam in all eight individual tests the overall

mean bond throughput was increased by 0.79% and the mean link bandwidth utilisation by

6.16%.

• As per the intended design and in contrast to the Nam approach, the overall decision-

making of the MT algorithm was robust for all applied load combinations considered in

the testing. In particular, protection was offered at all times against the scenario where

the bond throughput is reduced below that of the fastest available single link. Notably,

the predicted-throughput-based dynamic link selection algorithm was able to successfully

guard against the above counter productive condition while at least matching the Nam

algorithm performance at all other times.
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4.1.4 Chapter Organisation

The remainder of the chapter is structured as follows. The relevant background information

pertaining to SDN, wireless SDN, and SDN-assisted interface bonding is presented in Section 4.2.

The independent evaluation of the Nam algorithm is presented in Sections 4.3 to 4.5. The novel,

predicted-throughput-based algorithm for dynamic link selection is presented and evaluated in

Sections 4.5 to 4.6, and finally, there is a short chapter conclusion and summary in Section 4.9.
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4.2 Chapter Background Information

This section provides all the required chapter background information related to the subjects

of Software Defined Networking (SDN) in Section 4.2.1, Wireless Software Defined Networking

(wSDN) in Section 4.2.2, and the main thesis research theme of SDN-assisted Interface Bonding

(SDNIB) in Section 4.2.3.

4.2.1 Software Defined Networking

This subsection provides an overview of SDN, an approach to Internet Protocol (IP) network

implementation that decouples the control plane from the data plane and places the network

intelligence inside a logical central controller. This is in contrast to traditional IP networks in

which both planes reside in a single, vertically integrated network device. In an SDN architecture,

the controller has a global view of network state and programs the forwarding behaviour of data

plane devices using a southbound interface such as OpenFlow [44]. SDN applications running

on the controller perform functions such as centralised routing, L3 addressing, virtual private

networking, and finely-grained, multi-layer security.
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Figure 4.1: Example SDN Topology
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4.2.1.1 Early Development

SDN was originally developed out of the need for a disaggregated, programmable, and flexible

data plane in large-scale data centre networks. As server virtualisation become the new norm, the

traditional integrated control and data plane design became limiting in several ways (see "Data

Centre Networks are in my way" [85]). For example, while a new virtual server instance and

applications could be spun up in minutes, creating the required network connectivity still required

manual configuration, which could take hours or even days due to the strict administration and

workflow processes used in such environments. In addition, if a virtual machine was migrated

to another physical server or site, further manual configuration was needed. This impacted

service delivery in several ways, for example by increasing the time needed to deploy new

applications, increasing fail-over recovery time, and reducing the ability to scale offered services

flexibly and efficiently. The introduction of software-defined control into data centres allowed

the network to match the abilities of the IT infrastructure: SDN-enabled software switches

and agent applications were installed on hypervisors and listened for events such as virtual

machine creation and migration. These events were reported to the management plane software,

which could then program the required configuration of the software switches through the SDN

controller using a southbound interface, which was in most cases, the OpenFlow protocol. SDN

therefore began as a means of providing a fast and scalable solution to immediate practical

problems in data centre networks.
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4.2.1.2 Definition of SDN

In a wide ranging literature survey published in 2015 [104], the authors Kreutz et al. define the

four key pillars of an SDN architecture as:

1. Decoupled Control and Data Planes: The network control plane functions are removed from

devices such as data centre gateways, leaves/spines, and virtual switches which become

much simpler forwarding elements.

2. Flow-Based Packet Forwarding: Packets sent between two end points are represented as a

flow consisting of a set of header values and corresponding actions for which all packets

matched by the flow are performed.

3. Centralised Control Logic: Network control functionality resides in an external centralised

entity usually running as a virtual machine on a commodity hypervisor. Commonly found

protocols include include IP, VLAN/VXLAN, GRE, IPsec, MP-BGP, VPRN, and MPLS.

4. Programmable Network Logic: Software applications at the management layer provide

user-friendly programming abstractions sent via the northbound API to the SDN controller,

which translates and then configures the required data plane behaviour.

Speaking at the 2011 Open Networking Conference [170], Professor Scott Shenker of UC

Berkeley defined SDN using three fundamental abstractions:

1. Forwarding Abstraction: This abstraction allows the controller to program any forwarding

behaviour required while being shielded from network device hardware and software details.

This is provided by a southbound API such as OpenFlow.

2. Distribution Abstraction: This abstraction shields user applications from the underlying

distributed state of the network and provides a logically centralised point of control. This is

achieved by means of the SDN controller.

3. Specification Abstraction: Allows a user application to express the desired network be-

haviour but not be responsible for the implementation. This can be achieved using vir-

tualisation but may also be done using network programming languages that map the

abstractions used into a physical network configuration on devices such as routers, switches,

firewalls, or virtualised network functions.
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4.2.1.3 Benefits of SDN

There are several benefits of the software-defined approach to IP networking:

• Simplified Network Management: Using a global view of network state, the SDN controller

can implement automated, network-wide policy distribution and device configuration.

Routing and security policies may be set by network administrators in a management

plane portal, which then filter down through the centralised control plane to network

devices in the data plane. SDN applications running on top of the controller translate the

policies into the required forwarding table entries and switch configuration, and device

state and statistics can be reported back up the management plane for monitoring. This

automation removes the need to manually configure and physically inspect network devices

such as routers and firewalls, which can greatly reduce the overall operational expenditure.

Artificial intelligence and machine learning are view as key enabling technologies in SDN

automation research, for example Intentional Networking [61].

• More Efficient Networks: SDN can improve network utilisation and efficiency in several

ways. For example, by monitoring link usage, balancing traffic load across multiple paths,

centralising resource allocation, rate limiting certain types of traffic, and automatically

turning switch ports on and off to reduce energy consumption. In addition, data centres no

longer have to use costly over-provisioning, as SDN allows the number of virtual servers to

scale dynamically to meet the peak user traffic demands.

• Improved Network Security: The SDN controller has access to a wealth of Layer 2 to Layer 4

information, and is able to monitor application data traffic patterns and apply finely-grained

security policy at a network-wide level. SDN overlay techniques provide automated per-user

isolation through use of tunnelling and can also automate data privacy via encryption

technologies such as IPsec [66, 98]. Furthermore, centralised security management leads

to less human configuration errors that could otherwise leave the network vulnerable to

attackers.

• Faster Network Development: The global visibility of the SDN controller and programming

power of south bound interface such as OpenFlow, greatly simplifies the deployment of

advanced network applications and services, providing faster network development and

experimentation. In addition, by running in isolated network slices, each with its own

dedicated routing and switching control plane, experimental functions can be tested in a

controlled fashion on production networks without the risk of service impact.
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4.2.1.4 SDN Controllers

The SDN controller is the logical brain of a software-defined network and represents the displaced

network control plane element. It is responsible for programming the forwarding behaviour of

devices in the data plane and maintaining a global map of network topology and state. The

controller presents two interfaces: one southbound interface towards devices in the data plane,

and another northbound interface towards SDN management applications. Depending on the

number of controllers in the network there may also be a horizontal interface to facilitate inter-

controller communication and synchronisation. OpenDaylight is the most advanced and well

known of the open-source controller platforms and is a popular choice for research [89, 102]. The

controller was created by an international consortium of industry partners, including Arista

Networks, IBM, Juniper, Cisco, and Citrix. Other examples of well-known open-source SDN

controllers include Ryu [23, 43, 148], ONOS [34, 203], and Floodlight [59, 122].

4.2.1.5 Southbound Interfaces

The southbound interface is the means by which the decoupled control plane and data plane

elements communicate with each other over the network. In traditional switch architectures, this

is typically implemented using a proprietary interface between the control module and the line

cards. The predominant southbound interface is the OpenFlow protocol, which arose from work at

Stanford University circa 2008, but others do exist, for example ForCES [84] and POF [190, 223].

OpenFlow is synonymous with SDN due to being one of the first de facto standards. The protocol

uses a flow-based programming abstraction to define forwarding behaviour in OpenFlow-enabled

switches. On packet arrival, the header fields are evaluated against a list of match criterion called

flow entries. In the event of a match, counters for that entry are updated and a set of associated

actions are performed, for example dropping the packet or rewriting the header. Entries may

match against fields such as source and destination IP address, MAC address, Layer 4 ports,

VLAN tags, and QoS information.

4.2.1.6 Software Switches

An SDN architecture also contains other components such as hypervisors, gateways, firewalls,

and virtual switches. The virtual switch is a critical component in a virtualised SDN environment

and most hypervisors offer at least basic virtual switching capabilities. Some offer more advanced

functionality, such as the VMWare vSphere data centre solution [114, 169], which provides a

fully featured virtual switch that can be logically distributed over multiple physical hypervisors

and data centre sites. Open vSwitch [106, 218] is a open-source, distributed, multi-layer software

switch designed for use in virtualised environments. The switch is fully SDN-enabled by support

for the OpenFlow protocol and is comprised of two main components: ovs-vswitchd, the main

user-space software component written in platform portable C, and the data-path module, which
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provides fast packet processing in kernel space and is platform-dependent. The first packet

of a flow always results in a table-miss in the data path, and the packet is then redirected to

ovs-vswitchd in order to determine how the packet should be handled. The packet and forwarding

information is then sent back to the kernel module, which caches the actions. The ovs-vswitchd

user space component may be programmed by an SDN controller using the OpenFlow protocol,

and it can also configure other settings such as the number of ports on the switch and QoS via

the OVSDB protocol and the ovsdb-server component.

4.2.1.7 Network Hypervisors

Network hypervisors allow the partitioning or slicing of a single physical network into inde-

pendent logical resources [154]. A network hypervisor forms an intermediate layer between the

control and data plane and acts as a transparent proxy between the SDN controller and network

devices. A popular choice for researchers is FlowVisor [112, 147, 161], which slices the network

resources in terms of available topology, bandwidth, CPU rate, forwarding table quotas, and flows.

FlowVisor works by intercepting and rewriting OpenFlow messages between the controller and

data plane devices. A separate control plane is maintained for each network slice and in the data

plane forwarding rules are applied to traffic on a per-slice basis. In this way, each device or slice

believes it is communicating with its own, dedicated network.
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4.2.1.8 SDN Challenges

There are still multiple ongoing research challenges with respect to software defined networking.

A non-exhaustive list is provided below:

1. Control Plane Scalability: As the number of physical and virtual hosts in a network grows,

the controller must manage an increasing number of routing and forwarding table entries,

which can impact network performance and eventually lead to memory exhaustion and

controller failure. One solution is to implement a controller cluster or federation over which

to balance the control plane burden, in effect, redistributing the control plane across the

network in a strategic way. Note that this requires the introduction of a horizontal interface

between different controllers operating in a cluster.

2. Control/Data Plane Availability: The resilience of a software defined network is dependent

on the high availability of the centralised SDN controller and suitable fault tolerance and

detection in the data plane. Insufficient bandwidth or high latency in the control channel

can also result in availability issues causing performance degradation and out-of-date

information, and the problem is exacerbated considerably with greater scale.

3. Programming Abstractions: Southbound interfaces provide an open API for programming

the data plane, but protocols such as OpenFlow are still relatively low-level and lack

compiler checking and expressive power. Developing high-level abstractions for SDN pro-

gramming is an ongoing research issue. Popular examples of high-level SDN languages

proposed are Nettle [207], Frenetic [65], and Pyretic [153].

4. Network Automation: SDN provides a powerful network development platform using open

APIs such as OpenFlow and expressive high-level languages such as Pyretic. However,

developing a complete control logic that can be applied efficiently to all network types is

still a daunting task, especially considering the size, diversity, and complexity of current

state of the art deployments. SDN automation using artificial intelligence and machine

learning has an extremely intriguing potential in this regard.

5. SDN Security: Although SDN can improve network security via network slicing and policy-

based access control, the centralisation of intelligence in the controller provides a single

attack surface for the entire network, making the architecture more vulnerable to DoS

attacks in some respects. In addition, mutual authentication is still required between the

controller and network devices during intitialisation in order to ensure that malicious

SDN switches do not gain unauthorised access. Such networks are also susceptible to SDN

malware and root-kits.
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4.2.1.9 SDN Research Overview

This subsection provides a short survey of SDN related research works. A number of excellent,

general SDN surveys can be found in the literature. Kreutz et al. [104] published a particularly

influential and comprehensive review in 2015. Other good early examples include Jarraya [91]

and Govindarajan [76].

4.2.1.9.1 Network Load Balancing SDN-assisted load balancing has been a popular re-

search area in both wired and wireless networks. Load balancing configuration is traditionally

end-point driven and configuration may be static, dynamic, or a combination of both. Dynamic,

SDN-based methods can be more efficient due to the ability to adapt to changing network condi-

tions, which can benefit the network as a whole by maximising scalability, minimising response

time, and increasing throughput and avoiding situations where a single device is overloaded.

Neghabi et al. [134] compares and categorises different SDN-assisted load balancing works

according to deterministic or non-deterministic approaches. In general, deterministic approaches

were found to provide better throughput and also had a better response time and lower over-

head. Non-deterministic approaches provided greater utilisation and better delay compared to

deterministic types, but suffered unacceptable levels of throughput. Both were seen to lead to

unacceptable levels of packet loss and energy consumption. Other examples of SDN-assisted load

balancing works include Raza et al. [152] and Zhong et al. [232].

4.2.1.9.2 Network Slicing and Tenant Isolation Several works examine the ability of

SDN to slice the resources of the physical network infrastructure. Richart et al. [154] examine

network slicing and resource allocation in software-defined wireless networks. In typical LTE-

based solutions the network resources are allocated by assigning different PRBs to individual

slices. Network resources are abstracted into a 3-dimensional grid comprised of time, frequency,

and space, forming a central pool from which to allocate. In 802.11 WLANs there are several

strategies, including traffic priority control using 802.11e QoS, slice-scheduling similar to TDM,

and traffic shaping. Examples of other researches in network slicing include CellSlice, which

targets WiMAX networks [103], Vi-Fi targeting Wi-Fi networks [78], and Zaki et al. [224] which

targets LTE.
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4.2.1.9.3 SDN Modelling Several authors evaluate different aspects of SDN performance,

for example control plane reliability and scalability, using modelling techniques such as queuing

theory and network calculus. Kang et al. [96] formally model and validate the OpenFlow protocol

using the Algebra of Communicating Shared Resources. Asian and Matrawy [24] model SDN

control applications using affine transformations in vector space. Petrov provides a model for

predicting forwarding rule counter values in [144]. Nguyen [137] applies mathematical techniques

to analyse the availability of SDN resources such as physical hosts, switches, routers, and virtual

machines. Goto et al. [75] analyses the performance of an OpenFlow switch using queuing theory.

Other queuing theory-based example include Sood [184], which models an SDN/OpenFlow switch

as a single M/G/1 queue.

4.2.1.9.4 SDN Programming Languages Several works examine SDN programming in-

cluding the different languages and abstractions used. While protocols such as OpenFlow provide

a workable mechanism for communication between the control and data planes using its flow-

based programming abstraction, it is still a relatively low-level and inflexible API for developers.

Examples of flexible, high-level languages for programming SDN include Nettle [207], Frenetic

[65], Merlin [185], and Pyretic [153]. Trios et al. [173] published a taxonomy of high level SDN

languages in a survey which categorises three different levels of SDN programming:

1. Low-Level Programming: Where network devices are programmed directly via the south-

bound interface, for example using OpenFlow. Here, the authors compare the OpenFlow

protocol to traditional computer assembly language.

2. API-Based Programming: This when SDN applications on the controller use the north-

bound API. However, this type of programming shares may of the same complexities and

dependencies of the low-level languages.

3. Domain Specific Programming: These languages provide expressive programming power

through the use of notations and abstractions, but require the use of a compiler framework

to translate the high level abstractions into a format understandable by the northbound

API of the controller.
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4.2.1.9.5 Software-Defined WAN The SD-WAN has seen an increase in research popularity

in recent years. Sadasivarao et al. highlights the need for a software-defined data centre WAN

interconnect in [159]. Traditional interconnects are manually/statically configured with routing

decisions made by a vertically integrated device at the network edge. The authors propose

an SDN architecture that abstracts core optical transport nodes into virtual, programmable,

OpenFlow enabled switches. A recurring theme for SD-WAN research is controller placement,

which deals with the locations of SDN controllers and their associations with data plane devices,

and is linked to control plane resiliency. For example, Tanha et al. [195] propose a solution to

controller placement that takes into account the control plane latency and controller capacity. The

authors Xiao et al. [213] use a spectral clustering controller placement algorithm that partitions

the network into separate logical SDN domains. Gallegos-Segovia et al. [69] investigate the

performance implications of hosting an SD-WAN controller in the cloud. Other SD-WAN works

include Al-Sadeq et al. [18], which examines routing algorithm optimisation, Lara et al. [108]

which considers WAN virtualisation and dynamic bandwidth provisioning, and Vdovin [205],

which investigates network utilisation optimisation.

4.2.1.9.6 SDN Security SDN is viewed as a key enabling technology for securing next gen-

eration IP-based networks. Multiple research works have examined different aspects of SDN

security. Tatang et al. [197] propose SDN-Guard, a system for protecting SDN controllers against

root-kit malware. Tselios et al. [202] propose a blockchain-based SDN security solution for IoT

deployments. Yan et al. [218] review DDoS attacks in cloud computing environments and identify

SDN as a tool for mitigation. Siddiqui et al. [172] and Liang et al. [111] both propose SDN-based

security solutions for 5G wireless networks. Ketel [99] examines ways to use SDN to improve

security in BYOD 802.11 WLANs.

4.2.1.9.7 Internet of Things SDN is also regarded as an important enabling technology

for the Internet of Things which will connect billions of different devices to the Internet with

diverse traffic characteristics and QoS requirements. A software-defined approach will be key

in managing such a large number of connected devices. An example SDN architecture for IoT

is found in [32], in which the controller translates node service requirements into traffic flows

using a network calculus based framework. In [198] the authors Thubert et al. propose a fully

scheduled SDN solution designed for wireless IoT devices. The authors Nastic et al. were one of

the first to apply a combination of SDN and NFV to IoT networks in [133].

4.2.1.9.8 Network Automation A recent research trend has been the application of artificial

intelligence and machine learning in the control plane of software-defined networks. Intent-

based networking is a term given to advanced network automation systems that rely on such

techniques, and SDN provides the ideal set of statistics and programming interfaces. Xie et al.

[214] categorise such algorithms into the following types: (1) Supervised Learning, in which
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large, labelled data sets are fed to an algorithm in order to train it to perform a specific task, for

example k-Nearest Neighbour, (2) Unsupervised Learning, in which an algorithm attempts to

find patterns in data without a labelled input learning set, for example the k-Means algorithm,

(3) Semi-Supervised Learning, which is combination of both previous types and uses both labelled

and unlabelled data, for example Pseudo Labelling [109], and finally (4) Reinforcement learning,

which involves learning entities called agents capable of inferring the best interaction with its

environment to achieve the maximum reward, for example Reinforcement Learning Game Theory

[132]. Other examples of intent-based networking include Szyrkowiec et al. [192], Han et al. [86],

Subramanya et al. [189], and Chamania et al. [36].
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4.2.2 Wireless SDN

The application of SDN in wireless networks is far removed from its original use in large and

highly dynamic data centre environments.

The most notably difference is the vastly expanded data plane, which consists of such wireless

functions as interference mitigation, channel allocation, handover management, and transmit

power optimisation. While traditional wired SDN already works over wireless devices such

as 802.11, it does not provide specific control over wireless data plane functions. Therefore,

in order to achieve the control-data decoupling and remotely manage the wireless data plane

devices, it is necessary for the controller to implement a new programming application interface

that goes beyond the standard OpenFlow protocol used in the data centre network and WAN.

Closely related to wireless SDN is Software Defined Radio (SDR), which provides for complete

programmability of the wireless data plane in software using Digital Signal Processing (DSP)

techniques. SDN and SDR are therefore complimentary, and many open research questions exist

around their integration.

The physical wireless channel also presents a significant challenge for SDN in terms of net-

work monitoring and optimisation. Difficulties such as slow and fast fading, Doppler effects, and

hidden and exposed nodes, mean that wireless links are characterised by randomly fluctuating

link quality and limited bandwidth. In addition due to high levels of mobility wireless topologies

are more dynamic compared to their wired counterparts, and are subjected to frequent changes

in the number of connected users through handovers and re-associations. Under these conditions

efficient resource allocation and interference management become challenging given the highly

dynamic nature of the wireless links. The monitoring of link state and the reporting of statistics

is one of the key benefits of SDN, and in addition to device CPU and memory, for wireless devices

the two main monitoring functions are: (1) the link state, e.g. the link delay, and packet loss rate,

and (2) topology discovery. Here, the adverse effects of the wireless channel can be smoothed

by filtering out the short term variations, but a trade-off must be made against the overall

responsiveness of the system.

Because of the congestion and co-channel interference problems inherent in wireless networks

of all types, the discovery of the network topology is an important first stage in the optimisation

process. The single-hop topology discovery can easily be performed by scanning for beacons which

also provide the operating channels and signal strength of the neighboring APs. In a multi-hop

wireless topology this involves the re-broadcasting of received Hello messages. However, in more

sparse networks there may not be enough density to successfully identify every individual AP.

When wireless users at the limit of the AP range suffer connectivity issues, they may also be

within range of another AP at the same time, and SDN allows multiple controllers to exchange

reachability information and allow users to connect without regard to the provider to which the

underlying network infrastructure belongs.
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While the 802.11f standard does provide some function for AP collaboration, SDN goes further

by allowing controllers to perform channel allocation that transcends operator boundaries. In

addition power control between APs helps reduce interference by associating users with the AP

that is closest in terms of physical proximity, thereby reducing the overall power consumption. For

security purposes SDN can also assist in detecting and disabling attacks by rouge APs through

the combined effort of the legitimate APs. Monitoring information collected from all nodes in the

network can be analysed by a central SDN application, and the risk mitigation performed by the

installation of a single rule to all proper APs.

The slicing of the network is also more challenging in the wireless domain. For example with

2.4 GHz 802.11, an instance of a FlowVisor must manage a limited number of 3 independent

and non-overlapping channels, but this can lead to logistical issues in network planning for

adjacent WLANs due to the co-channel interference. For optimal performance in large wireless

networks, FlowVisor requires global network visibility in order to re-use frequency bands in

different geographic locations. It is possible to use time division multiplexing between nearby APs,

but this needs coordination and finely grained synchronisation between wireless nodes, which

is not possible under the current 802.11 specification. However, as discussed in Section 2.2.1

of Chapter 2, this is now set to change with the development of the new 802.11be version of

the standard, which provides a specification for inter-AP information sharing and coordinated

channel access. Also note that frequency division multiplexing techniques can be wasteful due to

the use of guard intervals between adjacent channels, and the inefficiency only increases as the

number of sub channels are added. While long-term fairness is ensured in a flat topology, this

may not be the case in a multi-hop network where hidden and exposed nodes may be present.

In the following sections, the various technological solutions and research work related to the

application of the SDN in heterogeneous wireless networks is presented according to the network

type targeted. There is a particular focus on the Software Defined Wireless LAN (SD-WLAN),

with further sections on software-defined cellular networks and wireless sensor networks.
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4.2.2.1 Software Defined Wireless LANs

This sub-section describes the various architectures and related research towards the application

of SDN in 802.11 Wireless Local Area Networks (WLANs).

Although many of the technical challenges, for example mobility, slow/fast fading, and co-

channel interference, are similar across both network types, there are several ways in which

WLANs such as 802.11 are fundamentally different compared to their cellular counterparts in

the WWAN. For example, residential 802.11 WLANs differ substantially in that their deployment

is entirely unplanned and therefore unoptimised. Furthermore, the user traffic is predominantly

media based, with applications such as high definition video and audio streaming, online gaming,

video teleconferencing, and home automation.

In the following paragraphs, related wireless SDN solutions and research are presented

according to the target research area, for example network virtualisation, data plane programma-

bility, and centralised resource allocation.

4.2.2.1.1 Southbound Interfaces Because of the vastly expanded data plane and control

plane functions in wireless software-defined networks, is it necessary to implement new program-

ming interfaces in order to facilitate the centralised monitoring and management of 802.11 APs.

For example, CAPWAP [124] allows a controller to securely connect via the Distributed Transport

Layer Security (DTLS) protocol to an 802.11 AP for the purposes of exchanging network state

information and control data. Two types of MAC operation are supported: (1) Local MAC Mode,

which is the traditional form of operation whereby most MAC functionality is implemented in the

802.11 AP and the controller role is negligible, and (2) Split MAC Mode, where real-time MAC

functions are executed by the AP, while operations such as beacon generation and probe responses

are managed by the remote controller. Another example is CPE WAN [64], which provides a

dynamic programming interface between Auto Configuration Servers and Customer Premises

Equipment (CPE) such as modems, VoIP telephones, and 802.11 APs, and allows dynamic provi-

sioning, auto-configuration, and software/firmware image management. Devices behind a NAT

box are able to securely discover servers and obtain their configuration, and the configuration

servers can also initiate connections to CPE devices. The CPE WAN API is considered as an

important enabling technology for M2M, but does not include any provision for user mobility.
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4.2.2.1.2 Network Virtualisation The virtualisation of the WLAN involves the use of mul-

tiple virtual APs mapped to one or more physical AP infrastructure devices. The following

paragraphs describe the various approaches taken in the available research literature.

Instead of extending the OpenFlow protocol to include the required wireless data plane

programming ability, the OpenRoads [113] architecture developed at Stanford University relies

on the use of SNMP for managing and configuring the 802.11 APs. Slicing is performed via

FlowVisor for the data path and SNMPVisor is used to slice the AP configuration channels as

required.

Odin [191] uses a Light Virtual Access Point (LVAP) that maintains individual client associa-

tion state separately from the underlying physical AP. Each LVAP consists of client IP address,

BSSID and SSID, and a set of OpenFlow processing rules, and are used to track the logical state

of the client connection. To perform handover, the LVAP is simply transferred from one AP to

another which reduces the required overhead.

SplitAP [29] supports network virtualisation and the efficient management of client airtime

for uplink traffic. Each AP broadcasts the beacons for the different virtual networks associated,

which requires a client agent application to adjust traffic based on instructions received from the

controller. If the usage of a given slice is above the specified threshold, a new maximum uplink

airtime is calculated and broadcasted into the network.

The Virtualized Access Network [177] is an SDN architecture designed for the virtualisation

and centralised control of residential networks. The architecture consists of domestic 802.11 APs,

a central SDN controller, and content provided servers, for example Netflix and Amazon Prime

Video. In the solution the controller exposes a northbound API which allows content providers to

monitor traffic and define end-to-end QoS and QoE.

CloudMAC [50] virtualises the 802.11 APs by placing the SDN controller within a remote

cloud computing infrastructure. The primary components of the architecture are the APs, VAPs,

OpenFlow switch, and the SDN controller. The only MAC functions performed by the physical

AP is the forwarding of MAC frames from client devices and time-sensitive operations such as

re-transmissions and acknowledgements. All other functionality is managed by the remote VAP

in the cloud which handles the generation and processing of AP-related MAC frames. The APs

and VAPs are connected by means of a Layer 2 tunnel using an OpenFlow-enabled switch.

EmPOWER [156] uses the LVAP virtualisation concept in order to decrease the overhead

associated with client mobility. The Energino add-on allows energy monitoring and a REST API

enables administrators to selectively turn off and on lightly loaded APs in order to reduce power

consumption. EmPOWER 2 is a more comprehensive architecture using a 3-dimensional pool of

frequency, bandwidth, and time resources, with the aim of efficient interference mitigation and

reduced energy usage.
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In [123] the authors propose a new southbound interface called the Ethanol protocol, which is

used alongside OpenFlow in wireless SDNs. QoS on the APs is supported by the Ethanol agent

application using Hierarchical Token Bucket (HTB) scheduling for per-flow programmability

based on user traffic classes. Ethanol follows the object-oriented programming paradigm and

treats all entities as a physical or virtual object with its own set of parameters and executable

functions.

SD-WLAN [231] also implements the 802.11 MAC layer functionality in a remote controller

using an extended version of the OpenFlow protocol. BeHop [221] provides traffic monitoring

capability and efficient handover management using VAPs and a modified OpenFlow protocol.

Other closely related examples include CUWN [179], AeroFlux [164], RCWLAN [129], vBS [128],

BIGAP [235], and OpenSDWN [163].

4.2.2.1.3 Network Densification To address the challenges of wireless network densifica-

tion and observability, DenseAP is proposed in [125]. The architecture consists of DenseAPs

and the DenseAP Controller, and a daemon application running on the AP monitors the 802.11

interface statistics, for example, RSSI values, user traffic patterns, and a list of new user clients

waiting for connectivity. The collected state information is then passed to the DenseAP controller

which makes control decisions, tunes the network parameters accordingly, and then informs and

updates the DenseAP devices running in the data plane.

The Cisco Unified Wireless Network (CUWN) [125] provides security, QoS, and seamless

mobility using either the Lightweight Access Point Protocol or CAPWAP as the southbound

interface. The architecture supports both the local MAC mode and split MAC mode enabled by

CAPWAP. For Radio Resource Management (RMM), CUWN chooses a local controller from the

list of APs found using the Neighbor Discovery Protocol.
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4.2.2.1.4 Programmability In terms of enabling device programmability, DIRAC [228] uses

a southbound interface along with two primary components consisting of the router core (running

on commodity silicon) and agent application running on the 802.11 APs. The software agents

receive messages from the router core and forwards them to the device driver. The messages and

interactions between the router core and the agent applications consists of events, statistics, and

actions. The agents also send periodic AP statistics to the router core, including metrics such as

the packet loss rate and the signal-to-noise ratio.

Trantor [127] extends DenseAP to provide software-defined control of wireless clients, in

addition to 802.11 APs. The control information exchanged between STAs and the DenseAP

controller include packet loss rate, channel utilisation, and RSSI. A set of APIs is provided in

order to allow centralised control such aspects of the client as association, channel allocation,

transmission rate, and transmission power. For example the function associate(APi), which

instructs a client to associate to the AP with index i. However, there are no network control

mechanisms provided that can exploit these programming primitives.

Dyson [126] extends Trantor to enable two-way communication between the 802.11 STA

devices and the DenseAP SDN controller. However, only Dyson-enabled clients can initiate

communication with the controller, which uses such information as the sum of RSSI values for

all nodes in the network, the number of packets transmitted during a given window, and the

channel utilisation to create a global network usage map. The map includes such information as

the geographical node location, connectivity information for each STA/AP, the achieved airtime

utilisation, and a database of historical network measurements.

The work in [217] simplifies programmability by extending the OpenFlow control interfaces

according to the specification: (1) Capabilities, these interfaces are used to inspect the abilities

of AP devices, including the supported number of channels and transmission power etc, (2)

Configuration, which are the interfaces used to facilitate the configuration of physical and logical

ports, (3) Events, which are interfaces used to report occurrences such as probes, authentication,

and association to the SDN controller, and (4) Statistics, which allow the controller to query

various wireless statistics associated with the 802.11 AP and STAs.

ResFi [227] targets information collection and sharing in residential 802.11 networks. The

ResFi agent application runs in user-space on the AP and provides the IP connectivity for the

wired backhaul, and also controls the process in which APs discover each other and the subsequent

connection establishment. The agent shares the information collected with the controller and

other APs. Individual APs can subscribe to the listening socket of the neighbouring devices to

receive their updated state/configuration. Because the solutions relies solely on the interfaces

provided by the hostapd software, ResFi does not require any kernel or drive modification.
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4.2.2.1.5 Resource Allocation As mentioned previously, the centralised resource allocation

facilitated by wireless SDN allows for new and efficient methods of managing the co-channel

interference, and is one of the main prospects in wireless SDN. In such systems, a WLAN may

be represented as a conflict graph with the vertices denoted the APs, and the edges giving the

interference level between APs. The objective of the resource assignment is to colour the graph

using a minimum number of colours in order to improve channel reuse and the overall capacity.

CloudMAC allows multiple interfaces belonging to a physical AP to be mapped to a VAP with

interfaces that operate on different radio channels. If the network monitoring finds that a given

client is currently using a channel with a high level of interference, then the controller sends a

802.11h channel switch message to the client containing instructions for the node to switch to a

channel with less interference. Because clients are already associated with a VAP, there is no

need to re-authenticate, as it can simply connect to any AP through its existing VAP.

Odin also provides a heuristic channel allocation mechanism based on sampled RSSI values,

which always assigns the channel with the smallest maximum/average RSSI for each AP. Em-

POWER2 uses the provided API to traverse the network map and detect any uplink or downlink

conflicts that exist between different LVAP pairs. The graph colouring algorithm presented in

[160] is used in order to assign channels in a way that avoids conflicts.

A large number of other related works also target the centralised resource allocation problem

in software-defined WLANs. For example, the work in [166] formulates the channel assignment

task as a binary integer linear programming problem, the authors in [158] propose a fair algo-

rithm for traffic-aware channel assignment based on the user traffic requirements, and [116]

which implements a predictive interference model based on user traffic and signal strength. Note

that resource allocation in wireless networks using SDN is a substantial and varied research

subject in its own right, and a exhaustive survey of such techniques is beyond the current scope.

For more information, the authors Dezfouli et al. provide a detailed literature review of related

resource allocation techniques in [52].
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4.2.2.1.6 Association Control In traditional 802.11 networks, the distributed association

control mechanism is strongest signal first (SSF), where each client takes a local decision as to

which AP to connect to based on the RSSI of the probe responses and beacon frames. Also used is

Least Load First (LLF) whereby APs broadcast their current load (represented using metrics

such as the total number of competing stations present) via beacons which are then used by the

client devices to inform the association control decision making.

For client steering, CUWN uses Cisco Compatible Extensions (CCX) with centralised control

of RSSI thresholds to facilitate seamless handover between 802.11 APs. When the RSSI threshold

from the AP reduces below the scan threshold, the client quickens the rate at which it scans for

other infrastructure APs to ensure the fastest possible hand-over. Three different types of roaming

scenarios are accommodated: (1) Intra-controller roaming, whereby handovers are performed by

switching the associated AP defined in the database (2) Inter-controller Layer 2 roaming, which

occurs when a client associates with an AP managed by a different SDN controller for the same

subnet, and (3) Inter-controller Layer 3 roaming, which occurs when a client associates to an AP

managed by a different SDN controller for a different subnet.

The Odin Mobility Manager (OMM) provide seamless handover by enabling fast LVAP

migration between APs. A persistent TCP connection is maintained for each Odin agent so that

transferring between different agents does not require that the connection is reestablished. The

re-association delay is equal approximately to the time it takes for two messages to be sent from

the controller to the current and new APs in order to remove and add the LVAP association. For a

successful exchange, this is equal to the total RTT between controller and APs, which is of course

dependent on the size of the network being managed. Other notable example of client steering

include EtherFlow which uses a predictive handoff strategy to reduce the computational and

communication overheads, and BigAP, which utilises the 25 channels available in the 5 GHz

Wi-Fi band to construct disjoint collision domains via the use of a separate monitoring interface

and client channel switching.
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4.2.2.1.7 User-based Management Some works including Yiakoumis et al. [222], allow an

agent application running on the end user device to define the service types used by certain

traffic classes, which can then be implemented by the operator with the help of its global network

view. The role of the agent is to translate the high-level policy provided by the user into the

required low-level network directives. Participatory Networking features a similar mechanism

where a user facing API is used to communicate the desired configuration information to the

SDN controller. One of the main aims of the solution is the resolution of conflicting requests

for concurrent user access, which was also targeted by Kumar et al. in [67]. The architecture

uses an OpenFlow enabled switch and network slicing at the home gateway and provides a

graphical user front end for configuring application traffic settings. FlowQoS [165] overcomes a

limitation in Open vSwitch where per-flow QoS is not supported. The architecture also provides a

graphical front end for users where application traffic preferences are defined. This information

is then passed to the SDN controller which is responsible for both traffic classification and

policy enforcement within the network. Another similar example is P2PQoS [201], which targets

peer-to-peer video and audio streaming using SDN. Hyunwoo et al. [131] proposed a SDN-based

solution to improve QoS for high definition video streaming coordinated by the content provider.

The SDN controller chooses the best delivery node based on the global view of network state with

routing performed using the Constrained Shortest Path First algorithm with MPLS. Metrics such

as link bandwidth, packet loss rate, and jitter, as well as QoE related metrics such as video start

up delay and buffering rate, are continuously monitored and when issues are detected the next

best content delivery node is dynamically reassigned.
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4.2.2.1.8 Provider-based Management Network slicing allows the splitting of a physical

home network to provide isolation between homes and a more efficient overall operation. Slice

management can be delegated to a third party which can remotely control interference man-

agement, security, and QoS between multiple adjacent home networks. This responsibility may

be transferred to content provider such as Netflix and Disney+ to provide end-to-end QoS and

QoE for high definition video streaming. Examples include Home Slice [222], which assigns to

each slice resources such as bandwidth, CPU and memory, and forwarding table entries using

FlowVisor, with an SNMP manager used to dynamically configure the home network APs. A

similar solution is proposed by Wang et al. in [211]. In a dense urban deployment, the high

number of access points and adjacent networks results in significant interference issues. In the

proposed architecture, users associate to a virtual AP which is maintained for all physical AP

connections. Virtual APs may be switched off in dense deployments to control interference and

manage network congestion. However, the solution does not provide any method of information

sharing and coordination between APs. BeHop extends the above solution for better resource

allocation and user association. The architecture consists of a centralised controller, data plane

APs, and a network monitoring and data collection entity, with an API for configuring AP channel

and power usage. The POX [97] SDN controller is used with dual-radio OpenWRT routers and

Open vSwitch with Wi-Fi extensions. Several works focus on managing interference between

APs belonging to different service providers. For example, the COAP [142] solution uses uses a

cloud-based Floodlight controller to manage channel allocation and interference using a modified

wireless version of OpenFlow, without assistance from end users or operators.
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4.2.2.2 SDN in Cellular Networks

This section provides an overview of topics and research challenges related to the application of

SDN in wireless cellular networks. A number of different SDN research areas and applications

are targeted in the literature, including centralised resource allocation, control plane and data

plane scalability, and protocol evolution and technology agnostic device management. However,

the following sub-sections focus only on resource allocation and protocol heterogeneity.

In cellular networks the Radio Access Network (RAN) provides connectivity over the last

hop for wireless users and is responsible for functions such as MAC scheduling and handover

management. The Core Network is used to connect individual RANs and handles mobility,

connection establishment, and Quality of Service (QoS). Base stations host two types of gateway

used by subscriber devices to connect to the Internet: (1) the Serving Gateway (S-GW) and (2)

the Packet Data Network Gateway (P-GW), with both devices containing both control plane and

data plane functionality. Example data plane functions include traffic monitoring and network

access control, and control plane functions include user mobility, dynamic routing, radio resource

allocation, and connection establishment. However, the tight integration between control and data

planes in the traditional cellular design creates issues for the scalability of the network and the

efficient management of resources. In particular, the need to efficiently manage available network

resources has significantly increased over the last decade due to an exponential growth in demand

for wireless connectivity. As such a number of optimisation techniques have been developed in

order to increase the overall capacity of the network, including cell splitting, power control, and

advanced channel allocation algorithms. Existing architectures also make it difficult to exploit

the availability of multiple connectivity options, for example LTE, 802.11, and WiMAX. Presently

users must manually switch between networks without proper and informed consideration of the

current network state/load in the decision making process.

By decoupling the control and data plane at the P-GW, both the overall scalability and

manageability of the network are improved. The decoupling also allows global resource allocation

and interference management, and the integration of heterogeneous wireless technologies by

the use of multiple concurrent control planes and a hardware abstraction layer. Example SDN

applications in cellular networks include Quality of Service (QoS), traffic monitoring and billing,

network slicing, network function virtualisation, load balancing, and user mobility.
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4.2.2.2.1 Resource Allocation One of the main prospects of the application of SDN to wire-

less is the centralised allocation of resources. Cell splitting allows greater spatial re-use of

frequency resources by replacing a single large base station with multiple smaller stations trans-

mitting at a relatively lower power. This results in a denser cellular topology and a higher overall

bandwidth, but leads to a higher number of overlapping cells and greater interference, which

complicates network management.

As defined by Haque et al. in [87], the different SDN-based solutions that are available

to assist in this regard may be split into three categories: (1) RAN-based solutions, which

target resource allocation at the cellular network edge, (2) Core Network solutions, which target

allocation in the core of the network and the Internet boundary, and (3) RAN and Core Network

approaches, where resource allocation is performed concurrently and in coordination across both

RAN and core parts of the network.

A well known example of SDN-based resource allocation in the RAN is SoftRAN [77], which

features a centralised radio access control plane that abstracts multiple base stations into a

single virtual base station, similar to the big switch abstraction in traditional wired SDN. Near-

optimal allocation is performed from a 3-dimensional grid of time, space, and frequency resources.

However, the latency between the controller and the data plane devices is a particular issue

for wireless. Therefore SoftRAN uses a process called task distribution whereby some of the

responsibility for local decision making is redistributed back into the data plane devices, while the

controller maintains overall control. For example, uplink transmission frequency, transmission

power, and handover management are performed centrally, while uplink frequency allocation is

performed at the base station. Note that the controller is informed during the decision-making

process by accessing the information database (called the RIB), which contains various operator

settings and preferences, interference maps, and flow statistics.

time space

frequency

Figure 4.2: 3D Grid of Spectral, Temporal, and Spatial Resources
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In the cellular core, SoftCell [94] decouples the control plane from the data plane at the

Packet Data Network Gateway, and transfers the more complex functionality to access switches

residing at the base stations. The main aim of the architecture is to connect User Equipments

(UEs) to the Internet. The role of the controller is to implement the high-level policies as rules in

firewalls and other middle-boxes in order to fulfil the user traffic requirements. Note that the

controller implements the LTE signalling protocol between UE and the Mobility Management

Entities in order to support entirely unmodified UEs. Packet classification and marking is done

at the access switches using a local SDN controller and Open vSwitch. In order to increase the

control plane and data plane scalability a multi-dimensional packet aggregation mechanism is

employed which reduces forwarding table size.

Cellular SDN [110] provides unified RAN and Core Network resource allocation. Multiple ap-

plication modules provide functions such as radio resource management, user mobility, subscriber

tracking, and billing and policy enforcement. Furthermore the efficient sharing of resources is

implemented using FlowVisor [161]. Local functions are delegated to data plane devices to remove

the problems associated with the wireless control channel latency, for example functions such as

traffic monitoring and changes in queue priority that do not benefit from controller involvement.

Other local tasks including packet classification and compression. The authors in [115] extend

Cellular SDN by installing an SDN agent application directly onto end user devices in order to

improve QoE and enable direct device-to-device communication.

SoftAir [17] targets SDN in 5G cellular networks using a three-way virtualisation of the

network, physical wireless medium, and access switches. Network virtualisation provides the

proper isolation and insulation between network slices allowing resources to be shared effectively

between multiple independent operators. Wireless virtualisation provides a low-level control over

wireless resource sharing implemented by controlled scheduling. The switch-level virtualisation

feature allows efficient bandwidth slicing and isolation using FlowVisor.

Other related solutions include MyNET [230], which provides a similar architecture to SoftAir

with a hierarchical deployment of controllers designed to improve the overall responsiveness.

CMaaS [220] provides a 4-tier controller hierarchy: (1) the UE controller which manages the

user device and local attachments, (2) the Base Station controller which provides control over

time-sensitive radio functions, (3) the RAN controller which manages a regional set of base

stations, and (4) the Network controller which maintains a global view of network state and

functions such as mobility, QoS, and routing. Note that in this architecture each controller is

always constrained by the decisions of the upper controller.
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4.2.2.2.2 Protocol Evolution Another branch of SDN works for cellular networks focuses

on protocol heterogeneity and evolution.

OpenRadio [26] proposes a cellular core using modular protocol elements that allows the

independent development of different control planes, which can easily be extended without

modification or replacement of the underlying controller and data plane hardware. OpenRoads

[113] uses SDN to bridge between heterogeneous link technologies such as LTE and 802.11

in order to increase the capacity and coverage, and also provide functions such as network

slicing using FlowVisor, traffic isolation, and routing. OpenRAN [28] also relies on virtualisation

to support multiple distinct wireless technologies and can also manage network storage and

compute resources. SDWN is similar to OpenRAN and OpenRoads but also provides dynamic

traffic configuration and RAN programmability. CROWD [21] also provides unified control of

heterogeneous wireless technologies with efficient mobility and interference management through

a hierarchical controller deployment. A regional controller performs long-term optimisations

using information received from the local controller in the layer below.
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4.2.2.3 SDN for Wireless Sensor Networks

The main challenge in wireless sensor networks is the limited resources of individual sensor

devices, which is worsened at scale as the level of control traffic increases. Such networks usually

consist of a group of constrained sensor devices with the common task of monitoring a particular

phenomena, for example target tracking and habitat monitoring. Wireless sensor networks rely

on a central node to monitor the network and collect the application data, and therefore the

model used can be directly mapped to the controller-switch relationship in SDN.

The main benefit is that by freeing the sensor devices themselves from tasks such as routing

and topology management, the overall power consumption and efficiency is improved. The

controller assumes responsibility for such functionality which allows execution in a more efficient

manner due to the globalised view of network state, while also acting as the sensor sink node

in many implementations. The SDN approach also allows the management of heterogeneous

hardware types under a single unified management platform. However, traffic patterns in wireless

sensor networks differ significantly from traditional software defined networks, taking a reverse

multi-path with aggregation at intermediate network nodes. In addition, wireless sensors are not

equipped with a separate interface for the control connection, and therefore both data plane and

control plane traffic is sent over the same unreliable wireless path.

4.2.2.3.1 Extending SDN for Wireless Sensor Networks Many research works extend the

traditional SDN architecture to provide the various data structures and applications needed in

wireless sensor networks. For example, Sensor OpenFlow [118] provides new classes of forwarding

with reduced power consumption by virtue of a more efficient duty cycle control mechanism. While

traditional SDN flows are address centric, Sensor OpenFlow provides support for low-power IP

alternatives such as uIPv6 [57] while maintaining regular TCP/IP connectivity between devices

and controller. To limit the amount of traffic over the combined control and data channel, the

solution restricts the number of new flow requests that can be sent by the wireless device in

response to dynamic changes in the network topology. After sending an initial request the device

may not send another until the controller has responded or a timer elapses.

SDN-WISE [70] extends Sensor OpenFlow for stateful operation in wireless sensor networks

supporting multiple controllers using a one-to-many controller proxy model. The SDN controllers

and sensors are modified with the necessary data structures to manage the state of sensor devices

performing local control tasks. For example routing is performed locally using the Topology

Discovery protocol which is sent periodically to the controller to maintain the global network

view. The controller also sends messages periodically back into the data plane to update sensors

with the latest best next hop to the controller. Other related works include [146], which also

uses a stateful approach when delegating tasks to sensors for wide-band spectrum monitoring.

Controllers, collectors, and sensors form the three-tier architecture where the collectors assume

the role of aggregating intermediate nodes.
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4.2.2.3.2 Centralised Resource Allocation Another category of SDN work in wireless sen-

sor networks is centralised resource allocation. An example is seen in SDWN [28] where the SDN

controller is placed at the sink node. Special features include efficient duty cycling and flexible

cross-layer routing optimisation. However, there is no attempt to mitigate the control plane

traffic which is still required for establishing the end to end connectivity, and this is a particular

problem for resource constrained wireless sensor devices. Smart [47] is a related architecture

where the SDN controller is also placed at the sensor sink node, which is claimed to increase the

overall energy efficiency, but again the mitigation of the control plane overhead is not considered.

4.2.2.3.3 Scalability The number of connected devices needed for many wireless sensor

applications means that the use of a single controller becomes an issue as the network scales.

Not only in terms of data collection, but also for the network control traffic. Multiple clusters

of controllers may be used to alleviate the problem by splitting the control plane responsibility

across multiple independent but communicating controllers and sink nodes. Examples of such

works include Spotled [139] and Flow Sensor [149].
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4.2.3 Overview of SDN-assisted Interface Bonding

This section provides an overview of the core concepts related to the main thesis research subject

of SDN-assisted interface bonding, including the performance benefits, the main limitations, and

open research challenges. In accordance with the main thesis research theme there is a particular

emphasis on the bonding of wireless technologies such as 802.11.

4.2.3.1 Definition

SDN-assisted interface bonding is the technique of applying SDN principles to the wireless link

aggregation problem. Such architectures centralise link aggregation functionality, for example

bond scheduling and interface selection, in the SDN controller to exploit its global network state

view and facilitate network-wide bond operation and automated policy configuration.

Open Flow Switch Open Flow Switch

SDN Controller

Control Plane Interface

Bonded Ethernet Links

Backup WLAN Link

Figure 4.3: Centralised Bonding Functions in SDN-assisted Link Aggregation

4.2.3.2 Research Outlook

A number of SDN related interface bonding research works have been published in the last 4 years.

Most of these target link aggregation using Multipath TCP at the Transport Layer using wired

links such as Ethernet. Several open-source controllers, for example Ryu [43] and OpenDaylight

[102], provide extended forms of the Link Aggregation Control Protocol for use in software-defined

environments, but the functionality seen is still fairly simplistic, in particular there is no dynamic

configuration of bond slaves according to the current achievable link performance. As a result

there are many open research questions yet to be answered, especially at Layer 2 of the protocol

stack and with respect to the scalability of such systems and their performance over highly

contested and fast-fading wireless channels. A detailed literature of related SDN work is found

later in the chapter.
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4.2.3.3 Benefits

There are multiple benefits to an SDN-assisted approach to link aggregation which apply to both

wired and wireless networks.

1. Network-wide Bond Policy Configuration: In an SDN-assisted bonding system, network

administrators may express network-wide bonding policies in the management plane

which filter down to switches and end-user devices in the data plane. For example, an

administrator may forbid the use of bonding in certain parts of the network, prevent its use

under certain traffic conditions, or otherwise limit its behaviour, such as allowing LACP

or round robin mode only. This ensures consistent use of bonding across the network and

avoids its problematic or wasteful application. Vendors may offer such functionality as a

value added service which forms part of a larger SDN solution.

2. Automated Bond Configuration: Manual configuration of link aggregation between end

hosts is time consuming, prone to error, and can lead to inefficient use of bonding. In

SDN-assisted link aggregation environments, the SDN controller plays a key role in bond

configuration by actively/passively acting in the bond creation process, for example by

augmenting LACP, or by directly programming the bonding devices. The controller may

be utilised to help select the most appropriate set of interfaces to be used based on its

global view of network state, which greatly reduces the burden of manual configuration for

engineers.

3. Centralised Bond Scheduling: Several recently published research works have demon-

strated how centralised and dynamic bond scheduling can be used to increase overall bond-

ing efficiency using MPTCP in wireless networks. For example, by calculating weighted

round robin frame allocation ratios based on a global view of network state, the controller is

able define the most appropriate scheduling to be used to maximise throughput, coordinate

the use of bonding across the network, and facilitate advanced load balancing algorithms.

Such architectures may greatly improve the operation of wireless interface bonding and

increase the utilisation of available network resources.
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4.2.3.4 Challenges

In addition to general challenges related to the individual research subjects of SDN and wireless

link aggregation, there are several specific challenges with respect to SDN-assisted wireless

interface bond as summarised in the points below:

1. Dynamic Wireless Channel: Due to the dynamic and shared nature of the wireless channel,

the achievable data rates and delay of wireless network interfaces are in constant flux. The

link monitoring and state information in the SDN controller that informs the interface

selection unit and scheduler may quickly become outdated if the delay in the control path

is too high or the wireless channel is too unreliable. Addressing this issue is key to a

successful implementation of an SDN-assisted wireless interface bonding architecture.

2. Control Plane Scalability: The use of bonding leads to a higher number of flows traversing

the network which creates an additional overhead at the controller in terms of the number

of rules and flow-tables managed. This can lead to an increase in the overall control channel

traffic and significant additional latency. In the worst case, this can result in memory

exhaustion causing complete failure of the controller. How the performance of SDN-assisted

wireless link aggregation solutions scale with respect to factors such as the flow load and

the number of connected devices is still very much an open research question.

3. Bond Interface Selection: The current, static approaches to bond configuration can lead to

inefficient and wasteful use of bonding, especially over wireless devices with heterogeneous

delays. Multiple research questions exist around bond creation and slave selection such as

the best combination of interfaces to use for a given set of links states, how often the bond

configuration should be evaluated, and which performance metrics should be used in the

decision-making processes.1

4. SDN Bond Scheduling: Traditional round robin scheduling performs poorly over links

with heterogeneous delays, as demonstrated and analysed extensively in the preceding

chapter research. The use of weighted round robin provides a possible alternative and

the global view of the SDN controller is ideally situated to make scheduling decisions for

bonding devices across the entire network. However, there are a number of unanswered

research questions for SDN-assisted scheduling, such as how best to calculate the optimal

frame allocation for a given set of states, whether scheduling updates should be periodic

or event-based, and whether latency and scalability in the control plane is potentially a

limiting factor in terms of the overall bond throughput performance.

1Note that addressing these challenges in particular is the main aim of the presented thesis research work.
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4.2.3.5 Use Cases

There are several potential use cases and applications for SDN-assisted link aggregation in both

wired and wireless networks, and a selection of which are described in the points below:

1. Virtual Machine Migration: In a software defined data-centre, link aggregation may used

to facilitate very large data transfers, for example Big Data applications and database

backups, but also to provide rapid virtual machine migration within or between physical

data centre sites. The former may be of benefit during server fail-over by greatly reducing

the time required for service restoration.

2. Boosting Wireless Access: In software-defined wireless environments, link aggregation may

be used to increase data rates between a multi-homed mobile device and a multi-technology

wireless AP by extending SDN to the communicating host, i.e. by installing Open vSwitch

and other extensions directly onto the mobile device, which is of particular use when

frequent bottlenecks occur at the wireless edge.2

3. Re-deployable MPTCP Proxies: SDN may be used in conjunction with Network Function

Virtualistion (NFV) techniques to provide MPTCP proxies that are instantly deployable to

any point in the network. The optimal proxy placement may be evaluated centrally by the

SDN controller and the required virtual network functions deployed dynamically according

to current network state.

2Note that this use case is the main focus of the thesis research work.
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4.2.4 Related Work

This section provides a literature review of related SDN interface bonding research. Such works

have largely focused on MPTCP, the multi-path enabled version of TCP, but some works also

target link aggregation at Layer 2 of the stack using Open vSwitch. This survey provides a

synthesis of currently published SDN related interface bonding research at all layers of the

protocol stack categorised according to research application and considering both wired and

wireless devices. To the best knowledge of the author, the following overview represents a first in

the research literature.

4.2.4.1 MPTCP Link Aggregation in the Data Centre

One of the first research works exploring SDN-assisted link aggregation was published in 2015

by Duan et al. [55]. The work targeted large scale data transfers in data centre networks. An

SDN-assisted application is proposed that dynamically assigns MPTCP sub-flows to intelligently

selected network paths with the goal of avoiding potential packet re-ordering and loss. The system

is comprised of a controller that performs sub-flow management calculations, and a monitor,

responsible for dynamically adjusting the number of sub-flows. Simulations performed in ns-3

are used to demonstrate the value of the SDN-based proposition and results show a significant

increase in the overall end-to-end MPTCP throughput. Note that the work does not actively

prevent multiple MPTCP sub-flows traversing the same link - the proposed solution chooses

which MPTCP sub-flows to add or remove based solely on the throughput demands made by the

MPTCP end-point.

The authors Zannettou et al. explore path diversity in data centres using MPTCP-aware

SDN [225]. As alluded to above, the use of MPTCP with Equal Cost Multipath Routing can

lead to individual sub-flows utilising the same network path due to its random hash-based

path selection. The SDN controller provides better utilisation over these paths by dynamically

assigning sub-flows. The Floodlight-based controller consists of two components, a Topology

Manager, responsible for obtaining the set of paths between hosts and presenting them to the

second component, a Forwarding Module, which is responsible for selecting which path to assign

to each individual sub-flow. The system was evaluated using the Mininet emulator with Linux

MPTCP and Open vSwitch was used to emulate switches in a 8-ary FatTree data centre topology

consisting of 128 hosts and 80 fabric switches. Test results show that by providing strictly disjoint

sub-flow paths, the SDN controller was able to improve the MPTCP throughput up to 25%.
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4.2.4.2 MPTCP Wireless Link Aggregation

Next, we provide an overview of published works closely related to the central thesis research

subject. The main related work is the architecture and decision-making algorithm proposed

by the authors Nam et al. described in detail in Section 4.2.4.2.1 below and independently

evaluated later in the chapter. Other related SDN-assisted wireless bonding works are described

in Section 4.2.4.2.2.

4.2.4.2.1 Nam et al. (2016) In the work presented in [130], the authors Nam et al. propose

an SDN scheme for dynamic MPTCP path control over dual 802.11 WLAN links. A customised

SDN agent application running on the MPTCP host communicates with an SDN-controller which

tracks the capacity of available network links and dynamically chooses interfaces based on a

global view of network state. The necessary flow-control, QoS, and routing configuration is then

programmed by the SDN controller onto the host via the SDN agent application. The scheme

uses a value called the bond throughput gap as the main decision making metric - if greater than

0.9 then a signal is sent to the controller to diagnose the network issue. If there is congestion

in the local network, the controller may remove the offending sub-flow by sending a TCP RST

segment. Sub-flows may be added using MPTCP MP_JOIN messages.

The solution was implemented using the POX SDN controller and tested on the Mininet

network emulator. MPTCP version 0.9 was installed on the Ubuntu 14.04 operating system on

both the MPTCP client and server. A hardware, TPLINK TL-WDR4300 802.11 AP was attached

to the emulated network, and the MPTCP client was connected using two separate 802.11g

and 802.11n wireless interfaces. The TL-WDR4300 used three dual-band antennas providing a

theoretical maximum throughput of 300 Mbps over 802.11g and 450 Mbps over 802.11n.

During the first evaluation test, the behaviour of MPTCP was analysed under protocol-

stress conditions by manipulating the 802.11 latency and capacity using Linux Traffic Control

with Network Emulation and compared against the performance of the proposed scheme. The

maximum achievable data rate of 802.11n was limited to 5 Mbps with a 1% packet loss rate. The

achievable performance of the 802.11g link changed every 20 seconds between a 50 kbps data

rate with a 5% packet loss rate and 2.5 Mbps data rate with a 3% packet loss rate. A packet

capture of MPTCP packets was performed while the MPTCP client downloaded a file of 100 MB

in size from a web server utilising both 802.11 links simultaneously. The MPTCP re-ordering

queue size was estimated using the mptcptrace tool. The evaluation results showed that the

proposed system reduced the reordering queue size as well as the overall data transfer times

when compared to traditional end-point based MPTCP link aggregation. The traditional MPTCP

approach took a total of 210 seconds to download the 100 MB file, while the SDN-based approach

took 190 seconds, thereby providing a non-negligible percentage change of 9.52%.
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The second evaluation test analysed the performance of the proposed scheme when using

MPEG-DASH ABR video streaming using the DASH JavaScript player in a HTML5 web browser.

The video server played a total of 596 seconds of video using 20 different bit rates between 45

kbps and 3.9 Mbps. To analyse QoE, the authors compared the number of bit rate switching

events and the length of the re-buffering period measured for the proposed scheme against the

same when using traditional MPTCP. The proposed scheme was found to experience 46 bit rate

switching events and 25 seconds of re-buffering, compared to 68 switching events and 55 seconds

of re-buffering measured with traditional MPTCP.

The authors defines a metric called the bond throughput gap, which is used in the proposed

solution as the primary basis for the dynamic link selection decision-making:

(4.1) T put∆ =
T putMax

11n −T putMax
11g

Max(T putMax
11n ,T putMax

11g )

where T putMax
11n denotes the maximum achievable throughput of the 802.11n link and T putMax

11g

denotes the maximum achievable throughput of the 802.11g link. The normalised throughput

gap metric provides a measure of the difference between the maximum achievable throughputs

of the two 802.11 links as a ratio of the throughput of the link with the highest throughput.

The decision-making process of the SDN-controller application proceeds as follows. If other

flows are sharing the paths, then the controller actively measures the achievable throughput of

the two 802.11 links to obtain T put802.11g and T put802.11n. If no other flows are using the paths

then the application calculates the theoretical expected capacity using the MCS and RSSI on

both links to obtain T putExp
802.11g and T putExp

802.11n, which is calculated as:

(4.2) T putExp
802.11 = Min(T putW AN

802.11,T putLAN
802.11)

where T putLAN
802.11 is calculated as:

(4.3) T putLAN
802.11 = T putMax

802.11 −
N∑

i=1
T putUser i

802.11

The bond throughput gap threshold is set to a value of 0.9, based on the empirical data ob-

tained from the hardware-based testing performed. Above this value the MPTCP throughput was

severely degraded due to an excessively large re-ordering queue size. If the calculated value of

the metric is less than 0.9, then both 802.11 links are used. Otherwise only the single path with

the highest capacity is used.
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However, unlike bonding at Layer 2, MPTCP operates end-to-end at Layer 4, which also allows

the SDN application to exploit the availability of Layer 3 information, i.e. the multiple available

paths through the network between MPTCP client and the server. By doing so, the scheme is

able to determine whether the congestion is caused by a bottleneck in the WAN or whether it is

caused locally in the 802.11 WLAN. The SDN application is then able to react by re-assigning the

congested flow to a less congested path, and re-directing the flow to another, less loaded, content

server, or by removing it altogether. A simplified version of the main decision-making algorithm

is illustrated in the pseudocode shown below.

Algorithm 2: Nam et al. Algorithm for Dynamic MPTCP Path Control using SDN

1. INPUT PARAMETERS:
FlowID and FlowDB = Application ID and Flow Database

T putpathi ...T putpathn = Throughputs of paths i to n measured at the MPTCP client

T putExp
pathi

...T putExp
pathn

= Theoretical max capacity of paths i to n calculated by controller

T putmax = Maximum throughput among available paths i to n

T putpath
∆ = T putmax−T putpath

T putmax

T putthreshold
∆ = Normalised throughput gap threshold of 0.9

2. DECISION MAKING ROUTINE:
Get T putpath and T putExp

pathi
for available paths i to n

For available paths i to n

If T putpathi
∆ ≥ T putthreshold

∆ then
Set TCP Receive Window Size on path i to zero

Set a TCP RST segment over path i

Else
Send MPTCP MP_JOIN option to add path i

End
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4.2.4.2.2 Other Wireless SDN Bonding Works Xu et al. [215] propose an SDN and NFV-

based, multi-path wireless network architecture called MP-SDWN which supports seamless

mobility, flow-level QoS, and high throughput. The SDN controller consists of individual Topology

Manager, Slice Manager, and Client Manager components. The AP Daemon runs on physical ac-

cess points and virtualises the high-level MAC functions for each network slice. It also maintains

the Wireless Flow Transmission Tables programmed by the controller and obtains statistics from

a Multi-connection Virtual Access Point (MVAP). To facilitate user mobility, a separate MVAP is

maintained per user/client. Both TCP and UDP throughput is shown to remain stable during

handovers due to the soft, virtualised handover method employed. The MVAP is also used to for

multipath transmission at Layer 2, and while link aggregation for increasing overall data rates

is described in the work as being supported, it is not considered as one of the use cases.

The authors Nguyen et al. [136] present a resilient and scalable OpenFlow control channel for

software defined wireless access networks. The proposed solution uses multiple MPTCP links to

increase control path availability and relies on a network calculus-based framework. OpenFlow

traffic is transmitted to the SDN controller in one of two ways, either it is striped across all

available links, or messages are duplicated by sending them over all available paths. In both

cases the controller decodes only the message with the earliest arrival time and discards further

duplicates. After the initial TCP handshake between controller and SDN device, a check is made

for available MPTCP options. If enabled then a MPTCP bond is created and OpenFlow messages

are subsequently transmitted across both available paths. The additional MPTCP negotiation

does result in a small delay overhead at the start of the connection. However, the results show

that the overall path delay is reduced and throughput increases, which improves the scalability

and reliability of the control channel, allowing more flows to be serviced.

In [48], the authors propose a SDN-based solution allowing centralised bond scheduling

with a weighted distribution of frames. The weighted round robin algorithm is implemented

using the MPTCP parameter num_segment, which defines the static number of segments to

send per sub-flow in the traditional MPTCP implementation. The scheduler performance was

evaluated between a dual-interface, Wi-Fi and 4G smartphone on the client side, and a Netgear

AC1900 AP on the network side connected to a WAN gateway. The SDN controller was located

approximately 160 miles from the control network. Initial testing on the default MPTCP scheduler

produced a median throughput of 34.8 Mbps. Subsequent tests using weighted round robin show

a throughput improvement of approximately 7.8%. However, the results also show that in some

cases, the assigned link weights were not fully respected. For example, with a weighting of 2:200

(Wi-Fi:LTE), approximately 0.99% of segments should be transmitted over the LTE link, but

experimentally the ratio was measured at 0.9%. This is due to MPTCP always selecting the Wi-Fi

link first which means that it is likely the final cycle ends before the LTE sub-flow gets used.
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4.2.4.3 Open vSwitch Link Aggregation

To the best knowledge of the author, only one research work has been published targeting Link

Layer interface bonding using Open vSwitch in software-defined environments. The authors

Rocha et al. [157] propose an architecture allowing automated, scalable, and self adaptive link

aggregation using SDN. Automatic bond creation is implemented as follows: when the controller

receives notification of a new switch, all links are checked against those of neighbouring switches.

Link aggregation is assumed whenever more than a single link is identified. Failed links are

automatically removed from the bond and added if or when they come back up. Three scheduling

methods are presented; hash table, traffic analysis, and virtual round robin. The hash-table

algorithm is similar to LACP and takes a source/destination MAC address and source/destination

IP address and then calculates a hash used to define the interface over which traffic from that

particular flow is sent. The traffic analysis algorithm balances load by favouring links that

are more lightly loaded. The proposed link aggregation architecture was tested in a virtual

environment using Mininet, the Ryu controller, Open vSwitch, and OpenFlow protocol version

1.3. The topology used was a traditional 3-tier data centre architecture with core, edge, and

aggregation layers and all interfaces were configured with a speed of 100 Mbps. With respect

to fairness between bond links, the algorithms show a varying level of performance. The traffic

analysis approach performed poorly in all tests. However, both hash table and virtual round robin

algorithms were found to divide traffic equally between links. The work successfully implements

a dynamic, SDN-based link aggregation architecture but several aspects of the work raise further

research questions. For example, bond creation is performed automatically so there is no way

of managing which links to use in the bond, and neither is there an increase in data rates for a

single communication session.
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4.3 Evaluating the State of the Art

This section independently evaluates the main related contemporary research work, the SDN-

assisted dynamic link selection algorithm designed for MPTCP link selection using dual wireless

interfaces by the authors Nam et al. in [130].

The core link selection decision-making algorithm and related performance metrics of the

Nam algorithm are implemented in MatLab on top of the 802.11 interface bonding framework

presented in Chapter 3. The algorithm is then evaluated for the same series of balanced and

unbalanced applied load scenarios as used for the static round robin configuration in the previous

study. The MatLab based implementation of the Nam algorithm is described and illustrated using

pseudocode in Section 4.3.1.1, and the various simulation input parameters and applied load

scenarios used are detailed in Sections 4.3.1.2 to 4.3.1.4. The simulation results are given as a

function of the applied bond load and are discussed in Section 4.4 in comparison to the traditional

static bond configuration. A detailed evaluation and overview is given in Section 4.5, where the

limitations of the throughput-gap-based approach by Nam are explained and presented alongside

example output from the 802.11 bonding simulations conducted.
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4.3.1 Experiment Setup

This section describes the experiment setup and methodology used for the independent evaluation

of the dynamic link selection algorithm by the authors Nam et al. in [130].

4.3.1.1 Nam Algorithm MatLab Implementation

First we describes the MatLab implementation of the throughput-gap-based interface selection

algorithm by Nam and its adaptation for use at the Link Layer over a dual-link, point-to-point

802.1 bond, in order to model the type of kernel-based, packet-oriented interface bonding used by

solutions such as the native Linux bonding module and the Red Hat Teaming Driver, as studied

in the three independent research works by authors Jarasuriya [92], Shidik [171], and So et al.

[180].

As described in the previous related work section, the dynamic link selection algorithm used

by Nam works by calculating a metric called the bond throughput gap, a normalised value

representing the difference in achievable throughput performance between the two bond links

in proportion to the throughput of the fastest link. The results provided by the authors showed

that the aggregate 802.11 bond throughput performance was particularly degraded whenever the

measured throughput gap between links was greater than a value 0.9. Using this empirically

obtained value as a threshold for removing problematic links, the authors implement the following

decision-making algorithm: whenever the measured bond throughput gap exceeds the threshold

of 0.9, the slower of the two bond links is removed from the bond, thereby reverting to the use of

the fastest available single link3.

Note that the algorithm was originally designed for use with MPTCP and end-to-end interface

bonds traversing multiple intermediate devices such as routers, switches, and firewalls. In the

implemented framework the algorithm performance is evaluated at Layer 2.5 using a point-to-

point 802.11 interface bond as per the pseudocode below in Algorithm 3. In addition, a secondary

function of the implemented solution is the diagnosis of unstable network links, which can

under some circumstances be fixed using the next preferable route and end-to-path. However,

this functionality is not modelled in the current simulations where the focus is firmly on the

efficiency of the core decision-making algorithm and related performance metrics in relation to

the aggregate bond throughput when used over heterogeneous 802.11 devices.

3For the dual-link 802.11 interface bond assumed in the simulations
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The main pseudocode used in the MatLab implementation is shown in Algorithm 3 below.

The algorithm input parameters are the respective throughputs of each individual 802.11 slave

link, S1 and S2, as measured during the simulation. Similarly the output of the algorithm,

BondInterfaces[], is a vector representing the newly assigned state of each link of the bond where

0 represents an inactive interface and 1 represents an active interface.

Working through each line of the presented code, for all possible combinations of applied loads

used in the simulation a separate decision is made in each case as to which interfaces should to

be attached to the interface bond. To do so the measured throughput of each link is passed to

the calcSgap subroutine which then calculates the bond throughput gap based on the current

link state exactly as per the Nam algorithm. In the if conditional statement, the value of Sgap is

checked to see whether it exceeds the specified threshold of 0.9. If the value of Sgap is greater

than 0.9, then the max() and min() subroutines are used to find the fastest and slowest links and

the output vector of assigned slave devices is adjusted according by removing the slower link. If

the value of Sgap is less than the empirically obtained threshold of 0.9, then both bond links are

utilised.

Algorithm 3: Throughput Gap Based Link Selection Algorithm Pseudo-code
Data: S1, S2
Result: BondInterfaces[]
Sgap;
for all possible combinations of nodes do

Sgap = calcSgap(S1, S2);
if (Sgap > 0.9) then

fast = max(S1, S2)
slow = min(S1, S2)
BondInterfaces[fast] = 1;
BondInterfaces[slow] = 0;

else
BondInterfaces[0] = 1; BondInterfaces[1] = 1;

4.3.1.2 Simulation Input Parameters

In order to allow a direct comparison, the simulation input parameters used, including 802.11

types (11ac and 11ah), DCF parameters, and MCS settings are identical to those used in the

evaluation of the traditional static link selection approach in Section 3.4 of Chapter 3.
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4.3.1.3 Test Scenarios for Homogeneous 11ac-11ac Bond

First we present the tests for the homogeneous 11ac-11ac interface bond.

4.3.1.3.1 Nam Test 1A: Balanced Load Scenario The first Nam test for the 11ac-11ac bond

is the balanced load scenario shown in Figure 4.4 below, which is similar to RR Test 1A in Chap-

ter 3. At each iteration M frames are sent and the number of competing stations in each WLAN

is then incremented simultaneously from n = 1 to n = 100. At the start of the simulation the

algorithm uses the individual link states to evaluate the bond throughput gap and if exceeding

the 0.9 threshold then the problematic bond link is removed. Metrics such as the bond throughput

and bandwidth utilisation are calculated and appended to a series of N-sized output vectors.
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IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

802.11ac WLAN 1 802.11ac WLAN 2

n1 = 1 n2 = 1

n1 = 2 n2 = 2

n1 = 100 n2 = 100

n1 = ... n2 = ...

Figure 4.4: Nam Test 1A 11ac-11ac Bond Balanced Load Scenario
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4.3.1.3.2 Nam Test 1B: Unbalanced Scenario (Low Load) The next Nam evaluation sce-

nario is illustrated in Figure 4.5 below. The test is similar to RR Test 1B where in order to stress

the aggregated bond throughput performance, a light load of n = 1 is applied on the second 11ac

link while varying the load on the first 11ac link from n = 1 to n = 100. For each set of applied

loads the Nam algorithm uses the individual link states to evaluate the throughput gap and if

higher than the threshold of 0.9, then the slower 802.11 link is removed from the interface bond.

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

802.11ac WLAN 1 802.11ac WLAN 2

n1 = 1 n2 = 1

n1 = 2 n2 = 1

n1 = 100 n2 = 1

n1 = ... n2 = 1

Figure 4.5: Nam Test 1B 11ac-11ac Bond Unbalanced Load Scenario (Low Load)
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4.3.1.3.3 Nam Test 1C: Unbalanced Scenario (Moderate Load) The second unbalanced

Nam test for the 11ac-11ac interface bond also stresses the bond throughput, this time with a

moderate load on the second 11ac link of n = 50 while the load on the first 11ac link is incremented

from n = 1 to n = 100. The test is shown in Figure 4.6 and is similar to RR Test 1C from Chapter 3.

At each iteration M frames are sent and at the start of each test the algorithm evaluates the

bond throughput gap based on the individual link states and a decision is made as to which links

should be included in the interface bond.

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

802.11ac WLAN 1 802.11ac WLAN 2

n2 = 50

n2 = 50

n2 = 50

n2 = 50

n1 = 1

n1 = 2

n1 = ...

n1 = 100

Figure 4.6: Nam Test 1C 11ac-11ac Bond Unbalanced Load Scenario (Moderate Load)
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4.3.1.3.4 Nam Test 1D: Unbalanced Scenario (Heavy Load) The final unbalanced Nam

test for the heterogeneous 11ac-11ac bond is illustrated in Figure 3.17 below. The static load on

the second 11ac link is set to the maximum value of n = 100 competing nodes while increasing

the load on the first 11ac link from n = 1 to n = 100. As for the other tests M total frames are sent

and at the start of each sub-test the Nam algorithm evaluates the bond throughput gap using the

individual link states and if greater than 0.9, then the problematic link is removed.

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

802.11ac WLAN 1 802.11ac WLAN 2

n1 = 1 n2 = 100

n1 = 2 n2 = 100

n1 = 100 n2 = 100

n1 = ... n2 = 100

Figure 4.7: Nam Test 1D 11ac-11ac Bond Unbalanced Load Scenario (Heavy Load)
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4.3.1.4 Test Scenarios for Heterogeneous 11ac-11ah Bond

Next we describe the similar tests used for the heterogeneous 11ac-11ah bond.

4.3.1.4.1 Nam Test 2A: Balanced Load Scenario The first Nam evaluation for the 11ac-

11ah bond is the balanced applied load scenario shown in Figure 4.8 below. Again at each

simulation the load on the 11ac and 11ah links is increased simultaneously by incrementing the

number of nodes in each 802.11 WLAN from n = 1 to n = 100. For each combination of applied

link load the bond throughput gap is evaluated and if greater than 0.9 the offending slave link is

removed.
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IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

802.11ac WLAN 1 802.11ah WLAN 2

n11ac = 1

n11ac = 2

n11ac = ...

n11ac = 100

n11ah = 1

n11ah = 2

n11ah = ...

n11ah = 100

Figure 4.8: Nam Test 2A 11ac-11ah Bond Balanced Load Scenario
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4.3.1.4.2 Nam Test 2B: Unbalanced Scenario (Low Load) In the first of the unbalanced

load scenarios for the Nam algorithm and the heterogeneous 11ac-11ah interface bond, the

applied load on the second 11ah link is kept constant at the low level of n = 1 nodes while the load

on the first 11ac link is varied from n = 1 to n = 100. At every iteration M total number of frames

are sent and at the start of each sub-test the Nam algorithm measures the bond throughput gap

and if found to be higher than the 0.9 threshold then the problematic 802.11 link is removed.

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

802.11ac WLAN 1 802.11ah WLAN 2

n11ac = 1

n11ac = 2

n11ac = ...

n11ac = 100

n11ah = 1

n11ah = 1

n11ah = 1

n11ah = 1

Figure 4.9: Nam Test 2B 11ac-11ah Bond Unbalanced Load Scenario (Low Load)
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4.3.1.4.3 Nam Test 2C: Unbalanced Scenario (Moderate Load) The next Nam evalua-

tion for the 11ac-11ah interface bond is the unbalanced load scenario shown in Figure 4.60 below.

At each iteration the load on the 11ah link is kept constant at the moderate level of n = 50

while the load on the 11ac link is incremented from n = 1 to n = 100. Again for each applied load

combination the Nam algorithm evaluates the bond throughput gap and if greater than 0.9, then

the problematic link is removed.

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

802.11ac WLAN 1 802.11ah WLAN 2

n11ah = 50

n11ah = 50

n11ah = 50

n11ah = 50

n11ac = 1

n11ac = 2

n11ac = ...

n11ac = 100

Figure 4.10: Nam Test 2C 11ac-11ah Bond Unbalanced Load Scenario (Moderate Load)
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4.3.1.4.4 Nam Test 2D: Unbalanced Scenario (Heavy Load) The final Nam test for the

heterogeneous 11ac-11ah bond is the unbalanced load scenario where the applied load on the

11ah link is kept constant at n = 100 competing nodes while the load on the 11ac link is varied

from n = 1 to n = 100. The scenario is illustrated in Figure 4.7 below and as with the other tests

for every applied load combination considered the throughput gap is measured and if higher than

the 0.9 threshold the offending 802.11 slave link is removed from the interface bond.

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

IF (throughput gap >= 0.9)
     use fastest single link
ELSE use both links

802.11ac WLAN 1 802.11ah WLAN 2

n11ac = 1 n11ah = 100

n11ah = 100

n11ah = 100

n11ah = 100

n11ac = 2

n11ac = ...

n11ac = 100

Figure 4.11: Nam Test 2D 11ac-11ah Bond Unbalanced Load Scenario (Heavy Load)
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4.3.1.5 Comparison to Nam Methodology

In the benchmark work, Nam evaluates the aggregate throughput performance of an 11g-11n,

round robin MPTCP interface bond using a small-scale hardware testbed where both 802.11 links

are connected to a MPTCP server using a 100 Mbps Layer 2 Ethernet switch thereby creating a

multi-hop, end-to-end interface bond at the Transport Layer.

Firstly, by virtue of being hardware-based the method used by the authors is fundamentally

different compared to the MatLab based approach taken in the thesis research. In addition for

the simulations presented both the homogeneous dual-11ac bond scenario and the heterogeneous

11ac-11ah bond scenarios are considered, while in the Nam work only the homogeneous 11g-11n

case is considered. Furthermore the end-to-end Layer 4 bond used by the authors is in contrast

to the single-hop, Layer 2 topology assumed in the developed framework. However in the Nam

tests there is a single wired Ethernet segment with a speed of 100 Mbps that is four times the

capacity of the fastest considered 802.11 throughput of 25 Mbps. This makes the 802.11 link

the performance bottleneck and the main determining factor in the overall bond throughput

performance over the end-to-end path.

Nam uses two separate 802.11g and 802.11n interfaces on the client device to connect to a

multi-RAT, TP-LINK TL-WDR4300 access point capable of providing up to 300 Mbps and 450

Mbps respectively with signal strengths of -45 dBm and -38 dBm. MPTCP version 0.90 is used

with Ubuntu 14.04 at both the client and the server end points to create the end-to-end interface

bond. By contrast the bonding simulations presented in this chapter are MatLab based and

agnostic with respect to the bonding protocol or technology used. This provides a greater focus on

the impact of the 802.11 MAC mechanism on the aggregate bond throughput performance and

allows an easier and more finely-grained control over factors such as channel contention levels

and traffic generation during the simulation execution.

To generate the test traffic Nam placed in the server node a number of data files ranging

in size from 10 KB to 5 MB, which were downloaded by the client node using both 802.11 links

simultaneously. By contrast the MatLab simulations define a total number of M DCF frames

to be sent over the each individual channel under the assumption of saturated arrival traffic,

for which the individual tagged bond node transmits approximately M/N total frames. In the

hardware-based tests by Nam the TCP server transmit buffer size is set to 10 KB (minimum), 85

KB (default), and 16 MB (maximum). The TCP client receive buffer size is set to 4 KB (minimum),

85 KB (default), and 6 MB (maximum). Separate bond throughput tests are then performed for

each source-sink buffer size combination. In contrast the previous MatLab simulations do not

model the link or bond transmit/receive buffers at the Transport Layer or anywhere else. Instead

infinitely large buffer sizes at both sink and source nodes are assumed. In addition, the results of

the test scenarios presented by Nam provide insight into the short-term performance of interface

bonding using dual 802.11 links in small-scale network setting, while by contrast the MatLab

simulation results give insight into the mean long-term behaviour of the interface bond at the
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MAC layer in large networks consisting of a high number of competing wireless stations.

In a similar fashion to the MatLab experiments presented in the previous chapter, in order to

stress the aggregate bond throughput performance the authors Nam et al. keep the achievable

data rate on one bond link constant while the date rate on the other is varied. Instead of varying

the achievable throughput by changing the number of competing DCF stations present as in the

MatLab simulations, the desired unbalanced bond conditions are created by manipulating the

802.11 down-link throughput and latency artificially using Linux Traffic Control with Network

Emulation. Three scenarios were considered:

• Scenario 1: The maximum throughput of the 802.11n link was kept constant at 5 Mbps,

while the maximum throughput of the 802.11g link was varied between 2 Mbps, 1.5 Mbps,

1 Mbps, 0.5 Mbps, and 0.05 Mbps.

• Scenario 2: The maximum throughput of the 802.11n link was kept constant at 10 Mbps,

while the maximum throughput of the 802.11g link was varied between 4 Mbps, 3 Mbps, 2

Mbps, 1 Mbps, and 0.1 Mbps.

• Scenario 3: The maximum throughput of the 802.11n link was kept constant at 25 Mbps,

while the maximum throughput of the 802.11g link was varied between 10 Mbps, 7.5 Mbps,

5 Mbps, 2.5 Mbps, and 0.25 Mbps.

In the current work there are four basic test scenarios each defined by the level of applied load

on each 802.11 link and given as the number of competing nodes present under the assumption

of saturated network conditions. The four scenarios listed below were used in Tests 1A to 1D for

the homogeneous 11ac-11ac bond and were then repeated for the heterogeneous 11ac-11ah bond

in Tests 2A to 2D:

• Test A: The channel contention on Link 1 and Link 2 of the bond was incremented simulta-

neously from n = 1 to n = 100 to produce a balanced load across the bonded links.

• Test B: The channel contention on Link 2 was held constant at n = 1, while the Link 1

contention was varied from n = 1 to n = 100 to produce an unbalanced load.

• Test C: The channel contention on Link 2 was held constant at n = 50, while the Link 1

contention was varied from n = 1 to n = 100 to produce an unbalanced load.

• Test D: The channel contention on Link 2 was held constant at n = 100, while the Link 1

contention was varied from n = 1 to n = 100 to produce an unbalanced load.

The key differences between the research presented in this thesis and the work published by

the authors Nam et al. in [130] are summarised in Table 4.1 below.
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Nam et al. Current Work
Bonding Topology End-to-end Point-to-point
Bonding Layer Layer 4 Layer 2
Experiment Type Small hardware testbed MatLab simulation
Bonding Technology Multipath TCP Protocol Agnostic
802.11 Standards 11g and 11n 11ac and 11ah
Bond Function Dynamic Interface Selection Dynamic Interface Selection
Bond Scheduling Static Round Robin Static Round Robin
Link Manipulation Linux Traffic Control Varying # Competing Nodes

Table 4.1: Comparison of Nam Experiment Setup vs Current Work
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4.4 Nam Results Presentation

This subsection presents both the quantitative and qualitative results from the evaluation of the

throughput-gap-based dynamic link selection algorithm proposed by Nam.

4.4.1 Homogeneous 11ac-11ac Bond

First we present the results for the homogeneous 11ac-11ac bond in Tests 1A-1D.

4.4.1.1 Nam Test 1A: Results

The throughput results for the dynamic link selection algorithm by Nam in the benchmark

scenario in Test 1A are shown in Figure 4.12. The maximum theoretical bond throughput is

plotted as the dotted black line and the achieved Nam bond throughput as the dashed red line.

The overall mean throughput for the dual-11ac bond for all applied loads used was 2.478 Mbps

while the mean theoretical maximum bond throughput was 2.4801 Mbps. During the test both

throughput metrics decreased non-linearly as the applied load was raised and the achieved

bond throughput was approximately equal to the maximum bond throughput for all applied load

combinations. At the lightest load of {n1 = 1, n2 = 1} both throughput metrics were measured

at approximately 57.5 Mbps, but as the load was increased towards {n1 = 100, n2 = 100} the

outputs gradually reduced to minimum of 0.266 Mbps. Note that the size of the throughput

difference between the two 11ac bond links was negligible compared to the individual absolute

link throughputs with an overall mean value of 1.8405 kbps.
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Figure 4.12: Test 1A Nam Algorithm Bond Throughput Results
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The link bandwidth utilisation under the Nam algorithm for the benchmark case in Test 1A

is given in Figure 4.13. The mean link utilisation for all applied load combinations considered

was 99.898%. As seen below throughout the test the achieved utilisation under the dynamic link

selection algorithm was close to 100% for all applied load combinations used with a minimum

value of 99.1%.
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Figure 4.13: Test 1A Nam Algorithm Link Bandwidth Utilisation Results
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The bond delay results under the Nam algorithm for the balanced load scenario in Test 1A

are given in Figure 4.14. The overall mean 11ac-11ac bond delay was 50256 µs. The bond delay

and the 11ac Link 1 delay were equal for all applied load combinations considered4. During the

test the bond delay increased non-linearly from a minimum of 0.00086 µs at {n1 = 1, n2 = 1}

to a maximum of 117000 µs at the heaviest prescribed load of {n1 = 100, n2 = 100}. Note that

the overall mean delay difference for all applied load combinations was 105.65 µs and therefore

negligible compared to the absolute delay of each individual bond link.
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Figure 4.14: Test 1A Nam Algorithm Bond Delay Results

4The 11ac Link 2 delay was also equal to the 11ac Link 1 delay throughout but is not shown in the above graph
for clarity

304



4.4. NAM RESULTS PRESENTATION

4.4.1.2 Nam Test 1A: Discussion

The main observation from the benchmark case in Test 1A was that the dynamic Nam algorithm

throughput for the homogeneous 11ac-11ac bond used was equal or very close to the theoretical

maximum bond throughput for all applied load combinations from {n1 = 1, n2 = 1} {n1 = 100, n2 =
100}. In fact the performance of the dynamic link selection algorithm was identical to static round

robin with both achieving an overall mean throughput of approximately 2.47 Mbps and mean

bandwidth utilisation of 99.625%. The equality of performance is seen in Figure 4.15 below where

the Nam throughput is plotted as the dotted black line and the static bond throughput as the

solid red line.
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Figure 4.15: Test 1A Nam vs RR Bond Throughput Comparison

In Test 1A the Nam algorithm did not react under the balanced load conditions used in the

test. The default state of the algorithm is to utilise both 11ac slaves in round robin mode unless

the bond throughput gap is equal to or greater than the 0.9 threshold. As shown in Figure 4.12

and from the previous experiment in Chapter 3 the static round robin throughput is maximised

in Test 1A due to the combination of homogeneous link data rates, identical DCF parameters,

and balanced applied load resulting in a fully balanced interface bond at all times. Under this

scenario the static round robin approach uses 100% of the available link bandwidth capacity, as

also shown for the current test in Figure 4.13 above. The resulting bond throughput gap was

therefore negligible and as desired the Nam algorithm selected both 11ac slave links at all times.
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4.4.1.3 Nam Test 1B: Results

The bond throughput results for the Nam interface selection algorithm under the unbalanced

load scenario in Test 1B are presented in Figure 4.16 below. The maximum theoretical bond

throughput is plotted as the solid black line and the achieved Nam bond throughput as the dashed

red line. The mean bond throughput for all applied bond loads considered was 29.3289 Mbps. Both

throughput metrics decreased non-linearly as the applied bond load was raised. Furthermore the

achieved bond throughput was lower than the maximum theoretical throughput for all applied

load combinations considered with the exception of the initial applied load of {n1 = 1, n2 = 1}

where both were approximately equal at 57.45 Mbps. Between applied loads of {n1 = 1, n2 = 1} and

{n1 = 8, n2 = 1} the achieved Nam bond throughput decreased to 27.99 Mbps and the maximum

throughput to 31.84 Mbps. As the load was incremented to {n1 = 9, n2 = 1} the achieved bond

throughput changed from its previous downward trajectory and increased to 28.73 Mbps and

remained constant as the load was further raised towards {n1 = 100, n2 = 1}. During the same

range the the maximum theoretical bond throughput continued its previous non-linear downward

trend to reach a minimum of of 28.98 Mbps. The overall mean link throughput difference for all

applied load combinations considered was 1.5502 Mbps.
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Figure 4.16: Test 1B Nam Algorithm Bond Throughput Results
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The link bandwidth utilisation results for the dynamic link selection algorithm by Nam in Test

1B are shown in Figure 4.17 below. The mean link utilisation for all applied load combinations

considered in the test was 99.507%. As seen from the graph for applied loads between {n1 =
1, n2 = 1} and {n1 = 8, n2 = 1} the resulting efficiency decreased non-linearly from an initial

value of approximately 100% to a minimum of 87.91%. Then as the load was incremented to

{n1 = 9, n2 = 1} the output increased again suddenly to 100% where it remained as the load was

further increased towards {n1 = 100, n2 = 1}.
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Figure 4.17: Test 1B Nam Bond Link Bandwidth Utilisation Results
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The bond delay results for the Nam algorithm in Test 1B are shown in Figure 4.18 below. The

overall mean bond delay for all applied load combinations used was 181.6635 µs. During the

test the bond delay followed the Link 1 delay throughout and increased from an initial value

of 0.0023 µs at {n1 = 1, n2 = 1} to approximately 4696 µs at {n1 = 8, n2 = 1}. Then as the load

was incremented to {n1 = 9, n2 = 1} the delay output suddenly decreased to its previous value of

0.0023 µs where it remained as the load was further increased towards {n1 = 100, n2 = 1}. The

mean delay difference for all applied load combinations used was 181.6612 µs.
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Figure 4.18: Test 1B Nam Bond Delay Results
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4.4.1.4 Nam Test 1B: Discussion

The main result from Test 1B what that the dynamic Nam approach outperformed the traditional

static round robin method by 23.93% in terms of mean achieved bond throughout and also

increased link bandwidth utilisation by 53.02%. The overall mean bond throughput for static

round robin was 19.75 Mbps while the achieved mean under the dynamic Nam algorithm was

29.3289 Mbps just 2.2% lower than the theoretical maximum mean bond throughput of 29.97

Mbps. The mean link throughput utilisation for Nam was 99.625% compared to just 65.03%. The

achieved bond throughput under Nam is plotted alongside the static round robin throughput

and the maximum theoretical bond throughput in Figure 4.19 below. The difference in behaviour

between the dynamic and static link selection methods is clearly observed between applied loads

of {n1 = 9, n2 = 1} and {n1 = 100, n2 = 1}. As the applied load was increased within this range the

round robin throughput reduced non-linearly to a minimum of approximately 14 Mbps while the

Nam algorithm throughput remained constant at 28.73 Mbps.
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Figure 4.19: Test 1B Nam vs RR Bond Throughput Comparison
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In Test 1B we saw the Nam algorithm react to the bond throughput gap threshold being

exceeded by dynamically removing the slower of the two slave 802.11ac links. At {n1 = 1, n2 = 1}

both 11ac devices were in use and their individual throughput performance was approximately

equal. When the applied load was increased the dual-11ac bond became increasingly unbalanced

such that the bond throughput gap exceeded the 0.9 threshold at an applied load of exactly

{n1 = 9, n2 = 1} as seen in Figure 4.20 below. The dynamic selection algorithm responded to the

change in link state by removing the slower 11ac slave in order to avoid the wasteful use of

bonding and increase the mean bond throughput and mean link utilisation. As the applied load

was increased towards the heaviest considered level of {n1 = 100, n2 = 1} the throughput gap

continued to increase to a maximum value of 0.9952 and did not reduce again below the specified

threshold.
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Figure 4.20: Test 1B Nam Algorithm Bond Throughput Gap Results
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4.4.1.5 Nam Test 1C: Results

The throughput results for the dynamic link selection algorithm by Nam and the unbalanced

scenario in Test 1C are shown in Figure 4.21. The maximum theoretical bond throughput is

plotted as the solid black line and the achieved Nam bond throughput as the dashed red line. The

overall mean throughput for all applied load combinations considered in the test was 1.4754 Mbps.

Both metrics displayed a non-linear decreasing output as the applied bond load was increased. At

the initial load of {n1 = 1, n2 = 50} the maximum throughput was measured at 29.05 Mbps and

the achieved Nam throughput at 28.7 Mbps. As the load increased towards {n1 = 7, n2 = 50} both

metrics decreased non-linearly while the difference between them remained approximately the

same. Notably as the load incremented to {n1 = 8, n2 = 50} the maximum throughput decreased

to 3.473 Mbps while the achieved throughput reduced more significantly to 2.56 Mbps. As the

load was further increased the difference between the achieved throughput and the maximum

throughput became smaller and eventually reduced to 0 Mbps at {n1 = 50, n2 = 50} where both

metrics were measured at approximately 0.7 Mbps. Then as the applied load was increased further

still the difference between the two outputs started to increased again while both continued their

general downward trends. At the heaviest considered load of {n1 = 100, n2 = 50} the achieved Nam

bond throughput was decreased to 0.411 Mbps and the maximum theoretical bond throughput to

0.49 Mbps. The overall mean link throughput difference for all applied load combinations used

was 0.32843 Mbps.
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Figure 4.21: Test 1C Nam Algorithm Bond Throughput Results
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The link bandwidth utilisation for the Nam algorithm in Test 1C is shown in Figure 4.22.

The overall mean link utilisation for all applied load combinations considered was 91.932%. As

observed the utilisation was approximately 100% for applied loads between {n1 = 1, n2 = 50}

and {n1 = 7, n2 = 50} but as the load was incremented to {n1 = 8, n2 = 50} the efficiency reduced

significantly to a minimum of 74%. As the load was further increased the achieved utilisation

increased again to a maximum of 100% at exactly {n1 = 50, n2 = 50} before then decreasing

gradually to 84% at {n1 = 100, n2 = 50}.

Here, for applied loads between {n1 = 1, n2 = 50} and {n1 = 7, n2 = 50} only one link of the

bond was active, but as the load incremented to {n1 = 8, n2 = 50} the bond throughput gap fell

below the threshold of 0.9 and the Nam algorithm responded by re-activating the second 802.11

link, which had the effect of suddenly decreasing the bandwidth utilisation of the bond. The

utilisation then gradually increased to a maximum 100% at {n1 = 50, n2 = 50} as the performance

of the two individual links became comparable, and then reduced as the load further increased to

{n1 = 100, n2 = 50} and the performance disparity between links increased.
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Figure 4.22: Test 1C Nam Algorithm Link Bandwidth Utilisation Results
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The Nam algorithm bond delay results for Test 1C are shown in Figure 4.23 below. The overall

mean bond delay for all applied load combinations considered was 62142.1458 µs. For applied

loads between {n1 = 1, n2 = 50} and {n1 = 7, n2 = 50} the bond delay followed the Link 1 delay

which increased non-linearly from a minimum of 0.023 µs to approximately 3969 µs. As the

load was incremented to {n1 = 8, n2 = 50} the bond delay increased to 45600 µs and remained

constant until {n1 = 50, n2 = 50} after which it increased gradually to a maximum of 116700 µs

at {n1 = 100, n2 = 50}. The overall mean link delay difference for all applied load combinations

considered was 26525.4449 µs.
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Figure 4.23: Test 1C Nam Algorithm Bond Delay Results
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4.4.1.6 Nam Test 1C: Discussion

The main finding from Test 1C was that the dynamic interface selection algorithm by Nam

increased the mean throughput by 18.77% and the link bandwidth utilisation by 2.53% when

compared to the traditional static link selection approach. The static round robin method achieved

a mean throughput of 1.2422 Mbps while the mean under the Nam algorithm was approximately

1.4754 Mbps and just 7.5% lower than the maximum possible mean throughput of 1.595 Mbps.

The mean link bandwidth utilisation was 91.942 % compared to the round robin utilisation of

89.776%. The Nam throughput is plotted alongside the round robin throughput in Figure 4.24

below. The difference in behaviour between the two methods is evident between applied loads

of {n1 = 1, n2 = 50} and {n1 = 7, n2 = 50} where the Nam algorithm outperformed the static link

selection in terms of the achieved bond throughput. However as the applied load was raised to

{n1 = 8, n2 = 50} and higher still towards {n1 = 100, n2 = 50} the Nam algorithm performance was

reduced to that of the round robin bond, decreasing exponentially to an overall test low of 0.411

Mbps.
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Figure 4.24: Test 1C Nam vs RR Bond Throughput Comparison
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At the initial load of {n1 = 1, n2 = 50} only the first 11ac link of the bond was in use as the

measured throughput gap was in excess of the specified threshold. However as the applied load

was incremented to {n1 = 8, n2 = 50} the performance disparity between the two bond links

decreased which caused the throughput gap to decrease below 0.9. The Nam algorithm then

responded by reattaching the second 11ac link to the bond. The bond throughput gap continued

to decrease to zero at an applied load of exactly {n1 = 50, n2 = 50} where the performance of

the two links was comparable, and then increased to just over 0.6 at the heaviest test load of

{n1 = 100, n2 = 50} as the performance disparity grew again. Note that the throughput gap output

did not exceed the 0.9 threshold with the exception of applied loads where {n1 < 8, n2 = 50}.
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Figure 4.25: Test 1C Nam Algorithm Bond Throughput Gap Results

316

dilmore
Highlight

dilmore
Sticky Note
TOWARDS CORRECTION 3



4.4. NAM RESULTS PRESENTATION

In Test 1C we saw the Nam algorithm respond to the measured bond throughput gap reducing

below the 0.9 threshold and also saw the reaction when the fastest bond link changes from one

slave to the other. From the bond delay for the test in Figure 4.23 of the previous results section

we saw the overall behaviour change as the applied load reached {n1 = 50, n2 = 50}. However

this change was not prompted by a crossing of the throughput gap threshold but instead by the

relative throughput performance of the individual 11ac slave links. As shown in Figure 4.47

below for applied loads of {n1 < 50, n2 = 50} the slower slave device was Link 2 with the constant

applied load of n = 50, but for loads {n1 > 50, n2 = 50} this was Link 1 with the variably applied

load. This is of consequence for the Nam algorithm which states that when the throughput gap

exceeds 0.9 then only the fastest single link of the bond should be used, and this link changed

during the test as the applied load exceeded a value of {n1 = 50, n2 = 50}.
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Figure 4.26: Test 1C Nam Algorithm Link Throughput Comparison
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4.4.1.7 Nam Test 1D: Results

The throughput results for the dynamic link selection algorithm by Nam in Test 1D are shown

in Figure 4.27 below. The achieved bond throughput is plotted as the dashed red line and the

maximum theoretical throughput as the solid black line. The mean bond throughput for all

applied load combinations considered test was 1.2725 Mbps. Both metrics displayed a non-linear

decreasing curve as the applied bond load increased. At the initial load of {n1 = 1, n2 = 100}

the achieved bond throughput was 28.7 Mbps and the maximum throughput 28.84 Mbps and

as the load increased towards {n1 = 16, n2 = 100} both outputs decreased gradually to 1.404

Mbps and 1.543 Mbps respectively. As the load incremented to {n1 = 17, n2 = 1} the maximum

throughput continued its previous downward trajectory to 1.452 Mbps while the the achieved

throughput decreased more significantly to 0.9552 Mbps. Both metrics continued to decrease as

the applied load was further raised while the difference between them gradually reduced. At the

heaviest considered load of {n1 = 100, n2 = 100} both the achieved throughput and the maximum

throughput were approximately 0.278 Mbps. The mean throughput difference between the two

11ac slave links for all applied load combinations considered in the test was 0.21799 Mbps.
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Figure 4.27: Test 1D Nam Algorithm Bond Throughput Results
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The link bandwidth utilisation results for the Nam algorithm and the unbalanced load

scenario in Test 1D are shown in Figure 4.28. The mean utilisation for all applied bond load

combinations considered was 88.43%. As observed the utilisation was 100% for loads between

{n1 = 1, n2 = 100} and {n1 = 16, n2 = 100}. Then as the load incremented to {n1 = 17, n2 = 100} the

output decreased suddenly to a minimum of 66% before increasing non-linearly to 99.47% as the

load was further raised towards {n1 = 100, n2 = 100}.

For applied loads between {n1 = 1, n2 = 100} and {n1 = 16, n2 = 100} the performance disparity

between the two bond links created a bond throughput gap that was greater than the 0.9 threshold,

and the Nam algorithm reacted by reverting to the use of a single link resulting in a bandwidth

utilisation of 100%. Then as the load incremented to {n1 = 17, n2 = 100} the performance disparity

reduced which caused the throughput gap to drop below 0.9, and the Nam algorithm responded

by re-attaching the second link which suddenly reduced the bandwidth utilisation. Then as the

load was further raised to {n1 = 100, n2 = 100} the performance disparity continued to decrease

and the resulting bandwidth utilisation gradually increased.
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Figure 4.28: Test 1D Nam Algorithm Link Bandwidth Utilisation Results
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The Nam algorithm bond delay results for Test 1D are given in Figure 4.29. The overall

mean bond delay for all applied loads used was 115962.75 µs. As seen below for applied loads

between {n1 = 1, n2 = 100} and {n1 = 16, n2 = 100} the bond delay followed the Link 1 delay

which increased non-linearly from 0.0286 µs to 10930 µs. As the applied load was incremented to

{n1 = 17, n2 = 100} the delay began to follow the Link 2 delay and increased to approximately

115962.75 µs and then remained constant as the load was further increased towards the heaviest

considered level of {n1 = 100, n2 = 100}. The overall mean delay difference between the twin 11ac

links for all applied loads considered in the test was 49014.35 µs.

0 20 40 60 80 100

Number of Stations

0

2

4

6

8

10

12

D
el

ay
 (

us
)

10 4

NAM Bond
11ac Link 1
11ac Link 2

Figure 4.29: Test 1D Nam Algorithm Bond Delay Results
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4.4.1.8 Nam Test 1D: Discussion

The main finding from Test 1D was that the dynamic Nam algorithm outperformed the static

round robin approach by 48.3% in terms of the mean bond throughput and increased the mean

link bandwidth utilisation by 8.44%. The mean bond throughput under the Nam algorithm

was 1.2725 Mbps with a mean bond throughput efficiency of 88.394%, while the achieved mean

values for round robin were 0.85805 Mbps and 81.615% respectively. The bond throughput for

both methods is plotted alongside the maximum theoretical throughput in Figure 4.30 below.

The difference in behaviour between the static and dynamic link configuration approaches is

evident between applied loads of {n1 = 1, n2 = 100} and {n1 = 16, n2 = 100}. During this range as

the load was increased both outputs decreased exponentially and the round robin throughput

was significantly less than the Nam algorithm throughput. However as the load incremented to

{n1 = 17, n2 = 100} the Nam algorithm throughput reduced to approximately the same value as

round robin and remained constant as the load was then further increased towards the heaviest

prescribed level of {n1 = 100, n2 = 100}.
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Figure 4.30: Test 1D Nam vs RR Bond Throughput Comparison
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In Test 1D we saw the Nam algorithm respond to the bond throughput gap decreasing below

the specified threshold by re-attaching the slower 11ac slave link. As seen in Figure 4.31 between

applied loads of {n1 = 1, n2 = 100} and {n1 = 16, n2 = 100} only the first 11ac link of the bond

was in use. Then as the load was increased on the first 11ac link the performance difference

decreased until a load of {n1 = 17, n2 = 1} was reached at which point the measured bond

throughput gap reduced below the given threshold of 0.9. The dynamic link selection algorithm

reacted by re-attaching the second 11ac link to the bond and in doing increased the overall mean

bond throughput as well as the overall link bandwidth utilisation. As seem from the graph the

throughput gap did not rise above the specified threshold and so both 802.11 links were used for

the remainder of the test.
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Figure 4.31: Test 1D Nam Algorithm Bond Throughput Gap Results
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4.4.2 Heterogeneous 11ac-11ah Bond

Next we present the results for the heterogeneous 11ac-11ah bond in Tests 2A to 2D.

4.4.2.1 Nam Test 2A: Results

The bond throughput for the Nam algorithm and balanced load in Test 2A is plotted in Figure 4.32

as the solid blue line alongside the maximum theoretical bond throughput as the solid black

line. The overall mean Nam bond throughput for all applied loads used was 1.2999 Mbps

and the maximum theoretical mean 11ac-11ah bond throughput was 1.8897 Mbps. As seen

the Nam output decreased non-linearly as the applied bond load was raised and there was a

visible difference between the achieved bond throughput and the theoretical maximum. From a

maximum of 26.34 Mbps at the initial load of {n11ac = 1, n11ah = 1} the Nam bond throughput

decreased non-linearly to a minimum of 0.165 Mbps at the heaviest applied load of {n11ac =
100, n11ah = 100}. Over the same range the maximum theoretical bond throughput decreased

non-linearly from a maximum of 41.89 Mbps to a minimum of 0.22 Mbps. The overall mean link

throughput difference for all applied loads considered was 0.59 Mbps.

0 20 40 60 80 100

Number of Stations

0

5

10

15

20

25

30

35

40

45

B
on

d 
T

hr
ou

gh
pu

t (
M

bp
s)

MAX Bond
NAM Bond

Figure 4.32: Test 2A Nam Algorithm Bond Throughput Results
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The 11ac-11ah link bandwidth utilisation results for the dynamic Nam link selection algo-

rithm in Test 2A are shown in Figure 4.33. The overall mean utilisation for all applied load

combinations considered in the test was 72.9%. As seen the efficiency increased non-linearly from

a minimum of 62.8% at {n11ac = 1, n11ah = 1} to a maximum of 74.5% at the heaviest considered

load of {n11ac = 100, n11ah = 100}.
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Figure 4.33: Test 2A Nam Algorithm Link Bandwidth Utilisation Results
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The bond delay results under the Nam algorithm for the balanced load scenario in Test 2A

are presented in Figure 4.34. The overall mean bond delay for all applied load combinations

considered was 85313.46 µs. As seen below the bond delay followed the slower 11ah delay for

all applied load combinations. From a minimum of 0.0136 µs at {n11ac = 1, n11ah = 1} the bond

delay increased non-linearly to a maximum value of 196500 µs at the heaviest considered load of

{n11ac = 100, n11ah = 100}. The overall mean access delay difference between the 11ac and 11ah

slave links for all applied load combinations considered was 35112.9 µs.
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Figure 4.34: Test 2A Nam Algorithm Bond Delay Results
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4.4.2.2 Nam Test 2A: Discussion

The main observation from the Nam evaluation in Test 2A was that the dynamic Nam algorithm

performance was equivalent to static round robin for all applied load combinations used. This

was similar to Test 1A above and is seen for the current experiment in Figure 4.35 below where

the Nam throughput is plotted as the dotted blue line and the round robin throughput as the

solid red line. The achieved bond throughput under both dynamic and static approaches was

approximately equal for all applied loads from {n11ac = 1, n11ah = 1} to {n11ac = 100, n11ah = 100}.

Furthermore both methods achieved an overall mean bond throughput of 1.2999 Mbps and a

mean link utilisation of 72.98%.
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Figure 4.35: Test 2A Nam vs RR Algorithm Bond Throughput Performance Comparison
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The behaviour observed was as expected and due to the fact that the bond throughput

gap threshold of 0.9 for removing a problematic link was not exceeded at any stage of the

simulation. Therefore both 11ac and 11ah links were in use at all times. This also occurred

for Nam using the homogeneous 11ac-11ac bond in Test 1A. However the difference for the

current test is the heterogeneous 11ac-11ah bond used and the non-identical DCF parameters

which in results a significant bond throughput gap at all applied loads. This is seen for the

current test in Figure 4.36 below where the bond throughput gap was measured at 0.54 at

{n11ac = 1, n11ah = 1} and then decreased non-linearly to 0.4 at the heaviest considered load of

{n11ac = 100, n11ah = 100}. Crucially the bond throughput gap did not rise above the specified

threshold of 0.9 at any point during the simulation and therefore both 11ac and 11ah links were

in use at all times and the Nam performance was equivalent to that of the traditional static

round robin approach.
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Figure 4.36: Test 2A Nam Algorithm Bond Throughput Gap
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4.4.2.3 Nam Test 2B: Results

The bond throughput under the Nam algorithm for the unbalanced scenario in Test 2B is plotted

in Figure 4.37 as the solid blue line alongside the maximum theoretical bond throughput as

the solid black line. The mean bond throughput for all applied loads considered was 13.6157

Mbps compared to a theoretical maximum mean bond throughput of 29.9717 Mbps. This is

also reflected below where the achieved Nam throughput is visibly lower than the theoretical

maximum bond throughput at all applied loads. The output of both metrics decreased non-linearly

as the load was raised. At {n11ac = 1, n11ah = 1} the achieved bond throughput was 26.31 Mbps

while the maximum theoretical bond throughput was 41.89 Mbps. As the load was incremented to

{n11ac = 17, n11ah = 1} the maximum theoretical throughput continued in its previous downward

trajectory while the achieved bond throughput reduced more significantly to 13.16 Mbps and

remained constant as the applied load was further raised towards {n11ac = 100, n11ah = 1}.

Meanwhile the maximum bond throughput reduced gradually to 13.3 Mbps. The mean link

throughput difference for all applied load combinations used was 1.5315 Mbps.
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Figure 4.37: Test 2B Nam Algorithm Bond Throughput
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The link bandwidth utilisation results for the Nam algorithm in Test 2B are given in Fig-

ure 4.38. The overall mean 11ac-11ah utilisation for all applied load combinations used was

98.059%. During the simulation the achieved utilisation increased non-linearly from a minimum

of 62.81% at {n11ac = 1, n11ah = 1} to 95.96% at {n11ac = 16, n11ah = 1}. Then as the load was

incremented to {n11ac = 17, n11ah = 1} the utilisation increased suddenly to 100% and remained

constant as the load was further raised towards {n11ac = 100, n11ah = 1}.

This occurred because at applied loads between {n11ac = 1, n11ah = 1} and {n11ac = 16, n11ah =
1} the performance disparity between the bond links was low such that the bond throughput gap

was less than 0.9. Then, as the load was incremented to {n11ac = 17, n11ah = 1} the performance

disparity increased between links increased enough for the throughput gap to exceed the 0.9

threshold. The Nam algorithm reacted by removing the problematic link, leaving only a single

802.11 link and a 100% bandwidth utilisation for the remainder of the test.
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Figure 4.38: Test 2B Nam Algorithm Link Bandwidth Utilisation
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The 11ac-11ah bond delay results for the Nam algorithm in Test 2B are plotted in Figure 4.39

below. The overall mean bond delay for all applied load combinations considered was 50197.75 µs.

The bond delay followed the 11ah link delay initially and increased non-linearly from a minimum

of 0.01984 µs at {n11ac = 1, n11ah = 1} to a maximum value of 11050 µs at {n11ac = 16, n11ah = 1}.

Then as the load was incremented to {n11ac = 17, n11ah = 1} the delay output reduced to roughly

its value and remained constant following the delay of the statically loaded 11ac link as the load

as further raised towards {n11ac = 100, n11ah = 1}. The overall mean delay difference between the

11ac and 11ah bond links for all applied load combinations used was 838.1 µs.
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Figure 4.39: Test 2B Nam Algorithm Bond Delay
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4.4.2.4 Nam Test 2B: Discussion

In Test 2B the dynamic Nam algorithm under-performed the static round robin technique by

1.74% in terms of the mean bond throughput while outperforming the mean link utilisation

marginally by 0.72%. The overall mean throughput of the Nam algorithm was 13.6157 Mbps with

a mean throughput efficiency of 98.059% while under static round robin these values were 13.8537

Mbps and 97.363% respectively. The Nam bond throughput for the test is plotted alongside the

round robin throughput and maximum theoretical bond throughput in Figure 4.40 below. The

difference in behaviour between the dynamic and static link selection methods is evident between

applied loads of {n11ac = 18, n11ah = 1} and {n11ac = 100, n11ah = 1}. As the load was raised from

{n11ac = 1, n11ah = 1} to {n11ac = 17, n11ah = 1} the Nam algorithm performance was identical

to round robin, but when incremented to {n11ac = 18, n11ah = 1} the Nam throughput dropped

significantly to 13.16 Mbps and then remained constant as the load was further increased to

{n11ac = 100, n11ah = 1}. By contrast the round robin throughput continued its slower downward

trend.
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Figure 4.40: Test 2B Nam vs RR Algorithm Bond Throughput Performance Comparison
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Similar to Test 1B and as expected the Nam algorithm reacted to the bond throughput gap

exceeding the prescribed threshold by removing the slower of the 11ac and 11ah slave links.

At {n11ac = 1, n11ah = 1} both slave links were attached to the bond but as the load on the 11ac

link was raised the bond became increasingly unbalanced resulting in the bond throughput gap

exceeding 0.9 at {n11ac = 17, n11ah = 1} and triggering the automatic removal of the slower bond

link. In doing so the Nam algorithm actually under-performed the static round robin mean bond

throughput but marginally out-performed the mean bandwidth utilisation. Again the switch

to a single link was the reason the link throughput difference and delay difference suddenly

reduce to zero at a load of {n11ac = 17, n11ah = 1} and was also why the bond throughput efficiency

increased to 100% at the same load.
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Figure 4.41: Test 2B Nam Algorithm Bond Throughput Gap Results
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4.4.2.5 Nam Test 2C: Results

The bond throughput results for the Nam algorithm in Test 2C are shown in Figure 4.42. The

achieved Nam throughput is plotted as the solid blue line and the maximum theoretical bond

throughput as the solid black line. The overall mean throughput for the heterogeneous 11ac-11ah

bond for all applied load combinations considered was 1.2297 Mbps. A non-linear decreasing

output was observed as the applied bond load was raised with a visible difference between the

achieved throughput and the theoretical maximum. At the initial load of {n11ac = 1, n11ah = 50}

the achieved throughput was measured at 28.73 Mbps and the maximum throughput at 28.93

Mbps. As the load increased to {n11ac = 11, n11ah = 50} the achieved throughput decreased non-

linearly to 2.163 Mbps and the maximum throughput to 2.369 Mbps while the difference between

the two metrics appeared constant. However as the load was incremented to {n11ac = 12, n11ah =
50} the maximum throughput reduced to 2.17 Mbps while the achieved throughput reduced more

significantly to 1.064 Mbps. As the load was further raised towards {n11ac = 100, n11ah = 50} both

metrics continued their general downward trend and the difference between them appeared to

reduce. At the maximum test load the achieved bond throughput was measured at 0.3088 Mbps

and the maximum theoretical bond throughput at 0.3451 Mbps. The mean throughput difference

for all applied load combinations considered was 0.25294 Mbps.
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Figure 4.42: Test 2C Nam Algorithm Bond Throughput Results
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The link bandwidth utilisation for the Nam algorithm in Test 2C is shown in Figure 4.43. The

overall mean bond utilisation for all loads considered was 76.76%. As seen from the graph for

applied loads between {n11ac = 1, n11ah = 50} and {n11ac = 11, n11ah = 50} the achieved utilisation

was 100%. Then as the load was incremented to {n11ac = 12, n11ah = 50} the simulation output

decreased suddenly to a minimum of 49.01%. As the load was further raised the efficiency

increased non-linearly to a final value of 89.47% at the heaviest considered load of {n11ac =
100, n11ah = 50}.

Here, for applied loads between {n11ac = 1, n11ah = 50} and {n11ac = 11, n11ah = 50} only a

single link was attached to the bond due to the difference in applied load and the resulting

performance disparity across the bond. Because only a single link was active, the resulting

bandwidth utilisation was equal to 100%. Then as the load incremented to {n11ac = 12, n11ah = 50},

the Nam algorithm re-attached the inactive link as the disparity reduced and the bond throughput

gap dropped below the 0.9 threshold. This had the effect of suddenly reducing the overall

bandwidth utilisation. As the load was further increased, the performance disparity between the

bond links gradually reduced which increased the bandwidth utilisation.
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Figure 4.43: Test 2C Nam Algorithm Link Bandwidth Utilisation Results
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The bond delay results under the Nam algorithm in Test 2C are presented in Figure 4.44.

The overall mean bond delay for all applied load combinations used was 57953.634 µs. For the

initial applied load of {n11ac = 1, n11ah = 50} the bond delay was equal to the 11ac link delay at

0.002348 µs. Then as the load was incremented to {n11ac = 2, n11ah = 50} the bond delay began

to follow the 11ah link and increased suddenly to 77900 µs. The output remained constant as

the applied load was further raised until {n11ac = 75, n11ah = 50} where the bond delay began to

follow the 11ac link and increased non-linearly to 117200 µs at the heaviest considered load of

{n11ac = 100, n11ah = 50}. The mean delay difference for all applied load combinations used was

12682.3774 µs.
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Figure 4.44: Test 2C Nam Algorithm Bond Delay Results
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4.4.2.6 Nam Test 2C: Discussion

In Test 2C the Nam selection algorithm outperformed the static round robin method by 38.757

% in terms of achieved mean throughput and by 9.91% in terms of the bandwidth utilisation.

The achieved mean round robin bond throughput was 0.7506 Mbps while the Nam algorithm

mean was 1.2297 Mbps. The mean link utilisation for round robin was 70.479% while for Nam

this was 76.76%. The Nam throughput is plotted alongside the round robin throughput and

the maximum theoretical throughput in Figure 4.45. The difference in behaviour between the

two approaches is seen between applied loads of {n1 = 1, n2 = 50} and {n1 = 11, n2 = 50}. As the

load was increased during this range the Nam algorithm throughput was close to the maximum

theoretical throughput while the achieved round robin throughput was significantly lower. Then

as the load was incremented {n1 = 12, n2 = 50} the Nam algorithm throughput dropped suddenly

to approximately 1.06 Mbps, the same value as the the round robin method, where it remained

as the applied load was further increased towards {n1 = 100, n2 = 50}.
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Figure 4.45: Test 2C Nam vs RR Algorithm Bond Throughput Performance Comparison
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At the initial load of {n11ac = 1, n11ah = 1} only the 11ac bond link was in use due to the

measured bond throughput gap being in excess of the prescribed threshold. The throughput gap

continued to reduce as the individual throughput performance of the two bond links became

more comparable, and as the load reached {n1 = 12, n2 = 1} the gap decreased below the 0.9

threshold and the algorithm responded by attaching the 11ah link to the bond. The throughput

gap continued to decrease to zero at an applied load of exactly {n11ac = 76, n11ah = 50} and then

increased non-linearly to just over 0.3 at the heaviest considered load of {n11ac = 100, n11ah = 50}.
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Figure 4.46: Test 2C Nam Algorithm Bond Throughput Gap Results
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As per the analysis of Test 1C above, in Test 2C we saw the Nam algorithm respond to

the bond throughput gap reducing below the 0.9 threshold and how it reacts when the fastest

bond link changes from one slave to the other. From the bond delay shown in Figure 4.44 in the

previous results we saw the behaviour change as the applied load reached {n1 = 75, n2 = 50} but

this was not prompted the throughput gap threshold being exceeded but instead by a change in

the relative throughput performance of the individual slave links. As seen in Figure 4.47 below

for applied loads of {n11ac < 75, n11ah = 50} the slower slave device was the 11ah link with an

applied load of n = 50, but for loads {n11ah > 75, n11ah = 50} the slower link was the 11ac link with

the variably applied load. This is of consequence for the test results because the Nam algorithm

states that when the throughput gap exceeds 0.9 then only the fastest single link of the bond

should be used which changed as the applied load exceeded {n11ac = 75, n11ah = 50}.
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Figure 4.47: Test 1C Nam Algorithm Link Throughput Comparison
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4.4.2.7 Nam Test 2D: Results

The bond throughput results for the Nam algorithm under the balanced load scenario in Test 2D

are presented in Figure 4.48 below. The achieved Nam bond throughput is plotted as the dashed

red line and the maximum theoretical bond throughput as the dotted black line. The overall

mean achieved throughput for the heterogeneous 11ac-11ah bond for all applied loads used was

1.175 Mbps. Both throughput metrics decreased non-linearly as the applied load was raised.

At the initial load of {n11ac = 1, n11ah = 100} the achieved bond throughput and the maximum

throughput were both approximately 28.74 Mbps. As the load increased to {n11ac = 25, n11ah =
100} the achieved bond throughput reduced to 0.831 Mbps and the maximum throughput to 0.914

Mbps as the difference between the two metrics became more noticeable. Notably at {n11ac =
26, n11ah = 100} the two metrics further diverged with the maximum throughput continuing

its previous trajectory to 0.878 Mbps while the achieved bond throughput decreasing more

significantly to 0.4 Mbps. Both metrics then continued to decrease non-linearly as the applied

load was further raised. Between {n11ac = 26, n11ah = 100} and the heaviest considered load of

{n11ac = 100, n11ah = 100} the achieved bond throughput reduced non-linearly to 0.165 Mbps

while the maximum theoretical bond throughput decreased to 0.219 Mbps. The overall mean link

throughput difference during the test was 0.17827 Mbps.

0 20 40 60 80 100

Number of Stations

0

5

10

15

20

25

30

B
on

d 
T

hr
ou

gh
pu

t (
M

bp
s)

MAX Bond
NAM Bond

Figure 4.48: Test 2D Nam Algorithm Bond Throughput Results
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The link bandwidth utilisation results for the Nam algorithm in Test 2D are shown in

Figure 4.49. The overall mean link utilisation for all applied load combinations considered was

71.154%. As seen for applied loads between {n11ac = 1, n11ah = 100} and {n11ac = 25, n11ah = 100}

the efficiency was approximately 100%. Then as the load incremented to {n11ac = 26, n11ah = 100}

the output decreased to a minimum of 0.4562 before increasing non-linearly as the load was

further raised to a final value of 74.5% at the heaviest prescribed load of {n11ac = 100, n11ah =
100}.

For applied loads between {n11ac = 1, n11ah = 100} and {n11ac = 25, n11ah = 100} the perfor-

mance disparity between links was large and the bond throughput gap was greater than 0.9

Here the Nam algorithm dictates that only a single link should be active in the bond, resulting to

a bandwidth utilisation of 100%. Then as the load incremented to {n11ac = 26, n11ah = 100} the

disparity between the two links reduced and the bond throughput gap dropped below the 0.9

threshold, to which the algorithm responded by re-attaching the inactive bond link, also causing a

sudden drop in the bandwidth utilisation. As the load further increased the performance disparity

further reduced, which had the effect of gradually increasing the bandwidth utilisation.
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Figure 4.49: Test 2D Nam Algorithm Link Bandwidth Utilisation Results
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The bond delay results for the Nam algorithm in Test 2D are presented in Figure 4.50.

The overall mean bond delay for all applied load combinations considered was 193429.64 µs.

For applied loads between {n11ac = 1, n11ah = 100} and {n11ac = 25, n11ah = 100} the bond delay

followed the 11ac slave delay and increased non-linearly from 0.00284 µs to approximately

19100 µs. However as the load incremented to {n11ac = 26, n11ah = 100} the bond delay began to

follow the 11ah link and increased to 196000 µs and remained constant as the load was further

raised towards {n11ac = 100, n11ah = 100}. The mean link delay difference for all applied load

combinations considered was 98549.15 µs.
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Figure 4.50: Test 2D Nam Algorithm Bond Delay Results

341



CHAPTER 4. TOWARDS DYNAMIC 802.11 INTERFACE BONDING USING SDN

4.4.2.8 Nam Test 2D: Discussion

In Test 2D the main finding was that the dynamic link selection algorithm by Nam increased the

overall mean bond throughput by 48% and increased link utilisation by 27.83% when compared

to the traditional static round robin approach. The mean bond throughput under the Nam

algorithm was 1.1755 Mbps with a mean bond throughput efficiency of 71.154% while the means

achieved under round robin were 0.5135 Mbps and 74.197% respectively. The throughput of

both approach is compared alongside the maximum theoretical bond throughput in Figure 4.51

where the difference in behaviour is evident at applied loads from {n11ac = 1, n11ah = 100} to

{n11ac = 25, n11ah = 100}. During this range the output of both methods decreased exponentially.

The achieved Nam algorithm throughput was close to the maximum theoretical bond throughput

while the round robin throughput was significantly less. As the load was incremented to {n11ac =
26, n11ah = 100} the Nam algorithm throughput suddenly reduced to the same value as round

robin and remained approximately constant as the load was further raised towards the heaviest

prescribed level of {n11ac = 100, n11ah = 100}.
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Figure 4.51: Test 2D Nam vs RR Bond Throughput Comparison
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In Test 2D we saw the Nam algorithm respond to the bond throughput gap decreasing

below the specified threshold at an applied load of {n11ac = 26, n11ah = 1}. For low loads between

{n11ac = 1, n11ah = 1} and {n11ac = 25, n11ah = 1} only the first 11ac link of the bond was in use.

During this range as the load was raised the performance disparity between the two slaves was

reduced until eventually when incremented to {n1 = 26, n2 = 1} the measured bond throughput

gap reduced below the 0.9 threshold. The Nam algorithm reacted by re-attaching the second 11ac

link to the bond thereby increasing the overall mean bond throughput but decreasing the mean

bond throughput efficiency. As seen from the plot in Figure 4.52 below the bond throughput gap

continued to decrease to approximately 0.4 at an applied load of {n11ac = 100, n11ah = 50} and

crucially did not rise again above the prescribed threshold.
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Figure 4.52: Test 2D Nam Algorithm Bond Throughput Gap Results
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4.5 Nam Results Evaluation

This section provides a detailed evaluation of the Nam algorithm performance results from Tests

1A-1D and 2A-2D for both the homogeneous 11ac-11ac and heterogeneous 11ac-11ah bonds.

Across all eight individual tests the throughput-gap-based dynamic link selection outper-

formed the static bond configuration by 26.81% in terms of the mean bond throughput and by

7.28% in terms of mean link bandwidth utilisation. The overall mean Nam bond throughput was

6.48 Mbps with a mean bandwidth utilisation of 87.32% compared to 5.09 Mbps and 81.4% for

static round robin. The results are discussed in further detail for each bond type in the following

sections.

4.5.1 Homogeneous 11ac-11ac Bond

For the homogeneous 11ac-11ac bond there was a significant improvement using the dynamic

approach by Nam when compared to the traditional static bond configuration.

Taking an average of Tests 1A-1D the Nam algorithm outperformed static round robin by

12.19% in terms of the mean link bandwidth utilisation and by 42.14% in terms of the achieved

bond throughput. The overall mean bond throughput was 8.649 Mbps with a link bandwidth

utilisation of 94.932% compared to a mean throughput of 6.085 Mbps and utilisation of 84.62%

for static round robin.

The mean simulation results for each test are summarised in Table 4.2 below, along with the

99.9% confidence interval that allows us to say that for 99.9% of simulations run, the true mean

is likely to fall within the specified range. Note that direct comparison of the bond throughput

can be misleading due to the different applied loads and individual link throughput in each test.

The link bandwidth utilisation therefore provides the best measure of the bond efficiency and the

size of the impact of the inherent slow-down effect due to the in-order delivery requirement. For

example the best bandwidth utilisation was seen in Test 1A with a mean of nearly 100% while

the worst was in Test 1D with 88.39% where a severe throughput slow-down was observed.

Test 1A Test 1B Test 1C Test 1D
Bond T.put (Mbps) 2.478 ±0.1037 29.33 ±0.407 1.4754 ±0.019 1.273 ±0.017
T.put Diff. (Mbps) 0.0018 ±4 * 10−6 1.5502 ±0.06 0.3284 ±0.0053 0.218 ±0.008
B.width Util. (%) 99.898 ±0.008 99.507 ±0.004 91.932 ±0.006 88.394 ±0.009
Bond Delay (us) 50257 ±597 181.663 ±29.5 62142 ±678 115962 ±1115
Delay Diff. (us) 106 ±33 181.66 ±29.4 26525 ±378 49014 ±546

Table 4.2: Summary of Dynamic Nam Algorithm Results for Homogeneous 11ac-11ac Bond

In general the dynamic link selection algorithm by Nam was found to significantly improve

the overall bond throughput and link bandwidth utilisation when compared to the traditional

static round robin configuration. However as shown in the table above there was still a significant
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4.5. NAM RESULTS EVALUATION

throughput degradation in Tests 1B to 1D due to the performance disparity between the individual

802.11 bond links and the associated slow-down effect.

Furthermore it worth commenting that despite being originally designed for use at the Trans-

port Layer over end-to-end interface bonds using MPTCP, the throughput-gap-based decision-

making approach by the authors Nam et al. provided a reasonable overall performance at the

Link Layer for the point-to-point 802.11 interface bonds assumed in the simulation testing.

Comparing the dynamic Nam algorithm performance against the results of the static round

robin bond configuration in Chapter 3, the main findings from Tests 1A-1D are as follows:

1. Test 1A: In the benchmark balanced load scenario the dynamic Nam algorithm performance

was equivalent to the static round robin approach for all applied loads considered with

a mean link utilisation of 99.898% and a mean bond throughput of 2.478 Mbps. As seen

in in Chapter 3 for the homogeneous 11ac-11ac and 65Mbps-65Mbps interface bond the

balanced loads used created the ideal conditions for the 802.11 bond throughput and so no

significant slow-down effect was observed. Therefore the dynamic Nam algorithm threshold

for removing problematic bond links was never reached and the resulting performance was

equivalent to the static bond configuration throughout the test.

2. Test 1B: In the first unbalanced load test the dynamic Nam algorithm outperformed the

static round robin approach by 53.02% in terms of the overall bandwidth utilisation and

by 23.83% in terms of the mean achieved bond throughput. Here the throughput gap

threshold of 0.9 was exceeded for applied loads of {n1 >= 8, n2 = 1} where the dynamic link

selection algorithm reverted to the use of the single fastest link and by doing so significantly

increased the overall performance compared to the static bond configuration.

3. Test 1C: In the second unbalanced applied load scenario the Nam algorithm outperformed

static round robin by 2.53% in terms of bandwidth utilisation and also increased the mean

achieved bond throughput by 18.77%. Notably the bond throughput gap threshold was

exceeded for {n1 <= 7, n2 = 50} where the Nam algorithm switch to the single fastest link

thereby significantly increasing the overall performance compared to the static round robin

bond.

4. Test 1D: In the final unbalanced load test the dynamic link selection algorithm outperformed

the static round robin method by 8.44% in terms of the overall bandwidth utilisation and by

48.3% in terms of the mean bond throughput. During the test the algorithm throughput gap

threshold of 0.9 was exceeded for applied loads of {n1 <= 7, n2 = 50} for which the algorithm

reverted to the use of the single faster link and was again able to significantly increase the

overall bond throughput and link bandwidth utilisation

345



CHAPTER 4. TOWARDS DYNAMIC 802.11 INTERFACE BONDING USING SDN

For all unbalanced scenarios in Tests 1B-1D the dynamic link selection algorithm by Nam

was able to mitigate the inherent slow-down effect for heterogeneous link performance due to

the in-order delivery requirement and thereby significantly increase the overall mean bond

throughput and mean link bandwidth utilisation when compared to the traditional static round

robin bond configuration.

Note that a non-negligible bandwidth wastage still occurred for Tests 1B-1D which was

due primarily to the inefficiency and inflexibility of the static round robin bond used. A certain

amount of waste is tolerated and only when the bond throughput gap increases above the 0.9

threshold does the algorithm act by removing the problematic and slower slave link.

Also note that the dynamic Nam algorithm outperformed the static round robin approach

in terms of the bond throughput and the bandwidth utilisation in all four tests 1A-2D for the

homogeneous 11ac-11ac bond, which was in contrast to the heterogeneous 11ac-11ah bond in

tests 2A-2D in the following section.

While the algorithm significantly increased the overall bond throughput and bandwidth

utilisation when compared to the static bond, the performance was not robust for all applied

bond in the evaluation. For example in Test 1B for applied loads between {n1 = 7, n2 = 50} and

{n1 = 9, n2 = 50} the Nam algorithm failed to guard against the counter productive scenario where

the aggregate bond throughput is reduced below that of the fastest 802.11 link. The condition

can be seen in the Figure 4.53 below which shows the Nam bond throughput plotted alongside

that of the fastest single 802.11 link.

The reason for this lies in the main decision-making metric, the bond throughput gap, which

is a normalised value representing the difference in throughput between the two bond 802.11

links in proportion to the link with the largest throughput. While this provides a good general

performance in the simulations, a lack of knowledge with respect to the predicted bond through-

put means that the algorithm cannot provide protection against the aforementioned counter

productive scenario, limiting its efficiency at certain applied loads. The problem was also seen in

Tests 1C and 1D as shown in Table 4.3 below.

Applied Load
Scenario

Problematic
Applied Loads

Bond
Throughput Gap

Test 1B {n1 = 7, n2 = 50} to {n1 = 9, n2 = 50} 0.8745 to 0.9055
Test 1C {n1 = 7, n2 = 50} to {n1 = 15, n2 = 50} 0.8858 to 0.7666
Test 1D {n1 = 16, n2 = 38} to {n1 = 9, n2 = 50} 0.894 to 0.7225

Table 4.3: Problematic Homogeneous 11ac-11ah Bond Loads for Nam Algorithm
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Figure 4.53: Test 1B Nam Algorithm Bond Throughput vs Fastest Single Link Throughput

347



CHAPTER 4. TOWARDS DYNAMIC 802.11 INTERFACE BONDING USING SDN

4.5.2 Heterogeneous 11ac-11ah Bond

In the Nam evaluation for the heterogeneous 11ac-11ah interface bond there was a smaller but

still substantial improvement from the dynamic link selection approach compared to the static

round robin configuration. Across all four tests conducted the throughput-gap-based dynamic

link selection algorithm increased the overall mean bond throughput by 5.61% and the mean link

bandwidth utilisation by 1.23%. The mean bond throughput achieved by Nam was 4.33 Mbps

with a mean link bandwidth utilisation of 79.718%. By comparison the mean bond throughput

for round robin was 4.1 Mbps with a mean bandwidth utilisation of 78.75%.

As seen in Chapter 3 the difference in DCF parameters at the MAC layer between the 11ac

and 11ah devices creates a significant disparity in the resulting link throughput performance,

which leads to a non-negligible bond throughput slow-down even for the same raw PHY data rate

of 65 Mbps and identical balanced applied load.

While overall there still was a substantial benefit the dynamic link selection algorithm by

Nam did not outperform static round robin in terms of both bond throughput and link utilisation

in all four tests. A minor trade-off was seen in Test 2B where the Nam algorithm sacrificed 0.71%

of the achieved bond throughput in order to increased the link bandwidth utilisation by 1.75%,

with a more significant trade-off in Test 2D. However in general the Nam algorithm performance

was reasonable and was able to increase the achieved bond throughput compared to the static

round robin configuration, although worse compared to the homogeneous dual-11ac case.

Test 2A Test 2B Test 2C Test 2D
Bond T.put (Mbps) 1.2999 ±0.017 13.6157 ±0.8 1.2297 ±0.03 1.1755 ±0.0144
T.put Diff. (Mbps) 0.59 ±0.063 1.5315 ±0.062 0.253 ±0.004 0.17827 ±0.009
B.width Util. (%) 72.9 ±0.0078 98.059 ±0.009 76.76 ±0.008 71.154 ±0.0079
Bond Delay (us) 85313 ±1601 501978 ±1567 57953 ±554 193430 ±1652
Delay Diff. (us) 35113 ±598 838.1033 ±11 12682 ±249 98549 ±989

Table 4.4: Summary of Dynamic Nam Algorithm Results for Heterogeneous 11ac-11ah Bond
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When comparing the results for the dynamic Nam algorithm against the results for the static

round robin bond in Chapter 3 under similar applied load scenarios, the main findings from Tests

2A-2D for the heterogeneous 11ac-11ah as summarised as follows:

1. Test 2A: In the balanced load test the dynamic Nam algorithm matched the static round

robin approach with a mean utilisation of 72.9% and a mean bond throughput of 1.299

Mbps. As seen from the round robin results in Chapter 3 in Test 2A there was a significant

disparity between the individual 11ac and 11ah links even for the balanced applied loads

and 65Mbps-65Mbps PHY rates used. This created a substantial slow-down effect due to

the in-order delivery requirement but the bond throughput gap threshold of 0.9 was not

exceeded, and therefore dynamic Nam algorithm performance was equivalent to the static

bond configuration.

2. Test 2B: In the first unbalanced load test the dynamic Nam algorithm under-performed

the static round robin approach by 0.71% in terms of the overall bandwidth utilisation but

outperformed by 1.75% in terms of the mean achieved bond throughput. In this example

the difference in applied load between the two links unbalanced the bond and created a

substantial slow-down effect. This was such that the bond throughput gap was exceeded

for applied loads where {n11ac >= 17, n11ah = 1} and the algorithm reverted to the use of

a single 802.11 link in order to increase the mean bond throughput and link bandwidth

utilisation.

3. Test 2C: In the second unbalanced load test the dynamic Nam algorithm outperformed

the static round robin bond by 66.04% in terms of the mean achieved throughput and by

8.88% in terms of the link bandwidth utilisation. Notably the Nam algorithm reverted to

the use of a single link when the bond throughput gap exceeded the specified threshold for

applied loads where {n11ac <= 11, n11ah = 50} and by doing so substantially increased the

bond throughput performance compared to the static bond configuration.

4. Test 2D: In the final unbalanced load test for heterogeneous 11ac-11ah interface bond

the dynamic Nam algorithm under-performed the static round robin method by 4.28%

in terms of the overall bandwidth utilisation but outperformed it in terms of the link

bandwidth utilisation by 129.92%. In the test the Nam algorithm switched to the single

fastest link between applied loads where {n11ac <= 25, n11ah = 1} which again increased

the link bandwidth utilisation significantly while reducing the achieved bond throughput

by a small amount.
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As with the homogeneous 11ac-11ac bond tests in all tests at multiple stages of the simulation

the achieved Nam bond throughput was reduced below that of the single fastest 802.11 link due

to the inherent slow-down effect, therefore rendering the use of the technique counter productive

to the aim of increasing the overall link throughput. Notably this occurred far more often for the

heterogeneous 11ac-11ah compared to the dual-11ac bond, which is shown in Table 4.5 below,

with Tests 2C and 2D being particularly impacted by the condition.

Applied Load
Scenario

Problematic
Applied Loads

Bond
Throughput Gap

Test 2A {n11ac = 1, n11ah = 1} 0.5421
Test 2B {n11ac = 1, n11ah = 1} 0.5421
Test 2C {n11ac = 11, n11ah = 50} to {n11ac = 41, n11ah = 50} 0.8948 to 0.5472
Test 2D {n11ac = 25, n11ah = 100} to {n11ac = 82, n11ah = 100} 0.8957 to 0.5498

Table 4.5: Problematic Heterogeneous 11ac-11ah Bond Loads for Nam Algorithm
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4.6 Improving Bandwidth Utilisation

This section presents a novel predicted-throughput-based dynamic link selection algorithm for

802.11 interface bonding, designed specifically to avoid the counter productive scenario where the

bond throughput is reduced below the throughput of the fastest single link, as observed in the

previous static bond configuration experiments and also for the dynamic link selection method by

Nam.

The main decision-making algorithm is implemented on top of the 802.11 interface bonding

framework given in Chapter 3 and is evaluated using the same set of applied load scenarios used

for the contemporary approach by Nam and the previous static round robin bond configuration.

The MatLab implementation of the dynamic link selection algorithm is described using

pseudocode in Section 4.6.1.1, and the simulation input parameters and channel load scenarios

used are described in Section 4.6.1.2 and Section ?? respectively. The simulation results are

presented in Section 4.7 as a function of the applied load, and a evaluation is given in Section 4.8

with a detailed comparison between the performance of the MT algorithm and the contemporary

throughput-gap-based approach.

351



CHAPTER 4. TOWARDS DYNAMIC 802.11 INTERFACE BONDING USING SDN

4.6.1 Experimental Setup

This section describes the methodology and experiment setup used for the evaluation of the novel,

predicted-throughput-based algorithm.

4.6.1.1 MT Algorithm MatLab Implementation

This section describes the implementation and operation of a link selection algorithm designed to

maximise the overall mean achieved throughput by removing problematic bond link whenever

the predicted bond throughput is less than the throughput of the single fastest 802.11 slave.

We begin by asking a straightforward question: assuming that a mobile application user has

a need or desire to use link aggregation over multiple 802.11 Wireless LAN interfaces, then given

a set of specific link states, i.e. the current achievable link latencies and data rates, will the

use of round robin bonding be productive in terms of the overall throughput performance? The

ideal interface selection algorithm should avoid inefficient or counter productive use of bonding

by reverting to a single interface when necessary and use both interfaces only when bonding

is viable, i.e. when there is a predicted benefit in terms of the aggregated data rate. To help

answer this question we apply the predicted bond throughput from the round robin experiments

in the previous chapter to provide the necessary thresholds for the dynamic interface selection

decision-making framework using. Please note that the actual mechanism of bond creation is not

considered in this analysis, only the decision-making logic.

Using the previously validated predictive model, an algorithm for intelligent and dynamic

interface selection is constructed as a simple binary choice as to whether bonding should be used

or not. In the proposed algorithm, if the predicted compound throughput of the bond is greater

than that of the fastest single interface, then bonding is used, but if the predicted throughput

is less than that of the fastest single 802.11 device, then only the fastest single link is used.

With this approach the inefficient and wasteful use of bonding is avoided. i.e. the technique is

only applied when there is a measurable performance benefit. This is in contrast the static and

manual bond configuration approach used in most round robin implementations such as Linux

Bonding and similar to the throughput-gap-based approach by Nam.
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Algorithm 4: Maximum Throughput Link Selection Algorithm Pseudo-code
Data: S1, S2
Result: BondInterfaces[]
Spred;
for all possible combinations of nodes do

Spred = calcSpred(S1, S2);
if (Spred < S1) or ((Spred < S2) then

fast = max(S1, S2)
slow = min(S1, S2)
BondInterfaces[fast] = 1;
BondInterfaces[slow] = 0;

else
BondInterfaces[0] = 1; BondInterfaces[1] = 1;

Pseudo-code for the proposed dynamic interface selection approach is shown above in Algorithm 4.

The link selection algorithm is implemented in MatLab on top of the round robin evaluation

framework presented in Chapter 3.

Stepping through each line of the pseudocode, the algorithm input parameters are S1 and S2

which are the respective throughputs of each individual link. The output, BondInterfaces[], is a

vector representing the newly assigned state of each link of the bond. In the vector a 0 represents

an inactive interface and a 1 represents an active interface, i.e. the interfaces indicated by 0 do

not form part of the dynamically configured interface bond.

All possible node combinations are considered and a decision is made in each case as to

which interfaces should be included in the bond. The throughput of each link are passed to the

calcSpred subroutine, which uses them to estimate the predicted bond throughput Spred using

the statistics from the static round robin study. In the if conditional statement the value of Spred

is compared to the throughput of the individual links. If Spred is less than the throughput of

either link, then the max() and min() subroutines are used to find the fastest and slowest links.

In the following lines the state of the faster link is set to 1 (active) and the state of the slower link

is set to 0 (inactive). In the event that if conditional results in a 0 then both are set to 1 meaning

that both 802.11 interfaces will be attached to the bond.

4.6.1.2 Simulation Input Parameters

Again to allow a direct comparison, the simulation input parameters used are identical to those

used in the evaluation of the traditional static link selection approach in Section 3.4 of Chapter 3,

and are also the same as those used for the Nam evaluation in Section 4.3.1.2 of the current

chapter.
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4.6.1.3 Test Scenarios for Homogeneous 11ac-11ac Bond

First we describe the tests for the homogeneous 11ac-11ac interface bond.

4.6.1.3.1 MT Test 1A: Balanced Load Scenario The first MT test for the dual-11ac bond

uses the balanced applied load shown in Figure 4.54 below which is similar to RR Test 1A in

Chapter 3. The number of nodes in each 11ac WLAN is incremented simultaneously from 1 to

n = 100. At each stage as per the MT algorithm the predicted bond throughput is calculated using

the individual link states and the statistics from the experiment in Chapter 3, and if less than

that of the single fastest link then the slower of the two links is removed.

802.11ac WLAN 1 802.11ac WLAN 2

n1 = 1 n2 = 1

n1 = 2 n2 = 2

n1 = 100 n2 = 100

n1 = ... n2 = ...

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

Figure 4.54: MT Test 1A 11ac-11ac Bond Balanced Load Scenario
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4.6.1.3.2 MT Test 1B: Unbalanced Scenario (Low Load) The second test for the MT algo-

rithm is similar to RR Test 1B where there is a light static load of n = 1 on the second 11ac link

and the load on the first link is varied from n = 1 to n = 100. In MT Test 1A the predicted bond

throughput is calculated for each combination of applied load and if less than the throughput of

the single fastest link then the problematic slave is removed.

802.11ac WLAN 1 802.11ac WLAN 2

n1 = 1 n2 = 1

n1 = 2 n2 = 1

n1 = 100 n2 = 1

n1 = ... n2 = 1

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

Figure 4.55: MT Test 1B 11ac-11ac Bond Unbalanced Load Scenario (Low Load)
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4.6.1.3.3 MT Test 1C: Unbalanced Scenario (Moderate Load) The next MT test is the

unbalanced load scenario for the homogeneous 11ac-11ac bond shown in Figure 4.56 below.

The applied load on the second 11ac link is held constant at n = 50 while the load on the first

11ac link is incremented from n1 = 1 to n1 = 100. Again the predicted bond throughput is cal-

culated at each iteration and if less than that of the single fastest link the slower slave is removed.

802.11ac WLAN 1 802.11ac WLAN 2

n2 = 50

n2 = 50

n2 = 50

n2 = 50

n1 = 1

n1 = 2

n1 = ...

n1 = 100

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

Figure 4.56: MT Test 1C 11ac-11ac Bond Unbalanced Load Scenario (Moderate Load)
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4.6.1.3.4 MT Test 1D: Unbalanced Scenario (Heavy Load) The final MT test for the dual-

11ac bond is the unbalanced scenario illustrated in Figure 4.57. The static load on the second

11ac link was set to the maximum value of n = 100 while the load on the second link was varied

from n1 = 1 to n1 = 100. As per the previous tests at each iteration the predicted bond throughput

is calculated using the individual link states and if less than the throughput of the single fastest

link the problematic slave is removed.

802.11ac WLAN 1 802.11ac WLAN 2

n1 = 1 n2 = 100

n1 = 2 n2 = 100

n1 = 100 n2 = 100

n1 = ... n2 = 100

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

Figure 4.57: MT Test 1D 11ac-11ac Bond Unbalanced Load Scenario (Heavy Load)
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4.6.1.4 Test Scenarios for Heterogeneous 11ac-11ah Bond

Next we present the tests used for the heterogeneous 11ac-11ah interface bond.

4.6.1.4.1 MT Test 2A: Balanced Load Scenario In the first MT test for the heterogeneous

11ac-11ah bond the balanced scenario illustrated in Figure 3.18 below is used. At each iteration

the applied load on the 11ac and 11ah links is increased simultaneously from n = 1 to the maxi-

mum of n = 100. For each of the applied loads the predicted bond throughput is calculated and if

less than that of the single fastest link then the slower of the two links is removed.

802.11ac WLAN 1 802.11ah WLAN 2

n11ac = 1

n11ac = 2

n11ac = ...

n11ac = 100

n11ah = 1

n11ah = 2

n11ah = ...

n11ah = 100

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

Figure 4.58: MT Test 2A 11ac-11ah Bond Balanced Load Scenario
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4.6.1.4.2 MT Test 2B: Unbalanced Scenario (Moderate Load) In the first unbalanced

MT test for the heterogeneous 11ac-11ah bond the applied load on the 11ah link is held constant

at the low level of n = 1 nodes while the load on the 11ac link is varied from n = 1 to n = 100,

as illustrated in Figure 4.59 below. Again the average bond throughput was calculated for each

combination of applied link load across the bond. Again as per the algorithm at each iteration the

predicted bond throughput is calculated and if less than that of the single fastest link then the

problematic link is removed.

802.11ac WLAN 1 802.11ah WLAN 2

n11ac = 1

n11ac = 2

n11ac = ...

n11ac = 100

n11ah = 1

n11ah = 1

n11ah = 1

n11ah = 1

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

Figure 4.59: MT Test 2B 11ac-11ah Bond Unbalanced Load Scenario (Moderate Load)
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4.6.1.4.3 MT Test 2C: Unbalanced Scenario (Moderate Load) The third MT test for the

heterogeneous bond is the unbalanced scenario as illustrated in Figure 4.60 where the applied

load on the 11ah link is constant at the moderate level of n = 50 nodes, while the load on the

11ac link is incremented from n = 1 to n = 100 nodes. Like the previous tests the predicted bond

throughput is calculated and if found to be less than the throughput of the single fastest link

then the slower link is removed from the bond.

802.11ac WLAN 1 802.11ah WLAN 2

n11ah = 50

n11ah = 50

n11ah = 50

n11ah = 50

n11ac = 1

n11ac = 2

n11ac = ...

n11ac = 100

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

Figure 4.60: MT Test 2C 11ac-11ah Bond Unbalanced Load Scenario (Moderate Load)
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4.6.1.4.4 MT Test 2D: Unbalanced Scenario (Heavy Load) The final MT test for the het-

erogeneous 11ac-11ah bond is the unbalanced scenario show in Figure 4.61 where the applied

load on the 11ah link is held constant at n = 100 competing nodes while the load on the 11ac

link is varied from n = 1 to n = 100. As per the algorithm, at each iteration the predicted bond

throughput is calculated and if less than that of the single fastest link then the problematic slave

is removed.

802.11ac WLAN 1 802.11ah WLAN 2

n11ac = 1 n11ah = 100

n11ah = 100

n11ah = 100

n11ah = 100

n11ac = 2

n11ac = ...

n11ac = 100

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

IF (Predicted Bond Throughput < max (Link 1, Link 2))
use fastest single link
ELSE use both links 

Figure 4.61: MT Test 2D 11ac-11ah Bond Unbalanced Load Scenario (Heavy Load)
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4.7 MT Results Presentation

This section presents the results from the evaluation of the predicted-throughput-based dynamic

link selection algorithm.

4.7.1 Homogeneous 11ac-11ac Bond

First we present the MT algorithm results for the homogeneous 11ac-11ac interface bond.

4.7.1.1 MT Test 1A: Results

The bond throughput results for the MT algorithm under the balanced load scenario in Test 1A

are given in Figure 4.62 below. The overall mean bond throughput for the dynamic MT algorithm

was 2.4783 Mbps while the mean theoretical maximum bond throughput was 2.4816 Mbps. The

performance of the MT algorithm was approximately equal to the maximum theoretical bond

throughput at all applied loads. As the applied bond load was raised both throughput metrics

decreased non-linearly from a maximum value of 57.45 Mbps at {n1 = 1, n2 = 1} to 0.276 Mbps

at the heaviest test load of {n1 = 100, n2 = 100}. Compared to the absolute throughputs of the

individual 11ac slave links the resulting throughput difference was negligible with an overall

mean of 1.8053 kbps.
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Figure 4.62: Test 1A MT Algorithm Bond Throughput Results
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The link bandwidth utilisation results for the MT algorithm under the balanced load scenario

in Test 1A are shown below in Figure 4.63 as a function of the applied load. As seen from the

graph the achieved 11ac-11ac bond utilisation remained roughly constant at 100% or near with

an overall mean of 99.899% and a minimum value of 99.7%.
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Figure 4.63: Test 1A MT Algorithm Link Bandwidth Utilisation Results
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The bond delay results for the MT algorithm in Test 1A are shown in Figure 4.64 as a function

of the applied load. The overall mean 11ac-11ac bond delay for the test was 50263.23 µs. The

simulation output increased non-linearly as the applied bond load was raised and the bond delay

was equal to both the 11ac Link 1 delay and the 11ac Link 2 delay. As seen below the resulting

bond delay increased from a low of 0.00158 µs at the initial applied load of {n1 = 1, n2 = 1} to

117000 µs at the heaviest load of {n1 = 100, n2 = 100}.

When compared to the absolute delay of each individual 802.11ac link the resulting delay

difference was negligible at all applied loads with an overall mean of 115 µs and minimum and

maximum values of 0.0009 µs and 725 µs respectively.
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Figure 4.64: Test 1A MT Algorithm Bond Delay Results
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4.7.1.2 MT Test 1A: Discussion

The main finding from the benchmark case in Test 1A was that the achieved bond throughput un-

der the MT algorithm was close or equal to the throughput of the static round robin configuration

for all applied loads from {n1 = n2 = 1} to {n1 = n2 = 100}. The overall mean bond throughput of

both approaches was 2.47 Mbps with a mean link utilisation of 99.99%. The equivalent perfor-

mance can be seen from Figure 4.65 below where the MT throughput is plotted as the dotted and

dashed black line and the round robin throughput as the solid red line.
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Figure 4.65: Test 1A Dynamic MT vs Static RR Bond Throughput Comparison
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As discussed in the round robin evaluation in Chapter 3 the balanced applied load used in

Test 1A provides the ideal conditions for the homogeneous 11ac-11ac bond as the throughput of

both links is approximately equal for all applied loads. The MT algorithm is designed to remove

the slower slave link whenever the predicted bond throughput is less than that of the fastest

single available link, but as expected due to the balanced load and heterogeneous 11ac-11ac and

65Mbps-65-Mbps bond the condition was never met throughout Test 1A. This can be seen from

Figure 4.66 where the predicted round robin robin throughput is plotted alongside the individual

link throughputs. For this reason and as desired the dynamic MT link selection algorithm selected

both 11ac slave links for use simultaneously for all applied loads considered giving an equivalent

performance to the traditional static bond configuration.
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Figure 4.66: Test 1A Predicted Static Round Robin Throughput vs Individual Link Throughput
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4.7.1.3 MT Test 1B: Results

The bond throughput results for the MT algorithm and the unbalanced load scenario in Test

1B are presented in Figure 4.67 below. The maximum theoretical bond throughput is given as

the solid black line and the MT algorithm throughput as the solid green line. The overall mean

achieved 11ac-11ac bond throughput for all applied load combinations used was 29.3371 Mbps. As

seen from the graph between applied loads of {n1 = 1, n2 = 1} and {n1 = 7, n2 = 1} the throughput

output decreased non-linearly from a maximum of 57.47 Mbps to 28.84 Mbps. Then as the applied

load was incremented to {n1 = 8, n2 = 1} the achieved throughput reduced to 28.73 Mbps and

remained constant as the load was further increased towards {n1 = 100, n2 = 1}. The overall mean

throughput difference between both 11ac bond links for all applied loads used was 1.2338 Mbps.
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Figure 4.67: Test 1B MT Algorithm Bond Throughput Results
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The link bandwidth utilisation results for the homogeneous 11ac-11ac bond and unbalanced

load in Test 1B are presented in Figure 4.68. The overall mean bond utilisation for all applied loads

used in the test was 99.625%. As seen from the graph the utilisation reduced non-linearly from

a maximum of 100% at {n1 = 1, n2 = 1} to a minimum value of 88.98% at {n1 = 7, n2 = 1}. Then

as the load was incremented to {n1 = 8, n2 = 1} the utilisation increased again to its maximum

possible value and remained constant as the load was further raised towards {n1 = 100, n2 = 1}.

This occurred because for applied loads between {n1 = 1, n2 = 1} and {n1 = 7, n2 = 1}, the relatively

minor performance disparity between links did not create a slow-down effect that was severe

enough such that the overall bond throughput was reduced to below that of the fastest single

link. As the load was incremented to {n1 = 8, n2 = 1} this threshold was exceeded, and the MT

algorithm responded by removing the offending link to leave a single link and 100% bandwidth

utilisation for the rest of the test.

0 20 40 60 80 100

Number of Stations

88

90

92

94

96

98

100

B
an

dw
id

th
 U

til
is

at
io

n 
(%

)

Figure 4.68: Test 1B MT Algorithm Link Bandwidth Utilisation Results
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The bond delay results for the MT algorithm in Test 1B are presented in Figure 4.69 below.

The overall mean bond delay for all applied load combinations considered was 134.593 µs. As

seen from the graph between applied loads of {n1 = 1, n2 = 1} and {n1 = 7, n2 = 1} the bond delay

followed the Link 1 delay and increased non-linearly from a minimum of 0.0194 µs to a maximum

value of 3972 µs. Then as the load was incremented to {n1 = 8, n2 = 1} the delay output suddenly

reduced to 0.0023 µs, as the bond delay began to follow that of the single, statically loaded

802.11ac Link 2 as the load was further increased towards the maximum of {n1 = 100, n2 = 1}.

The overall mean link delay difference for all applied load combinations considered in the test

was 134.5907 µs.
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Figure 4.69: Test 1B MT Algorithm Bond Delay Results
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4.7.1.4 MT Test 1B: Discussion

The main finding from Test 1B was that the dynamic MT link selection algorithm outperformed

the static bond configuration by 48.46% in terms of the mean bond throughput and increased

link bandwidth utilisation by 53.2%. The achieved mean bond throughput for the MT algorithm

was 29.3372 Mbps with a mean utilisation of 99.625% compared to 19.7604 Mbps and 65.03%

respectively for static round robin. The MT bond throughput is plotted in Figure 4.70 below as

the dashed black line alongside the round robin bond throughput as the solid red line. As seen for

applied loads between {n1 = 1, n2 = 1} and {n1 = 7, n2 = 1} the performance of the two methods

was equivalent at each data point. However as the load incremented to {n1 = 8, n2 = 1} and then

further towards the heaviest considered load of {n1 = 100, n2 = 1} the round robin throughput

continued its downward trajectory while the MT algorithm throughput remained constant at

28.75 Mbps.
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Figure 4.70: Test 1B MT vs RR Bond Throughput Performance Comparison
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In Test 1B we saw the reaction of the MT dynamic algorithm when the predicted bond

throughput reduced below the specified threshold. As seen in Figure 4.71 below for applied

loads from {n1 = 1, n2 = 1} to {n1 = 7, n2 = 1} both links were in use and the predicted bond

throughput reduced non-linearly from 57.42 Mbps to 30.04 Mbps. During the same interval the

11ac Link 2 throughput remained constant at approximately 28.75 Mbps while the 11ac Link 1

throughput reduced exponentially from 28.75 Mbps to 4.29 Mbps. As the applied load incremented

to {n1 = 8, n2 = 1} the predicted bond throughput reduced below the Link 2 throughput due to

a severe slow-down effect and therefore the MT algorithm responded as desired by removing

the problematic 11ac Link 1 from the bond. As the applied load was further raised towards

{n1 = 100, n2 = 1} the predicted bond throughput continued to decrease non-linearly and the

slower 11ac Link 1 was therefore never re-attached. In taking this approach the dynamic MT link

selection algorithm was able to avoid the counter productive use of bonding at {n1 <= 8, n2 = 1}

and increase the achieved overall mean bond throughput and link utilisation substantially when

compared to the traditional static bond configuration.
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Figure 4.71: Test 1B MT vs Link Throughput Performance Comparison
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4.7.1.5 MT Test 1C: Results

The homogeneous 11ac-11ac bond throughput under the MT algorithm the unbalanced load in

Test 1C is shown in Figure 4.72. The overall mean achieved bond throughput for all applied

load combinations considered in the test was 1.4914 Mbps. As seen from the graph a familiar

non-linear decreasing curve was observed as the applied bond load was increased and there

was a small difference seen between the achieved MT algorithm throughput and the maximum

theoretical bond throughput. At the lightest load of {n1 = 1, n2 = 50} the MT algorithm throughput

was measured at approximately 28.74 Mbps with the maximum bond throughput slightly higher

at 29.09 Mbps. As the applied load was increased towards the maximum of {n1 = 100, n2 = 50} the

achieved throughput decreased non-linearly to a minimum of 0.353 Mbps while the maximum

theoretical bond throughput decreased to 0.4925 Mbps. The overall mean link throughput

difference for all applied loads considered in the test was 0.19539 Mbps.
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Figure 4.72: Test 1C MT Algorithm Bond Throughput Results
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The MT algorithm link bandwidth utilisation results for Test 1C are shown in Figure 4.73

below. The overall mean bond utilisation for all applied load combinations considered was 93.479%.

As seen from the graph the utilisation was equal to approximately 100% from {n1 = 1, n2 = 50} to

{n1 = 14, n2 = 50}. However as the load was incremented to {n1 = 15, n2 = 50} the output decreased

suddenly to 82.15% before then increasing gradually to 99.9% at exactly {n1 = 50, n2 = 50}. As

the load was raised further the utilisation then decreased non-linearly to a final value of 84.13%

at the heaviest prescribed load of {n1 = 100, n2 = 50}.

For applied loads between {n1 = 1, n2 = 50} and {n1 = 16, n2 = 50} the MT algorithm through-

put threshold was exceeded and therefore only a single link was active in the bond. Then as the

load incremented to {n1 = 17, n2 = 50}, the bond throughput increased above that of the single

fastest link, and therefore the inactive link was re-added to the bond causing a sudden decrease

in the bandwidth utilisation. Then as the load was further increased the performance disparity

between links gradually reduced until they become comparable at {n1 = 50, n2 = 50}. As the load

was increased further still the performance disparity grew which gradually reduced the bond

bandwidth utilisation.
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Figure 4.73: Test 1C MT Algorithm Link Bandwidth Utilisation Results
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The bond delay results for the MT algorithm in Test 1C are shown in Figure 4.74 below. The

overall mean dual-11ac bond delay for all applied load combinations considered was 56864.067

µs. For applied loads from {n1 = 1, n2 = 50} to {n1 = 16, n2 = 50} the bond delay was equal to the

Link 1 delay which increased from a minimum of 0.0284 µs to a maximum of 44360 µs. However

as the load was incremented to {n1 = 17, n2 = 50} the bond delay started to follow the Link 2

delay and increased to approximately 45490 µs and remained constant as the load was further

increased towards {n1 = 50, n2 = 50}. After this the bond delay began to follow the Link 1 delay

again and increased non-linearly to 116400 at the heaviest considered load of {n1 = 100, n2 = 50}.
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Figure 4.74: Test 1C MT Algorithm Bond Delay Results
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4.7.1.6 MT Test 1C: Discussion

The main finding from Test 1C was that the dynamic MT algorithm outperformed the static bond

configuration in terms of mean bond throughput by 20.06% and mean link utilisation by 5.04%.

The achieved mean MT bond throughput was 1.4914 Mbps with a mean bandwidth utilisation

of 94.188% compared to 1.2422 Mbps and 89.667% respectively for static round robin. The MT

throughput is plotted in Figure 4.75 below as the dashed black line alongside the achieved round

robin throughput as the dotted and dashed red line. As seen between {n1 = 1, n2 = 50} and

{n1 = 14, n2 = 50} the MT algorithm throughput decreased non-linearly from 29.09 Mbps to 1.644

Mbps while the round robin throughput decreased from 18.06 Mbps to 1.619 Mbps. Then as the

load was incremented to {n1 = 15, n2 = 50} the MT throughput reduced to 16.44 Mbps which

was just below the 16.19 Mbps achieved by round robin. The MT bond throughput proceeded to

decrease at a faster rate until {n1 = 50, n2 = 50} where it was reduced to 0.3542 Mbps and then

remained constant as the load was further increased towards {n1 = 100, n2 = 50}. For the same

interval the round robin throughput continued its non-linear downward trend to a minimum

value of 0.4159 Mbps.
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Figure 4.75: Test 1C MT vs RR Bond Throughput Performance Comparison
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In Test 1C we saw the dynamic MT algorithm re-attach the slower 11ac link when the

predicted bond throughput increased above the specified threshold. As seen from Figure 4.76 at

the initial load of {n1 = 1, n2 = 50} the predicted bond throughput was less than the throughput

of the individual 11ac Link 1. However as the load was increased to {n1 = 15, n2 = 50} the above

condition no longer held and the algorithm responded by re-attaching the previously problematic

slower 11ac Link 1 to the interface bond. As the load was further increased to {n1 = 51, n2 = 50}

11ac Link 1 then became the slower of the two due to the increased channel contention such that

the overall bond throughput was instead limited by 11ac Link 2 with the static applied load of n

= 50. Because the predicted bond throughput did not decrease below the specified threshold again

both links were used for the remainder of the test. By resorting to a single link the MT algorithm

avoided the counter-productive use of bonding for applied loads where {n1 <= 14, n2 = 50} and

increased the overall mean throughput and mean link utilisation.
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Figure 4.76: Test 1C MT vs Link Throughput Performance Comparison
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4.7.1.7 MT Test 1D: Results

The bond throughput results under the MT algorithm for the unbalanced load in Test 1D are

presented in Figure 4.77 below. The achieved MT throughput is plotted as the solid green

line and the maximum theoretical bond throughput as the solid black line. The overall mean

bond throughput for all applied load combinations considered was 1.3004 Mbps. A non-linear

decreasing output was observed as the applied bond load was raised with a small difference

between the achieved bond throughput and the theoretical maximum bond throughput. At the

initial load of {n1 = 1, n2 = 100} the achieved MT bond throughput was 28.74 Mbps and the

maximum theoretical throughput slightly higher at 28.88 Mbps. As the applied load was raised

both throughput metrics decreased exponentially as the difference between them became smaller.

At the heaviest test load of {n1 = 100, n2 = 100} both the achieved bond throughput and the

theoretical maximum bond throughput were approximately equal at 0.278 Mbps. The overall

mean link throughput difference for all applied loads considered was 0.076282 Mbps.
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Figure 4.77: Test 1D MT Algorithm Bond Throughput Results
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The MT algorithm link bandwidth utilisation results for Test 1D are shown in Figure 4.78

below. As seen from the graph the resulting utilisation for the homogeneous 11ac-11ac bond used

was equal to approximately 100% for applied loads from {n1 = 1, n2 = 100} to {n1 = 38, n2 = 100}.

Then as the load was incremented to {n1 = 39, n2 = 100} the output decreased suddenly to an

overall minimum of 78.97% before then increasing non-linearly to a final value of 99.91% at the

heaviest considered bond load of {n1 = 100, n2 = 100}. The overall mean bond utilisation for the

test was 94.188%.

Between {n1 = 1, n2 = 100} and {n1 = 38, n2 = 100} only a single link was active in the bond

because the MT algorithm threshold was exceeded, and this led to a bandwidth utilisation of

100%. Then as the load was incremented to {n1 = 39, n2 = 100} the bond throughput exceeded

that of the fastest single link and the MT algorithm responded by re-attaching the slower bond

link, leading to a sudden reduction in the link bandwidth utilisation. As the load was further

increased, the performance disparity between links reduced leading to a gradual increase in the

bandwidth utilisation.
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Figure 4.78: Test 1D MT Algorithm Link Bandwidth Utilisation Results
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The dual-11ac bond delay results for the MT algorithm in Test 1D are presented in Figure 4.79

below. The overall mean bond delay for all applied load combinations used was 779074.58 µs. As

seen for applied loads from {n1 = 1, n2 = 100} to {n1 = 38, n2 = 100} the bond delay followed the

Link 1 delay which increased non-linearly from a low of approximately 0.00284 µs to 31050 µs.

Then as the load was incremented to {n1 = 38, n2 = 100} the bond delay began to follow the Link

2 delay which remained constant at approximately 116900 µs as the load was further increased

towards {n1 = 100, n2 = 100}. The overall mean link throughput difference for all applied load

combinations considered was 28857.6 µs.
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Figure 4.79: Test 1D MT Algorithm Bond Delay Results
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4.7.1.8 MT Test 1D: Discussion

The main finding from Test 1D was that the dynamic MT algorithm outperformed the static

configuration by 51.51% in terms of the mean bond throughput and by 15.36% in terms of link

bandwidth utilisation. The achieved mean bond throughput for the MT algorithm was 1.3 Mbps

with a mean utilisation of 94.1488% while the achieved means for static round robin were 0.85805

Mbps and 81.615% respectively. The performance of both methods is compared in Figure 4.80

below where the MT algorithm throughput is plotted as the dashed green line and the round

robin throughput as the solid red line. As seen for applied loads between {n1 = 1, n2 = 100} and

{n1 = 38, n2 = 100} the MT algorithm throughput decreased non-linearly from 28.73 Mbps to

0.536 Mbps and the round robin throughput decreased from 14.1 Mbps to 0.527 Mbps while the

difference between the two outputs became smaller. As the load incremented to {n1 = 39, n2 = 100}

the MT throughput reduced to that of round robin and it continued to follow the same non-linear

curve reducing to a minimum of 0.277 Mbps at the heaviest prescribed load of {n1 = 100, n2 = 100}.
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Figure 4.80: Test 1D MT vs RR Bond Throughput Performance Comparison
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In Test 1D we saw the dynamic MT link selection algorithm re-attach the slower 11ac device

when the predicted bond throughput increased above the throughput of the fastest available single

link. As seen in Figure 4.81 for applied loads between {n1 = 1, n2 = 100} and {n1 = 38, n2 = 100}

the above condition was not met and therefore only the faster 11ac link was in use. Then as the

load was incremented to {n1 = 39, n2 = 100} the predicted throughput reduced below that of the

single fastest link (11ac Link 1) and the algorithm responded by re-attaching the slower link

(11ac Link 2) to the bond. In doing to the MT algorithm avoided the counter productive use of

bonding where {n1 <= 38, n2 = 100} and increased the overall mean throughput and mean link

bandwidth utilisation compared to the static round robin case.
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Figure 4.81: Test 1D MT vs Link Throughput Performance Comparison
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4.7.2 Heterogeneous 11ac-11ah Bond

Next we present the results of the MT algorithm for the heterogeneous 11ac-11ah bond.

4.7.2.1 MT Test 2A: Results

The bond throughput results for the MT algorithm under the balanced load scenario in Test 2A

are presented in Figure 4.82 below. The overall mean bond throughput for the MT algorithm

was 1.324 Mbps while the mean theoretical maximum bond throughput was 1.8897 Mbps. A

non-linear decreasing curve was observed for both metrics as the applied 11ac-11ah bond load

was raised. From a maximum of 28.72 Mbps at the lightest test load of {n11ac = 1, n11ah = 1} the

MT algorithm throughput decreased non-linearly to 0.1659 Mbps at the heaviest applied load of

{n11ac = 100, n11ah = 100}. For the same applied loads the maximum theoretical bond throughput

decreased non-linearly from a maximum of 41.88 Mbps to a minimum of 0.2219 Mbps. The mean

throughput difference between the 11ac and 11ah bond links for all applied load combinations

considered was 0.59008 Mbps and insignificant compared to the individual link throughputs.
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Figure 4.82: Test 2A MT Algorithm Bond Throughput Results
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The link bandwidth utilisation results for the MT algorithm in Test 2A are shown in Fig-

ure 4.83 below. The overall mean 11ac-11ah bond utilisation for all applied load combinations con-

sidered was 73.705%. As seen for applied loads of {n11ac = 1, n11ah = 1} and {n11ac = 1, n11ah = 1}

the utilisation was 100%, but as the load was incremented to {n11ac = 3, n11ah = 3} the simulation

output decreased suddenly to a minimum of 67.86% before then increasing gradually to 74.76%

at the heaviest considered load of {n11ac = 100, n11ah = 100}.

Between loads of {n11ac = 1, n11ah = 1} and {n11ac = 2, n11ah = 2} only a single link was

attached to the bond, and therefore the resulting bandwidth utilisation was 100%. Then as the

applied load was incremented to {n11ac = 3, n11ah = 3}, the bond throughput began to exceed

that of the single fastest available link and so the inactive link was re-attached to the bond by

the algorithm, also causing a sudden decrease in the bandwidth utilisation. Then as the load

was further increased the performance disparity between bond links decreased which gradually

increased the achieved bandwidth utilisation.
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Figure 4.83: Test 2A MT Algorithm Link Bandwidth Utilisation Results
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The bond delay results for the MT algorithm under the balanced load scenario in Test 2A

are presented in Figure 4.84 below as a function of the applied bond load. The mean bond delay

for all applied load combinations considered in the test was 85297.98 µs. As observed below the

bond delay followed the slower 11ah link delay throughout which increased non-linearly from

a minimum of 0.01568 µs at {n11ac = 1, n11ah = 1} to a maximum of 195500 µs at the heaviest

considered load of {n11ac = 100, n11ah = 100}. The overall mean link delay difference for all applied

load combinations considered was 35089.9 µs.
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Figure 4.84: Test 2A MT Algorithm Bond Delay Results
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4.7.2.2 MT Test 2A: Discussion

The main finding from the balanced load scenario in Test 2A was that the dynamic predicted

throughput algorithm marginally increased the mean bond throughput by 1.92% and the mean

link utilisation by 1% compared to the static bond configuration. The mean throughput under

the MT algorithm was 1.324 Mbps with a link utilisation of 73.7% while the achieved means

for the static method were 1.299 Mbps and 72.9% respectively. The marginal improvement can

be seen below at an applied load of {n11ac = n11ah = 1} where the MT algorithm exceeded the

round robin throughput by approximately 17.5%. Immediately as the load was incremented to

{n11ac = n11ah = 2} the achieved MT throughput decreased to the same value as round robin and

then continued to follow the same exponentially decreasing output curve as the applied load was

further raised towards {n11ac = n11ah = 100}.
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Figure 4.85: Test 2A MT vs RR Algorithm Bond Throughput
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The difference in performance between the dynamic link selection method and the traditional

static round robin approach is seen in Figure 4.86 at loads of {n11ac = n11ah = 1} where the MT

algorithm condition for removing a problematic slave link is satisfied, i.e. the predicted bond

throughput plotted as the dashed black line was less than or equal to the throughput of the

fastest available link, which was in this case the 11ac link plotted as the solid magenta line.

However as the load was incremented to {n11ac = n11ah = 2} the 11ac link throughput decreased

below that of the predicted bond throughput and the MT algorithm responded by reattaching

the slower 11ac link. By resorting to the single fastest slave device the dynamic MT algorithm

link selection algorithm avoided the damaging scenario at {n11ac = n11ah = 1} and marginally

increased the the overall mean bond throughput and mean link bandwidth utilisation compared

to the static round robin configuration.
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Figure 4.86: Test 2A MT vs Link Throughput Performance Comparison
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4.7.2.3 MT Test 2B: Results

The 11ac-11ah bond throughput for the MT algorithm and the unbalanced load scenario in Test

2B is plotted in Figure 4.87 as the solid green line alongside the maximum theoretical bond

throughput as the solid black line. The overall mean achieved bond throughput for all applied

load combinations considered was 13.8775 Mbps. In general the MT throughput was lower

than the theoretical maximum and both outputs decreased exponentially as the applied load

was raised. At the lightest load of {n11ac = 1, n11ah = 1} the achieved MT bond throughput was

approximately 28.74 Mbps and the maximum theoretical bond throughput was 41.9 Mbps. The MT

bond throughput then reduced gradually to a minimum of 13.29 Mbps at the heaviest considered

load of {n11ac = 100, n11ah = 1} while the maximum theoretical bond throughput reduced to 13.3

Mbps. The overall mean link throughput difference for all applied loads considered in the test

was 12.1047 Mbps.
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Figure 4.87: Test 2B MT Algorithm Bond Throughput Results
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The 11ac-11ah link bandwidth utilisation results for the MT algorithm in Test 2B are

given in Figure 4.88. The overall mean bandwidth utilisation for all applied load combinations

considered was 97.734%. As seen below the achieved utilisation was 100% at an applied load of

{n11ac = 1, n11ah = 1} but as the load was incremented {n11ac = 2, n11ah = 1} the output reduced

suddenly to an overall test low of 72.37%. As the applied load was was further raised the

utilisation of the bond increased non-linearly to a final value of 99.94% at the heaviest considered

load of {n11ac = 100, n11ah = 1}.

At the start of the test only a single link was attached to the bond, but as the applied load

incremented to {n11ac = 2, n11ah = 1} the performance disparity between links reduced and the

bond throughput increased above that of the fastest single link, and so the MT algorithm reacted

by re-attaching the second link. This also had the impact of suddenly decreasing the bandwidth

utilisation. As the load was further increased, the performance disparity was reduced which had

the effect of gradually increasing the utilisation.
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Figure 4.88: Test 2B MT Algorithm Link Bandwidth Utilisation Results
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The 11ac-11ah bond delay results for the MT algorithm in Test 2B are presented in Figure 4.89

below. The overall mean bond delay for all applied load combinations considered was 50197.7533

µs. As seen the bond delay was equal to the 11ah delay at {n11ac = 1, n11ah = 1} but as the

load incremented to {n11ac = 2, n11ah = 1} the bond delay began to follow the 11ac link which

increased non-linearly from 0.284 µs to a maximum of 116700 µs at the heaviest considered load

of {n11ac = 100, n11ah = 1}. The overall mean link delay difference for all applied load combinations

considered was 50197.746 µs
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Figure 4.89: Test 2B MT Algorithm Bond Delay Results
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4.7.2.4 MT Test 2B: Discussion

The main finding from the first unbalanced scenario in Test 2B was that the dynamic MT

algorithm marginally outperformed the static configuration by 0.17 % in terms of the mean

bond throughput and by 0.38% in terms of mean link bandwidth utilisation. The mean MT bond

throughput was 13.8775 Mbps with a mean throughput efficiency of 97.734% while the achieved

means for round robin were 13.8537 Mbps and 97.363% respectively. As seen in Figure 4.95 at

{n11ac = 1, n11ah = 1} the MT algorithm throughput of 26.33 Mbps was slightly higher than the

round robin throughput of 26.28 Mbps, but as the load incremented to {n11ac = 2, n11ah = 1} the

MT throughput was decreased to that of round robin. Then as the applied load was further raised

towards {n11ac = 100, n11ah = 1} the MT output continued to follow that of the static round robin

configuration such that their performance was equivalent for {n11ac >= 2, n11ah = 1} and reducing

non-linearly to a minimum of 13.31 Mbps.
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Figure 4.90: Test 2B MT vs RR Algorithm Bond Throughput Performance Comparison
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L As seen in Figure 4.91 at {n11ac = 1, n11ah = 1} only the 11ac slave link was in use as

the predicted bond throughput was less than the throughput of the single fastest available

link. Immediately as the load incremented to {n11ac = 2, n11ah = 1} the predicted throughput

reduced to 13.16 Mbps and due to the above condition no longer being true the slower 11ah link

was re-attached to the bond. As seen the predicted throughput did not drop again below the

throughput of the fastest link and therefore both links were used where {n11ac >= 2, n11ah = 1}.

Here by avoiding the counter productive use of bonding at {n11ac = 1, n11ah = 1} and reverting to

the single 11ac link the dynamic MT algorithm was able to marginally increase the mean bond

throughput and link utilisation compared to the static link selection approach.
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Figure 4.91: Test 2B MT vs Link Throughput Performance Comparison
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4.7.2.5 MT Test 2C: Results

The 11ac-11ah bond throughput results for the MT algorithm in Test 2C are presented in

Figure 4.92 below. The achieved MT algorithm throughput is plotted as the solid green line

and the maximum theoretical bond throughput as the solid black line. The overall mean bond

throughput for all applied load combinations considered was 1.3074 Mbps. As seen from the

graph a familiar non-linear decreasing curve was seen for both metrics as the applied bond

load was increased with a visible difference between the two outputs. At the initial applied

load of {n11ac = 1, n11ah = 50} the achieved throughput was measured as 28.74 Mbps while the

maximum theoretical throughput was slightly higher at 28.94 Mbps. As the applied load was

increased both throughput metrics reduced exponentially. At the heaviest considered load of

{n11ac = 100, n11ah = 50} the achieved bond throughput reduced to a minimum of 0.2042 Mbps

and the maximum theoretical bond throughput was reduced to 0.343 Mbps. The overall mean

link throughput difference for all applied load scenarios considered was 3.4689 Mbps.
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Figure 4.92: Test 2C MT Algorithm Bond Throughput Results
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The link bandwidth utilisation results for the MT algorithm in Test 2C are presented in

Figure 4.93 below. The overall mean link utilisation for all applied load combinations considered

was 88.389%. For applied loads from {n11ac = 1, n11ah = 50} to {n11ac = 40, n11ah = 50} the bond

utilisation was 100% but as the load incremented to {n11ac = 41, n11ah = 50} the output decreased

suddenly to 68.95%. As the load was further raised towards the heaviest prescribed level of

{n11ac = 100, n11ah = 50} the throughout efficiency increased non-linearly to a final value of

89.4%.

Initially only a single link was attached to the bond, but as the load incremented to {n11ac =
41, n11ah = 50} the bond throughput began to exceed that of the fastest single link, to which

the algorithm reacted by re-adding the slower link. This had the impact of suddenly decreasing

the bandwidth utilisation. Then as the load was further increased, the performance disparity

between links was reduced which had the effect of gradually increasing the utilisation.
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Figure 4.93: Test 2C MT Algorithm Link Bandwidth Utilisation Results
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The bond delay results for the MT algorithm in Test 2C are presented in Figure 4.94 below.

The overall mean bond delay for all applied load combinations considered was 58093.1452 µs.

As seen between applied loads of {n11ac = 1, n11ah = 50} and {n11ac = 40, n11ah = 50} the bond

delay followed the 11ac link delay which increased non-linearly from 0.0032 µs to 34330 µs.

Then as the load was incremented to {n11ac = 41, n11ah = 50} the bond delay began to follow the

11ah link delay which was constant at 78330 µs. At a load of {n11ac = 76, n11ah = 50} the bond

delay then began to follow the 11ac link delay again and increased non-linearly to a maximum

of 116600 µs at the heaviest considered load of {n11ac = 100, n11ah = 50}. The overall mean link

delay difference for all applied loads considered was 12719.779 µs.
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Figure 4.94: Test 2C MT Algorithm Bond Delay Results
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4.7.2.6 MT Test 2C: Discussion

The main finding from Test 2C was that the dynamic MT algorithm provided a substantial

mean bond throughput improvement of 68.04 % and a link bandwidth utilisation gain of 8.91%

compared to the traditional static round robin configuration. The mean throughput for the MT

algorithm was 1.2297 Mbps with a mean utilisation of 76.76% while the achieved round robin

throughput was just 0.7406 Mbps with a utilisation of 70.479%. As seen from the graph below in

Figure 4.95 at the initial applied load of {n11ac = 1, n11ah = 50} the MT throughput of 28.94 Mbps

was significantly higher compared to the achieved round robin throughput of 10.5 Mbps. As the

load was increased to {n11ac = 40, n11ah = 50} the MT throughput reduced non-linearly to 0.4694

Mbps which was slightly higher than the 0.4630 Mbps achieved by round robin at the same load.

Then as the load incremented to {n11ac = 41, n11ah = 50} the throughput of both methods became

equal at approximately 0.45 Mbps. As the load was further increased the MT output reduced

at a faster rate compared to round robin with both decreasing to 0.206 Mbps and 0.309 Mbps

respectively at the heaviest considered load of {n11ac = 100, n11ah = 50}.
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Figure 4.95: Test 2C MT vs RR Algorithm Bond Throughput Performance Comparison
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In Test 2C we saw the dynamic link selection algorithm react to the predicted bond throughput

increasing above the throughput of the fastest single link by reattaching the slower 11ah device.

During the test for low loads only the single 11ac slave was in use because as seen below in

Figure 4.96 the predicted bond throughput was lower than the specified threshold for applied

loads from {n11ac = 1, n11ah = 50} to {n11ac = 40, n11ah = 50}. Then as the applied load incremented

to {n11ac = 41, n11ah = 50} the predicted throughput increased above that of the fast 11ac link

and the MT algorithm responded as desired by reattaching the problematic 11ah link. Because

the predicted throughput did not reduce again below the given threshold both 11ac and 11ah

links were used for the remainder of the simulation. By resorting to the use of a single fast 11ac

link the MT algorithm avoided the counter productive use of bonding at applied loads where

{n11ac <= 40, n11ah = 50} and by doing so increased the overall mean bond throughput and link

utilisation.
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Figure 4.96: Test 2C MT vs Link Throughput Performance Comparison
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4.7.2.7 MT Test 2D: Results

The bond throughput results for the MT algorithm in Test 2D are presented in Figure 4.97. The

achieved MT bond throughput is plotted as the solid green line and the maximum theoretical bond

throughput as the solid black line. The overall mean achieved bond throughput for all applied

load combinations used was 1.2427 Mbps. As seen below both throughput metrics decreased

non-linearly as the applied bond load was raised with the achieved MT throughput keeping close

to the maximum theoretical throughout. At the initial applied load of {n11ac = 1, n11ah = 100} the

achieved throughput was measured at 28.74 Mbps and the maximum theoretical throughput was

slightly higher at 28.82 Mbps. As the bond load was increased the achieved throughput decreased

exponentially to a minimum of 0.1655 Mbps at {n11ac = 100, n11ah = 100} while the maximum

theoretical bond throughput was reduced to 0.221 Mbps. The overall mean link throughput

difference for all applied loads considered was 0.0146 Mbps.
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Figure 4.97: Test 2D MT Algorithm Bond Throughput Results
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The link bandwidth utilisation results for Test 2D are shown in Figure 4.98. As seen the

11ac-11ah bond utilisation was 100% for applied loads of {n11ac <= 2, n11ah = 100} but as the

load incremented to {n11ac = 83, n11ah = 100} the output reduced suddenly to a minimum of

69.37% before then increasing non-linearly to 74.55% at the heaviest considered bond of {n11ac =
100, n11ah = 100}. The overall mean link bandwidth utilisation for all applied load combinations

considered was 94.673%.

Between applied loads of {n11ac = 1, n11ah = 100} and {n11ac = 82, n11ah = 100} only a single

link was attached to the bond, but as the load incremented to {n11ac = 82, n11ah = 100} the bond

throughput began to exceed that of the fastest single link, and the algorithm reacted by re-

attaching the slower second link. This also had the impact of suddenly decreasing the bandwidth

utilisation. Then as the load was further increased, the performance disparity between links was

reduced which had the effect of gradually increasing the utilisation.
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Figure 4.98: Test 2D MT Algorithm Link Bandwidth Utilisation Results
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The bond delay results for the MT algorithm in Test 2D are shown in Figure 4.99. The overall

mean 11ac-11ah bond delay for all applied load combinations considered was 67905.41 µs. For

loads between {n11ac = 1, n11ah = 100} and {n11ac = 82, n11ah = 100} the bond delay followed

the 11ac delay and increased non-linearly from 0.0284 µs to 88220 µs. However as the load

incremented to {n11ac = 83, n11ah = 100} the bond delay began to follow the 11ac link which

remained constant at 196000 µs as the load was further increased towards {n11ac = 100, n11ah =
100}. The overall mean link delay difference for all applied loads used was 17688.43 µs.
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Figure 4.99: Test 2D MT Algorithm Bond Delay Results
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4.7.2.8 MT Test 2D: Discussion

The results of the MT evaluation in Test 2D showed a substantial performance improvement of

142.01% in terms of the achieved bond throughput and also increased link utilisation by 27.6%

compared to the traditional static round robin configuration. The mean bond throughput for

the MT algorithm was 1.2427 Mbps with a mean link utilisation of 94.673% while the achieved

mean throughput under round robin was 0.5135 Mbps with a mean utilisation of 74.197%. The

throughput performance of both approaches is compared in Figure 4.100 with the MT throughput

plotted as the dashed green line and the round robin throughput as the solid red line. As seen the

MT throughput was higher than round robin for applied loads from {n11ac = 1, n11ah = 100} to

{n11ac = 82, n11ah = 100}, but as the load was incremented to {n11ac = 83, n11ah = 100} the output

of both methods reduced to approximately 0.1866 Mbps. As the applied load was further raised

the MT throughput continued to follow round robin as both decreased non-linearly to a minimum

of 0.1655 Mbps at the heaviest considered load of {n11ac = 100, n11ah = 100}.
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Figure 4.100: Test 2D MT vs RR Algorithm Bond Throughput Performance Comparison
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In Test 2D the MT algorithm reacted to the predicted bond throughput increasing above

the achievable throughput of the single fastest available link by re-attaching the slower 11ah

slave device. As seen in Figure 4.101 below for applied loads between {n11ac = 1, n11ah = 100}

and {n11ac = 82, n11ah = 100} only the single 11ac link was attached to the bond, but as the load

was incremented to {n11ac = 83, n11ah = 100} the above condition was met and the previously

problematic slower 11ah slave was re-added. By avoiding the counter productive and wasteful use

of bonding seen at loads from {n11ac = 1, n11ah = 100} to {n11ac = 82, n11ah = 100} and resorting to

a single link the dynamic link selection algorithm significantly increased the overall mean bond

throughput and mean bond throughput efficiency by comparison to the traditional static link

configuration.
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Figure 4.101: Test 2D MT vs Link Throughput Performance Comparison
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4.8 MT Results Evaluation

This section provides an extensive overview and evaluation of the results from the MT algorithm

testing. First the MT algorithm results for the dual-11ac and heterogeneous 11ac-11ah interface

bonds are discussed individually and the performance compared against the traditional static

bond configuration as per the round robin study in Chapter 3. Then in Section 4.8.3 there

is a detailed comparison of the proposed algorithm performance against the state of the art

throughput-gap-based approach to link selection by Nam.

4.8.1 Homogeneous 11ac-11ac Bond

First we present the MT algorithm results for the homogeneous 11ac-11ac interface bond. The

main finding was that in all four tests the predicted-throughput-based dynamic link selection

algorithm provided a substantial performance gain of 42.18% in terms of the mean bond through-

put and 15.17% for the mean link bandwidth utilisation when compared to the static round robin

bond configuration. The overall achieved mean bond throughput for the dual-11ac bond was

8.6517 Mbps with a mean link bandwidth utilisation of 96.797%.

In general the MT algorithm provided a substantial performance gain and was able to in-

crease both the mean bond throughput and the mean link bandwidth utilisation in all of the

test conducted for the homogeneous 11ac-11ac bond. The mean results for the key performance

metrics are summarised in Table 4.6 below, alongside the 99.9% confidence interval.

Test 1A Test 1B Test 1C Test 1D
Bond T.put (Mbps) 2.48 ±0.1038 29.34 ±0.423 1.491 ±0.018 1.3 ±0.018
T.put Diff. (Mbps) 0.0018 ±4.07 * 10−6 1.234 ±0.0548 0.195 ±0.0037 0.076 ±0.002
B.width Util. (%) 99.899 ±0.0084 99.65 ±0.0038 93.5 ±0.0055 94 ±0.008
Bond Delay (us) 50263±602 134.774±1.746 56864 ±1104 79075 ±1002
Delay Diff. (us) 115 ±31 1134.773 ±1.62 12744 ±237 28858 ±215

Table 4.6: Summary of Dynamic MT Algorithm Results for Homogeneous 11ac-11ac Bond

The main findings from each individual sub-test performed for the homogeneous 11ac-11ac

bond are summarised as follows:

• Test 1A: The performance of the dynamic MT algorithm in the balanced load benchmark

test was equivalent to that of the static bond configuration with an achieved mean bond

throughput of 2.478 Mbps and mean link utilisation of 99.99%. As per the round robin

experiments in Chapter 3 the balanced load used in Test 1A provided the ideal conditions

for the 802.11 bond throughput, and therefore as desired the MT algorithm threshold for

removing a problematic bond link was not met and the performance was equivalent to the

static bond configuration throughout.
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• Test 1B: In the first unbalanced applied load scenario the dynamic MT link selection

algorithm outperformed the static configuration by 48.46% in terms of the mean bond

throughput and also increased the link bandwidth utilisation by 53.2%. In this test the

predicted bond throughput was below that of the fastest bond link for applied loads of

{n1 >= 8, n2 = 1} for which the MT algorithm reverted to the use of a single link and by

doing so increased the mean bond throughput and link bandwidth utilisation significantly.

• Test 1C: In the second unbalanced load scenario the MT algorithm outperformed the static

round robin bond in terms of mean throughput by 20.06% and also increased the mean link

bandwidth utilisation by 5.04%. Here the predicted bond throughput was lower than the

throughput of the single fastest 802.11 link for applied loads of {n11ac <= 14, n11ah = 50}

where MT algorithm responded by removing the offending slower link in order to increase

the overall mean bond throughput and link bandwidth utilisation.

• Test 1D: In the last unbalanced scenario for the dual-11ac interface bond the dynamic

MT algorithm outperformed the static configuration by 51.51% in terms of the mean

bond throughput and by 15.36% in terms of link bandwidth utilisation. In this case the

predicted bond throughput was below that of the fastest bond link for applied loads of

{n11ac <= 39, n11ah = 100} and therefore the algorithm switched to the use of a single link

and again increased the mean bond throughput and link bandwidth utilisation significantly.

Notable, due to the predicted-throughput-based decision making approach, the dynamic MT

algorithm was able to successfully guard against the counter productive scenario where for

certain levels of applied load the aggregated 802.11 bond throughput is reduced to below the

throughput of the single fastest available link.
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4.8.2 Heterogeneous 11ac-11ah Bond

Next we present the MT evaluation results for the homogeneous 11ac-11ac interface bond. Here

the main finding was that across all four tests the predicted-throughput-based dynamic MT

link selection algorithm provided a substantial performance gain of 8.19% in terms of the mean

bond throughput and increased the mean link bandwidth utilisation by 12.53% compared to the

traditional static bond configuration. The average achieved mean bond throughput in all four

tests was 4.4379 Mbps with a mean link bandwidth utilisation of 88.62%.

The mean values of the key bond-related performance metrics are summarised in Table 4.7

below. Again as seen during the simulations the proposed MT algorithm was able to successfully

increase both the mean achieved bond throughput and the overall mean link bandwidth utilisa-

tion in each of the individual applied load tests performed.

Test 2A Test 2B Test 2C Test 2D
Bond T.put (Mbps) 1.324 ±0.0178 13.87 ±0.82 1.307 ±0.0296 1.2427 ±0.0148
T.put Diff. (Mbps) 0.59 ±0.062 12.1 ±0.677 3.47 ±0.00098 0.0146 ±0.00085
B.width Util. (%) 73.7 ±0.0076 97.734 ±0.0092 88.39 ±0.0068 94.67 ±0.0094
Bond Delay (us) 85299 ±1594 50197.75 ±1617 58093 ±562 67905 ±884
Delay Diff. (us) 35090 ±592 50197.74 ±592 12720 ±251 17688 ±442

Table 4.7: Summary of Dynamic MT Algorithm Results for Heterogeneous 11ac-11ah Bond

The key findings from each individual sub-test for the heterogeneous 11ac-11ah interface

bond are summarised as follows:

• Test 2A: For the balanced applied load the dynamic MT algorithm marginally increased the

mean bond throughput by 1.92% and the link utilisation by 1% compared to the static bond

configuration. In contrast to the homogeneous bond in Test 1A the heterogeneous DCF

parameters creates a performance disparity between each 802.11 type even for the same

level of applied link load which significantly reduced the achieved bond throughput and

link bandwidth utilisation. For applied loads of {n11ac = n11ah = 1} and {n11ac = n11ah = 2}

the predicted bond throughput was reduced to below that of the fastest single link and so

the algorithm responded by removing the problematic and slower 11ah link from the bond.

• Test 2B: In first unbalanced load test the dynamic MT algorithm marginally outperformed

the static bond by 0.17% in terms of the mean bond throughput and by 0.38% in terms of

mean bandwidth utilisation. The predicted bond throughput was lower than the throughput

of the fastest single link for applied loads where {n11ac = 1, n11ah = 1} and so the MT

algorithm acted as intended by reverting to the use of a single link thereby increasing the

mean bond throughput and link bandwidth utilisation significantly.
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4.8. MT RESULTS EVALUATION

• Test 2C: In the second unbalanced test the dynamic MT algorithm provided a mean

bond throughput improvement of 68.04% and a link bandwidth utilisation gain of 8.91%

compared to the traditional static bond configuration. In this case the predicted bond

throughput was below that of the fastest bond link for applied loads of {n11ac = 40, n11ah =
50} and therefore the algorithm switched to the use of a single link and again increased the

mean bond throughput and link bandwidth utilisation significantly.

• Test 2D: In the final unbalanced load test the MT algorithm showed a performance increased

of 142.01% in terms of the achieved bond throughput and also increased link utilisation by

27.6% when compared to the static round robin bond. Here the predicted bond throughput

was lower than the throughput of the fastest individual 802.11 link for applied loads of

{n11ac <= 82, n11ah = 100}, and therefore the MT algorithm acted as desired by removing

the offending link in order to increase the mean bond throughput and link bandwidth

utilisation.

Again as per the MT tests for the homogeneous dual-11ac interface bond, by virtue of the

predicted-throughput-based method the dynamic MT algorithm was able to explicitly guard at

all times against the counter productive scenario where at certain levels of applied load the

slow-down effect is so pronounced that the compound bond throughput is reduced to below the

throughput of the single fastest available 802.11 link.
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4.8.3 Algorithm Performance Comparison

In this section we provide a detailed comparison between the performance of the proposed MT

algorithm and that of the state of the art dynamic link selection approach by Nam.

The main research finding from the performance comparison was that in all eight tests the

predicted-throughput-based dynamic MT algorithm outperformed the contemporary throughput-

gap-based Nam solution by 6.16% in terms of mean bandwidth utilisation and by 0.79% in terms

of the mean bond throughput. The MT algorithm provided an overall increase of 13.89% and

28.42% respectively when compared to the traditional static round robin bond configuration. The

overall mean performance results for the two dynamic link selection methods are compared in

Table 4.8 below.

Bond Throughput
(Mbps)

Link Bandwidth
Utilisation (%)

Static RR Bond 5.09 81.40
Dynamic Nam Bond 6.48 87.32
Dynamic MT Bond 6.54 92.71

Table 4.8: Summary of Dynamic vs Static Bond Performance Results

Although designed for use with MPTCP and end-to-end interface bonds at the Transport

Layer, the throughput-gap-based link selection algorithm by Nam performed well at Layer 2 for

the Link Layer point-to-point topology assumed in the simulations, achieving a 7.28% increase to

the link bandwidth utilisation and a 26.81% increase to the bond throughput when compared to

the static bond configuration.

However the Nam algorithm failed to guard specifically against the counter productive sce-

nario where the achieved bond throughput is reduced below that of the single fastest available

link due to the in-order delivery requirement and associated slow-down effect. For Nam there is

no reliable way to identify this damaging scenario from the value of the bond throughput gap

metric used and the algorithm is left vulnerable to the condition. As shown in the following

sections the strength of the presented MT algorithm lies in its knowledge of the predicted bond

throughput allowing it to identify and avoid the use of the technique at known problematic loads.

The benchmark balanced applied load scenarios in Tests 1A and 2A are of particular interest

as they serve to demonstrate the difference in performance between the homogeneous 11ac-11ac

and heterogeneous 11ac-11ah bonds, as well as the difference between the two dynamic link

selection approaches. In the benchmark testing for the homogeneous 11ac-11ah bond the two

link selection algorithms responded in a similar way to the balanced applied load used:

• Nam Test 1A: For all applied loads considered the homogeneous 11ac-11ac bond through-

put gap was negligible such that the Nam threshold of 0.9 for triggering the removal of
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problematic bond links was never met and both 11ac slave links were used at all times

during the simulations. The dynamic link selection algorithm performance was therefore

equivalent to static round robin with an overall mean bond throughput of 2.47 Mbps and

mean link utilisation of 99.99%.

• MT Test 1A: As show in Figure 4.66 in Section 4.7.1.2 above for all applied loads considered

in the test the bond throughput was maximised and always faster than the single fastest

available link such that the threshold defined by the algorithm for removing problematic

bond links was never met and both 11ac slave links were used throughout. Similar to Nam

Test 1A, the dynamic MT algorithm performance was therefore equivalent to the static

round robin performance with both achieving an overall mean throughput of 2.47 Mbps

and mean link utilisation of 99.99%.

By contrast in Test 2A when the balanced load was applied on the heterogeneous 11ac-11ah

bond the two link algorithms responded differently:

• Nam Test 2A: As seen in Figure 4.36 of Section 4.4.2.1 above, for the balanced scenario

the maximum value of the bond throughput gap in was 0.54, as such the threshold of 0.9

set for removing problematic bond links was never exceeded and both 11ac and 11ah slave

links were used throughout the simulation. Similar to Test 1A the dynamic Nam algorithm

performance was therefore equivalent to the static bond configuration with both achieving

an overall mean bond throughput of 1.29 Mbps and mean bandwidth utilisation of 72.9%.

• MT Test 2A: By contrast in the MT evaluation in Test 2A at applied loads where {n11ac =
n11ah <= 2} the predicted bond throughput was less than the throughput the single fastest

available link, as seen in Figure 4.86 of Section 4.7.2.2 above. Therefore the MT algorithm

removed the slower 11ah link at the above loads which increased the achieved mean bond

throughput by 5.72% and also increased the mean bandwidth utilisation significantly by

33.05% compared to the throughput-gap-based Nam approach.

Test Applied Loads
1A {n1 = n2 = n}
1B {n1 = n,n2 = 1}
1C {n1 = n,n2 = 50}
1D {n1 = n,n2 = 100}
2A {n11ac = n11ac = n}
2B {n11ac = n,n11ah = 1}
2C {n11ac = n,n11ah = 50}
2D {n11ac = n,n11ah = 100}

Table 4.9: Summary of Applied Loads Used in Evaluation
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CHAPTER 4. TOWARDS DYNAMIC 802.11 INTERFACE BONDING USING SDN

Bond Metric Description

Maximum Bond Throughput
Maximum throughput of the bond, given as the
sum of the individual link throughputs

Achieved Bond Throughput
Bond throughput in Mbps calculated by counting
the number of payload bits received over both links
and dividing by the maximum link transmission time

Link Throughput Difference
Absolute difference in achieved throughput between
the individual bond links given in Mbps

Link Bandwidth Utilisation
Calculated by dividing the achieved bond
throughput by the maximum throughput

Bond Delay
The overall bond delay given in µs as the maximum
of the individual link access delays

Link Delay Difference
The absolute difference in access delay between the
individual links as a function of the applied load

Bond Throughput Gap
The bond throughput gap used as the main
decision-making by authors Nam et al.

Table 4.10: Summary of Bond Performance Metrics

Nam et al. Current Work
Bonding Topology End-to-end Point-to-point
Bonding Layer Layer 4 Layer 2
Experiment Type Small hardware testbed MatLab simulation
Bonding Technology Multipath TCP Protocol Agnostic
802.11 Standards 11g and 11n 11ac and 11ah
Bond Function Dynamic Interface Selection Dynamic Interface Selection
Bond Scheduling Static Round Robin Static Round Robin
Link Manipulation Linux Traffic Control Varying # Competing Nodes

Table 4.11: Comparison of Nam Experiment Setup vs Current Work
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4.8. MT RESULTS EVALUATION

4.8.3.1 Homogeneous 11ac-11ac Bond

First we present the comparison for the dual-11ac interface bond. The main finding was that in

all four tests for the predicted-throughput-based MT algorithm outperformed the Nam approach

in terms of the mean bond throughput by 42.18% and in terms of the mean bandwidth utilisation

by 14.39%. The mean MT bond throughput was 8.6517 Mbps with a mean link bandwidth utilisa-

tion of 96.797%, compared to 6.085 Mbps and 84.62% for the Nam algorithm. The results are

summarised in Table 4.12 below, and the performance of both link selection algorithms in each

individual applied load test is discussed and compared on the following pages.

Bond T.put
(Mbps)

T.put Diff.
(Mbps)

B.width
Util. (%)

Bond
Delay (us)

Delay
Diff (us)

Test 1A Nam 2.478 0.0018405 99.898 50256.711 105.65
Test 1A MT 2.4783 0.0018053 99.899 50263.23 115
Test 1B Nam 29.3289 1.5502 99.507 181.6635 182.6612
Test 1B MT 29.3371 1.2338 99.625 134.593 134.593
Test 1C Nam 1.4754 0.32843 91.932 62142.14 26525.44
Test 1C MT 1.4914 0.19539 93.479 56864.06 12743.688
Test 1D Nam 1.2725 0.21799 88.394 115962.75 49014.35
Test 1D MT 1.3004 0.076292 94.188 79074.58 28857.60

Table 4.12: Nam vs MT Performance Comparison for Homogeneous 11ac-11ac Bond
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4.8.3.1.1 Test 1A Comparison The main finding from the benchmark case was that the

MT algorithm performance was equivalent to the Nam performance for the balanced load and

homogeneous 11ac-11ac and 65Mbps-65Mbps bond used in the test. Both dynamic link selection

methods achieved an overall mean bond throughput of 2.47 Mbps and mean link throughput

utilisation of 99.99%.

The achieved throughputs are plotted in Figure 4.102. As per the simulation testing in

Chapter 3 (see requirements (1), (2), and (3) from the round robin evaluation), the balanced

applied load used in Test 1A produces the ideal conditions for the homogeneous 11ac-11ac and

65Mbps-65Mbps interface bond due to the equivalent link throughput performance at equal

levels of applied load.

As a consequence there was no observable throughput slow-down and the respective thresh-

olds defined by each algorithm for triggering link removal were not met at any of the applied loads.

Therefore in Test 1A as desired and expected the performance of both dynamic link selection

algorithms was equivalent and equivalent to the static bond configuration.
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Figure 4.102: Test 1A Nam vs MT Algorithm Bond Throughput Comparison
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4.8.3.1.2 Test 1B Comparison The main finding from the unbalanced scenario in Test 1B

was that the MT algorithm marginally outperformed Nam by 0.3% in terms of the mean bond

throughput and also increased the bandwidth utilisation marginally by 0.12%. The mean bond

throughput under the MT algorithm was 29.3371 Mbps with a mean link utilisation of 99.625%

while the mean bond throughput achieved under Nam was 29.3289 Mbps with mean utilisation

of 99.507%.

The results for both dynamic link selection algorithms are compared in Figure 4.103 below.

For Nam at low loads from {n1 = 1, n2 = 50} and {n1 = 8, n2 = 50} both 11ac links of the bond were

in use as the bond throughput gap was less than the specified threshold. However as the applied

load was incremented to {n1 = 9, n2 = 50} the throughput gap exceeded 0.9 and the algorithm

responded as expected by removing the slower 11ac link from the bond.

Similarly for the MT algorithm at low loads both 11ac bond links were attached but in contrast

the slower 11ac link was removed slightly sooner at a load of {n1 = 8, n2 = 50} when the predicted

bond throughput was reduced below that of the fastest available single link. In delaying the

re-attachment the MT algorithm avoided the counter productive scenario at {n1 = 7, n2 = 50} and

marginally increased both the overall mean bond throughput and mean bond link bandwidth

utilisation.
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Figure 4.103: Test 1B Nam vs MT Algorithm Bond Throughput Comparison
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4.8.3.1.3 Test 1C Comparison The main finding from Test 1C was that the predicted-

throughput-based MT link selection method outperformed Nam by 1.08% in terms of the mean

bond throughput and also increased the link bandwidth utilisation by 1.68%. The overall mean

bond throughput for the MT algorithm was 1.4914 Mbps with a mean bandwidth utilisation

of 93.479%, while the mean throughput under Nam was 1.4754 Mbps with mean utilisation of

91.932%.

The results for both link selection algorithms are compared in Figure 4.104 below. In the

Nam test for applied loads between {n1 = 1, n2 = 50} and {n1 = 7, n2 = 50} the measured bond

throughput gap was decreasing yet still greater than 0.9 such that only the faster first 11ac

bond link was in use. Then as the load was incremented to {n1 = 8, n2 = 50} the throughput gap

reduced below the threshold and the slower 11ac link was re-attached to the bond. However for

applied loads from {n1 = 8, n2 = 50} to {n1 = 14, n2 = 50} the impact of the throughput slow-down

effect due to the in-order delivery requirement was still so severe that the bond throughput was

reduced below the achievable throughput of the fastest available 11ac link, thereby making the

use of the technique not only pointless but also counter productive.

By contrast the MT algorithm was more cautious in its approach and in order to avoid the

above scenario it delayed re-attaching the slower 11ac slave until an applied load of {n1 = 15, n2 =
50} and in doing so increased the overall mean 11ac-11ac bond throughput as well as the mean

bandwidth utilisation.

0 20 40 60 80 100

Number of Stations

0

5

10

15

20

25

30

B
on

d 
T

hr
ou

gh
pu

t (
M

bp
s)

MT Bond
NAM Bond

Figure 4.104: Test 1C Nam vs MT Algorithm Bond Throughput Comparison
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4.8.3.1.4 Test 1D Comparison The main finding from Test 1D was that the MT method

outperformed the Nam algorithm by 5.75% in terms of the mean bond throughput and also

increased the mean link utilisation by 33.65%. The overall mean bond throughput for the MT

algorithm during the test was 1.242 Mbps with a mean link bandwidth utilisation of 94.9%, while

the mean throughput under Nam was 1.174 Mbps with mean bandwidth utilisation of 71%.

The results for both link selection methods are compared in Figure 4.105 below. In the Nam

test for applied loads between {n1 = 1, n2 = 100} and {n1 = 16, n2 = 100} the measured bond

throughput gap was decreasing but greater than 0.9 and therefore only the faster first 11ac bond

link was in use. As the applied load was incremented to {n1 = 17, n2 = 100} the throughput gap

reduced below the above threshold and the algorithm responded by re-attaching the slower 11ac

slave link.

By contrast the MT algorithm was more cautious in its approach and did not re-attach the

slower 11ac link until an applied load of {n1 = 39, n2 = 100} when the predicted bond throughput

increased above the throughput of the fastest available single link. In doing so the MT algorithm

avoided the counter productive and wasteful use of the bond technique for applied loads from

{n1 = 17, n2 = 100} to {n1 = 38, n2 = 100} which increased the overall mean bond throughput and

mean link bandwidth achieved by the dual-11ac bond used.

0 20 40 60 80 100

Number of Stations

0

5

10

15

20

25

30

B
on

d 
T

hr
ou

gh
pu

t (
M

bp
s)

MT Bond
NAM Bond

Figure 4.105: Test 1D Nam vs MT Algorithm Bond Throughput Comparison
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4.8.3.2 Heterogeneous 11ac-11ah Bond

Next we present the algorithm performance comparison for the heterogeneous 11ac-11ah inter-

face bond. The main finding was that in all four tests for the heterogeneous 11ac-1ah bond the

presented MT algorithm outperformed the Nam method in terms of the mean bond throughput

by 2.49% and in terms of mean bandwidth utilisation by 11.17%. The achieved mean MT bond

throughput was 4.4379 Mbps with a mean link bandwidth utilisation of 88.62% compared to 4.33

Mbps and 79.718% respectively for Nam. The results are summarised in Table 4.13 below, and

the performance in each individual applied load scenario is discussed and compared in detail in

the following sections.

Bond T.put
(Mbps)

T.put Diff.
(Mbps)

B.width
Util. (%)

Bond Delay
(us)

Delay Diff.
(us)

Test 2A Nam 1.299 0.5901 72.98 85312.46 35122.9
Test 2A MT 1.324 0.59008 73.705 85297.98 35089.9
Test 2B Nam 13.61 1.5315 98.06 50197.75 838.1
Test 2B MT 13.87 12.1047 97.734 50197.75 50197.74
Test 2C Nam 1.229 0.253 76.76 57953.63 12682.37
Test 2C MT 1.307 3.4689 88.38 58093.13 12719.77
Test 2D Nam 1.175 0.178 71.11 193429.54 98549.15
Test 2D MT 1.242 0.0146 94.673 67905.41 17688.43

Table 4.13: Nam vs MT Performance Comparison for Heterogeneous 11ac-11ah Bond
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4.8.3.2.1 Test 2A Comparison The main finding from Test 2A was that the MT algorithm

marginally outperformed Nam in terms of the mean bond throughput by 1.85 % and also

increased the mean link utilisation marginally by 0.99 %. The overall achieved mean 11ac-11ah

bond throughput under the MT algorithm was 1.324 Mbps with a mean bandwidth utilisation of

73.705% while the mean throughput for Nam was 1.299 Mbps with mean utilisation of 72.98%.

The results for both approaches are plotted together in Figure 4.106 below.

The difference in behaviour was due to the comparatively more protective strategy of the

MT algorithm apparent at an applied load {n11ac = 1, n11ah = 1} where the slower 11ah link

was removed due to the predicted bond throughput being reduced to less than that of the faster

802.11ac slave link. Then as the applied load incremented to {n11ac = 2, n11ah = 2} the predicted

bond throughput increased so that the above condition no longer held and the slower 11ah link

was re-attached and stayed in active use for the remainder of the simulation.

By contrast the Nam throughput gap threshold of 0.9 for removing a problematic bond

link was never exceeded and therefore both slave links were used throughout the test. The MT

algorithm therefore avoided the severe slow-down effect due to the in-order delivery requirement

at applied loads of {n11ac = n11ah = 1} by resorting to a single link and thereby increased the

mean bond throughput and mean link utilisation compared to the Nam approach.
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Figure 4.106: Test 2A Nam vs MT Algorithm Bond Throughput Comparison
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4.8.3.2.2 Test 2B Comparison In Test 2B the MT algorithm outperformed the Nam algo-

rithm by 1.91% in terms of the mean bond throughput while decreasing the link bandwidth

utilisation marginally by 0.33%. The overall mean bond throughput for the MT algorithm was

13.87 Mbps with a mean bandwidth utilisation of 97.734%, while the achieved mean throughput

under Nam was 13.61 Mbps with mean utilisation of 98.06%.

The results for both link selection approaches are plotted in Figure 4.107 below. In the

Nam test at applied loads between {n11ac = 1, n11ah = 1} and {n11ac = 16, n11ah = 1} both 11ac

and 11ah slave links were attached as the measured bond throughput gap was still under the

prescribed threshold. Then as the load was incremented to {n11ac = 17, n11ah = 1} the throughput

gap reduced below 0.9 and the algorithm responded as expected by removing the slower 11ah

slave link.

By contrast for the MT algorithm at {n11ac = 1, n11ah = 1} the predicted bond throughput was

less than that of the fastest single link and therefore the slower 11ah slave link was not used. As

the load was incremented to {n11ac = 2, n11ah = 1} the above condition then no longer applied and

the 11ah link was re-attached for the remainder of the test. By taking this step with no other

action, the MT algorithm avoided the counter productive use of bonding at {n11ac = 1, n11ah = 1}

and increased the overall mean bond throughput while marginally reducing the overall link

utilisation.
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Figure 4.107: Test 2B Nam vs MT Algorithm Bond Throughput Comparison
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4.8.3.2.3 Test 2C Comparison The main finding from Test 2C was that the MT method

outperformed the Nam approach by 6.32% in terms of the mean bond throughput and also

increased the link bandwidth utilisation by 15.15%. The achieved mean bond throughput under

the MT algorithm was 1.307 Mbps and the mean bandwidth utilisation was 88.389%, compared

to 1.2297 Mbps and 76.76% respectively for the Nam algorithm.

The achieved throughput results for both approaches are compared in Figure 4.108 below. In

the Nam test for the initial load of {n11ac = 1, n11ah = 1} only the 11ac bond link was in use as the

measured bond throughput gap was in excess of the prescribed threshold. Then as the load was

increased to {n1 = 12, n2 = 1} the bond throughput gap decreased below 0.9 and the algorithm

responded as expected by re-attaching the slower 11h link.

By contrast the MT algorithm was more cautious in its approach. Similar to Nam, at relatively

low levels of applied load only the 11ac link was attached as the predicted bond throughput was

less than the throughput of the fastest available single link. The predicted bond throughput did

not increase above this value until an applied load of {n1 = 42, n2 = 1} to which point the algorithm

reacted by re-attaching the slower 11ah link. In doing so it avoided the counter productive use of

bonding between applied loads of {n1 = 12, n2 = 1} and {n1 = 41, n2 = 1} and increased the overall

mean bond throughput and mean link bandwidth utilisation when compared to Nam.
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Figure 4.108: Test 2C Nam vs MT Algorithm Bond Throughput Comparison
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4.8.3.2.4 2D: Comparison In Test 2D the main finding from the comparison was that the

MT method outperformed the Nam algorithm by 5.72% in terms of the mean bond throughput

and also increased the link bandwidth utilisation significantly by 33.05%. The overall mean

bond throughput for the MT algorithm was 1.2427 Mbps with a mean bandwidth utilisation of

94.673%, compared to just 1.1755 Mbps and 71.154% respectively for the throughput-gap-based

approach by Nam.

The results for both link selection methods are compared in Figure 4.105 below. In the Nam

test for applied loads between {n11ac = 1, n11ah = 100} and {n11ac = 25, n11ah = 100} the bond

throughput gap was decreasing but still greater than 0.9 such that only the faster first 11ac

slave link was in use. Then as the applied load was incremented to {n11ac = 26, n11ah = 100} the

bond throughput gap reduced below the specified threshold and the Nam algorithm responded by

re-attaching the slower 11ac slave link to the bond.

By contrast the MT algorithm was more cautious in its approach and did not re-attach

the slower 11ac link until an applied load of {n1 = 83, n2 = 100} when the predicted bond

throughput increased above the throughput of the fastest available single link. In doing so the

MT algorithm avoided the counter productive and wasteful use of bonding between applied loads

of {n11ac = 26, n11ah = 100} and {n11ac = 82, n2 = 100}, and thereby increased the mean bond

throughput while significantly increasing the mean bandwidth utilisation.
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Figure 4.109: Test 2D Nam vs MT Algorithm Bond Throughput Comparison

418



4.9. CHAPTER CONCLUSION

4.9 Chapter Conclusion

This chapter investigated state of the art approaches for dynamic link selection for heterogeneous

802.11 devices leveraging the principles of SDN.

An overview of traditional wired SDN as defined in high performance data centre networks

was provided in Section 4.2.1. In Section 4.2.2 there was an overview of SDN in wireless networks,

including cellular WWAN, 802.11 WLANs, and wireless sensor networks and IoT. Section 4.2.3

introduced the mean thesis research of SDN-assisted interface bonding. The basis concepts were

described, such as the centralisation of bond functionality in the SDN controller, as well as the

main design challenges such as the dynamic wireless channel, the heterogeneous link throughput

performance, and the inherent slow-down effect for in-order delivery.

Closely related research work was presented in Section 4.2.4, including approaches at all

layers of the network protocol stack. There was a particular focus on the main thesis reference

work: the architecture and decision-making framework for dynamic MPTCP link selection over

heterogeneous 802.11 links using SDN by Nam et al, which was independently evaluated in

Section 4.3 under a range of applied link load scenarios and individual achieved link throughputs.

While the algorithm was shown to substantially increased the bond performance by 26.81% in

terms of the mean bond throughput and by 7.28% in terms of the mean link bandwidth utilisation

compared to the traditional static bond configuration, it did not provide specific protection against

the counter productive scenario where the achieved bond throughput is reduced below the

throughput of the fastest available link. The reason for this was the bond throughput gap used

as the main performance metric, which was shown not to be capable of identifying, predicting,

and avoiding the aforementioned damaging scenario, thereby reducing the achieved mean bond

throughput and link bandwidth utilisation.

To address these limitations, novel, predicted-throughput-based algorithm was presented for

the dynamic selection of heterogeneous 802.11 devices. The proposed algorithm was designed

specifically to avoid the counter-productive bond throughput scenario seen at certain levels of

applied load, in order to address the shortcomings of the contemporary approach taken by Nam

et al, while at least matching the performance at other times. During the evaluation testing, the

proposed algorithm was found to negligibly increase the mean bond throughput by 0.79%, but

was found to increase the mean link bandwidth utilisation significantly by 6.16%.
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CONCLUSION

This thesis investigated dynamic 802 interface bonding for heterogeneous 802.11 devices

leveraging Software Defined Networking (SDN), in particular, the centralised decision-

making algorithms and bond related performance metrics used.

5.1 Research Benefits

To the best knowledge of the author, the work presented in the thesis provides the most extensive

analysis of point-to-point 802.11 interface bonding at the Link layer seen so far in the published

research literature. The research is of interest to designers and developers of dynamic interface

bonding systems, with or without the assistance of SDN.

Chapter 3 presented an extensive quantitative and qualitative analysis of the inherent slow-

down effect for the traditional static approach to bond configuration when there is an in-order

delivery assumption and heterogeneous individual link throughput performance. Previous works

such as [171] measured the bond throughput at the Transport Layer, with the aim of evaluating

the adverse impact of short-term variations in the 802.11 access delay on protocols such as TCP

and UDP. However, this work measured the long-term performance of 802.11 bonding at the MAC

layer, with a particular focus in the impact of the 802.11 DCF channel access mechanism. Perhaps

the most useful finding in Chapter 3 was the identification of a series of problematic applied loads

where the aggregate bond throughput was reduced below that of the fastest available slave link,

thereby rendering the use of the technique counter productive to the aim of boosting wireless

access speeds. Notably, the effect was found to be a commonly occurring due to the condition of the

underlying 802.11 MAC and without the instability effects at the Transport Layer as documented

by Shidik et al. in the above work.
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This was found to be of particular relevance when evaluating SDN-assisted approaches to

dynamic interface selection in Chapter 4. For example, the bond throughput gap metric used

in the dynamic MPTCP solution by Nam et al. in [130] was shown to be unable to identify the

damaging and counter productive throughput scenario. The results presented therefore provides

important information for protocol designers seeking to implement efficient dynamic interface

bonding systems, and highlights the need for an effective identification and avoidance of the

above condition.

5.2 Research Limitations

As per the main thesis research objectives, the presented work provides insight into the impact

of the 802.11 MAC on the interface bonding performance, but only the main decision-making

algorithms and related performance metrics are accounted, without considering the wider SDN-

assisted bonding architectures, programming interfaces, and physical implementations required

for a practical deployment. For example, external factors such as the additional control channel

latency introduced by the physical control/data plane decoupling are not considered.

Furthermore, the implemented MatLab simulator, while providing great flexibility in terms

of the 802.11 technologies used and other test parameters such as the PHY data rate and

applied load, uses a simplified bonding mechanism that is limited to traditional round robin bond

scheduling, and therefore cannot be extended to accommodate more advanced algorithms such as

weighted round robin and minimum round trip time etc. In addition, due to the bond throughput

being measured at the MAC layer, the adverse impact of 802.11 bonding on Transport Layer

protocol such as TCP and UDP are not considered.

In terms of the individual 802.11 link simulation, the MatLab-based implementation is also

fundamentally limited by the analytical modelling used in the validation testing. In many ways,

the framework can be considered as a practical implementation of the Bianchi DCF modelling

presented in [30], along with all the relevant modelling assumptions and limitations such as

infinite re-transmissions attempts, ideal RF conditions, and a flat, fully-connected 802.11 topology

without any hidden or exposed nodes present.

422



5.3. CHAPTER 2 SUMMARY

5.3 Chapter 2 Summary

The foundation for the main thesis research was provided in Chapter 2, which included all

relevant literature surveys, numerical analysis, and software implementation carried with

respect to the single-link 802.11 performance evaluation.

Section 2.2.1 provided an overview of the globally predominant standard for WLANs: the

IEEE 802.11 protocol. The history and early development of the standard was discussed and

all major revisions described individually, with a particular focus on the 802.11 channel access

mechanism at the MAC later, known as the DCF.

To provide a reliable method of validating the implemented MatLab DCF simulator, an

overview of MAC modelling concepts and literature review of related techniques was given in

Section 2.2.2. There was a detailed description of the well established Markov-based saturation

modelling provided by Bianchi in Section 2.2.2.3, and the access delay extensions by Chatzimisios

in Section 2.2.2.4, which were chosen for the simulation validation.

To provide example output, a numerical evaluation of the Bianchi and Chatzimisios modelling

for the 802.11-1997 FHSS PHY and the 802.11b DSSS PHY was provided in Section 2.3.

In order to provide a baseline for the 802.11 interface bonding analysis in Chapter 3 and

Chapter 4, in Section 2.3.3 we analysed and compared the MAC layer performance between two

notable versions of 802.11: the 5 GHz 11ac and the sub-1 GHz 11ah standards. Despite both

Wi-Fi types using the same raw PHY data rate of 65 Mbps with an identical applied load, the

achieved channel throughput of the 11ah variant was considerably lower compared to 11ac, which

was due to the difference in DCF parameters such as the slot duration and inter-frame spacing

lengths between the two standards. The measured difference in the average channel saturation

throughput and expected access delay was 23.74% and 67.14% respectively.

The design, implementation, and validation of the developed DCF evaluation framework in

MatLab was presented in Section 2.4. The validation test results showed that the implemented

DCF simulator was able to model the DCF channel throughput performance with a mean relative

accuracy of ±1% , and the tagged STA node throughput with a mean relative accuracy of ±2.02%,

under a wide range of a considered applied loads.
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5.4 Chapter 3 Summary

Chapter 3 built on the simulations and research presented in Chapter 3 to analyse the throughput

performance of a statically configured, dual 802.11, point-to-point interface bond at Layer 2 of

the protocol stack.

Relevant background concepts, design challenges, and research work related to 802.11 inter-

face bonding was presented and discussed in Section 3.2. We saw the difference in approaches

taken at all layers of the protocol stack. We also described functional components of a bonding

systems, for example the link monitoring unit and interface selector, and the difference between

point-to-point and end-to-end interface bonding used at Layer 2 and Layer 4 respectively. An

overview of related standards and technologies was also provided, including MPTCP, Linux

bonding, and the LACP, as well as a non-exhaustive list of related research work such as the

Layer 2 802.11 solution for Linux by the authors So et al in [180], and various early hardware

based experimental works such as that presented by Shidik et al. in [171].

Section 3.3 described the design and implementation of the MatLab bonding layer, which

was constructed on top of the single-link 802.11 DCF framework validated in the previous

chapter. In Sections 3.4 to 3.6, the performance of the traditional static approach to 802.11

link selection was evaluated using the implemented bonding simulator. Under a wide range of

different applied load combinations, the long-term bond throughput, delay, and link bandwidth

utilisation were measured, and the impact of the inherent slow-down effect for in-order delivery

was quantified and qualified. The test results demonstrated the in efficiency of the traditional

static configuration for heterogeneous link performance. In particular, on multiple occasions

throughput the simulations, the impact of the throughput slow-down was so severe that the

aggregate bond throughput was reduced below that of the fastest available individual 802.11 link,

thereby rendering the use of the bonding technique counter productive to the aim of increasing

the overall throughput. Notably, by measuring the bond throughput at the MAC, this condition

was observed without considered the adverse affects on upper layer protocols such as TCP and

UDP, as described by Shidik et al. in [171].

In Section 3.6.3, the throughout and bandwidth utilisation performance was analysed and

compared between the dual-11ac and heterogeneous 11ac-11ah interface bonds considered in the

experiments. The test results showed that the general aggregate throughput performance of the

heterogeneous 11ac-11ah bond was significantly lower when compared to that of the homogeneous

11ac-11ac bond, which was in spite of the identical applied loads and 65Mbps raw PHY date used

by both types. This was due to the difference in DCF parameters, such as slot duration and DIFS,

between the two 802.11 versions. The overall achieved mean dual-11ac bond throughput for

static round robin was 6.085 Mbps, compared to just 4.1 Mbps for the heterogeneous 11ac-11ah

bond. Furthermore the mean link bandwidth utilisation was also substantially lower at 78.75%

compared to 84.62% to the homogeneous bond.
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5.5 Chapter 4 Summary

Chapter 4 presented the main thesis research: the investigation of dynamic interface bonding

leveraging SDN.

An overview of SDN was given in Section 4.2.1, where the main architectural principles and

components were described, for example the SDN controller, network hypervisors, southbound

interfaces, and software switches, along with design challenges such as the control/data plane

scalability and the additional latency introduced by the relocation of network intelligence. There

was also a non-exhaustive literature review of related SDN research work covering subjects such

as network slicing and isolation, security, load balancing, and the software-defined WAN.

Section 4.2.2 discussed the application of SDN techniques in wireless networks. In particular,

we saw how the vastly expanded control/data plane functionality differed significantly from the

original form of SDN, which was designed primarily to speed up provisioning in high large-scale,

high performance data centres. We saw how SDN was being leveraged in the wireless domain

to assist in functions such as seamless handover and the dynamic allocation of radio resource,

in order to address to the co-channel interference problems associated with increasing network

density.

The central concepts and design challenges related to the main thesis research theme of

SDN-assisted interface bonding were presented in Section 4.2.3. In particular, we saw how the

bond functions, for example link monitoring and interface selection, were centralised in the SDN

controller which is then able to exploit its global network view in order to dynamically update the

bond configuration in response to changes in link state. A review of closely related, SDN-assisted

interface bonding research was also provided, with a focus on the main thesis reference work, the

architecture and decision-making framework for dynamic link selection in end-to-end MPTCP

interface bonding using heterogeneous dual 802.11 links, as presented by the authors Nam et al.

in [130].

In Sections 4.3 to 4.5, the contemporary work by Nam et al. was independently evaluated

using the custom 802.11 bonding framework implemented in MatLab. Using a variety of different

applied load scenarios and combinations, the throughput-gap-based dynamic link selection was

shown to outperform the traditional static bond configuration by 26.81% in terms of the mean

bond throughput and by 7.28% in terms of mean link bandwidth utilisation. However, the

performance was not robust for all applied loads considered, and was shown to be unable to

guard against the damaging scenario where the bond throughput is reduced below that of the

fastest available single link, therefore rendering the use of bonding counter-productive to aim of

increasing wireless access speeds. The scenario was found to be a common event which occurred

at various applied loads in 7 out of the 8 tests performed, and was seen on far more occasions for

the heterogeneous 11ac-11ah bond compared to the dual-11ac bond.

In Sections 4.6 to 4.8, a novel, predicted-throughput-based dynamic link selection algorithm

was proposed that was designed specifically to avoid the above counter productive scenario, while
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at least matching the throughput-gap-based Nam algorithm performance at all other times. Com-

paring the MT algorithm results directly against Nam in all eight individual tests conducted, the

overall mean bond throughput was increased by 0.79% and the mean link bandwidth utilisation

by 6.16%.

5.6 Concluding Remarks

Towards the long term goal of seamless and highly efficient link aggregation assisted by software

defined networking, this thesis investigated wireless interface bonding performance using hetero-

geneous 802.11 device types. To the best knowledge of the author, the work represents a first in

the literature with respect to the detailed and extensive analysis of the 802.11 bond throughput

under a large number of applied load combinations and individual achieved link throughputs, as

well as the similarly rigorous evaluation of dynamic SDN-assisted link selection algorithms.

The presented research has helped to quantify the potential performance benefit of the

SDN-assisted interface technique in 802.11 networks, while also identifying the relevant design

challenges and technical limitations of the approach. The thesis also attempted to draw together

the related SDN bonding research works published in a coherent manner, which has not yet been

attempted in the literature. While there is still some way to go before the above goal is reached,

it is hoped that research contained in this thesis may be able to assist future researchers and

engineers towards their aims in this regard.
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