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A B S T R A C T

The measurement of polydisperse protein aggregates and particles in biotherapeutics remains a challenge,
especially for particles with diameters of � 1mm and below (sub-micrometer). This paper describes an inter-
laboratory comparison with the goal of assessing the measurement variability for the characterization of a
sub-micrometer polydisperse particle dispersion composed of five sub-populations of poly(methyl methac-
rylate) (PMMA) and silica beads. The study included 20 participating laboratories from industry, academia,
and government, and a variety of state-of-the-art particle-counting instruments. The received datasets were
organized by instrument class to enable comparison of intralaboratory and interlaboratory performance. The
main findings included high variability between datasets from different laboratories, with coefficients of var-
iation from 13 % to 189 %. Intralaboratory variability was, on average, 37 % of the interlaboratory variability
for an instrument class and particle sub-population. Drop-offs at either end of the size range and poor agree-
ment on maximum counts of particle sub-populations were noted. The mean distributions from an instru-
ment class, however, showed the size-coverage range for that class. The study shows that a polydisperse
sample can be used to assess performance capabilities of an instrument set-up (including hardware, soft-
ware, and user settings) and provides guidance for the development of polydisperse reference materials.

© 2021 Published by Elsevier Inc. on behalf of American Pharmacists Association.
Introduction

The development and clinical application of protein-based biother-
apeutics continues to expand. Because these biotherapeutics are based
on large, flexible, and dynamic molecules, they are subject to aggrega-
tion that can be exacerbated by various physical and chemical stres-
sors.1-5 Aggregation can ultimately lead to the formation of
particulates that can affect the efficacy, stability, and safety of the drug
product.1,3-6 The particulates can be classified in a number of ways,
with size (e.g., length, equivalent spherical diameter, Feret diameter,
volume) being one of the more common parameters. Size (diameter)
ranges are commonly divided into visible (> 100 mm), subvisible
(0.1 mm to 100 mm), and oligomers (< 0.1 mm).1,2 The particle size
ranges can also be classified in different ways based on the measure-
ment technique used, for example light obscuration and optical flow
imaging techniques are capable of measuring subvisible particles in
the range of (1 to 100) mm. The range from 0.1 mm to 1 mm can be
further classified as a sub-micrometer size regime; this range is of par-
ticular interest in the biopharmaceutical field for understanding the
aggregation of the therapeutic proteins and potential implications on
immunogenicity.2,7-10 Identifying non-proteinaceous particles in the
sub-micrometer size regime (e.g., silicone oil droplets, steel or other
intrinsic materials related to therapeutic processing and extrinsic
materials) is also of interest,7,11 while other types of samples have sim-
ilar challenges and interests (e.g., hydrocolloids and food structures,
drug and vaccine delivery systems, or extracellular vesicles).12-15

Particles with sizes (equivalent diameters) below � 1mm are par-
ticularly challenging to count and size, given the cutoff for typical
optical flow imaging and light obscuration analysis tools.16 Many
commonly used approaches for characterizing particles in biothera-
peutics have limited utility in this range (e.g., light obscuration is
used for larger particles, size exclusion chromatography is typically
used for protein monomers, dimers, and oligomers, and other small
particles such as viruses and virus-like particles, and nanomaterials).
Analysis is further complicated by the polydisperse nature and possi-
ble chemical heterogeneity of the particles.2,8,16,17

Given these challenges in characterizing sub-micrometer particu-
lates in biotherapeutics, relatively new technologies have been devel-
oped (e.g., particle tracking analysis, resonant mass measurement,
holographic particle characterization) and several other techniques
have been adapted (e.g., electrical sensing zone, flow imaging, flow
cytometry).18-20 The performance of particle counting and sizing
instruments is often evaluated by using particle populations that are
well characterized and stable. Polystyrene latex and silica beads are
common choices, because generation of stable protein particle mate-
rials is difficult.21 Comparisons of orthogonal instruments and
interlaboratory comparisons (ILCs) have been undertaken using sin-
gle populations of beads to evaluate the performance of instruments
used to size and count sub-micrometer particles.10,22-27 Because
these particles tend to be monodisperse, using a single particle popu-
lation does not necessarily characterize the full range of an instru-
ment response. Several of these ILC studies have included extensions
to bimodal populations,22,23 or to polydisperse samples.10 Further-
more, the idea of using a synthetic polydisperse (multimodal or
picket fence) sample for characterizing instrument responses over
larger size ranges has been discussed in the literature and in technical
specifications intended for standardization documents.15,28-32 For
example, Gross et al. reported on a study using particle tracking anal-
ysis that characterized beads of 50 nm, 400 nm, and 600 nm.30

In this ILC, a sample of mixed particle populations was employed
to assess the counting and sizing responses of several instrument
types. The participating groups (Supplemental Table S1) in the study
included seven instrument developers and seven industry, four aca-
demic, and three government laboratories. The sample was an aque-
ous distribution of beads from five different populations with
nominal diameters ranging from (0.1 to 1) mm to cover the typical
“sub-micrometer” size regime. The lower limit of 0.1 mm was chosen
to be within the lower limits for many of the instrument types being
used. The upper limit of 1 mm was chosen as it represents the size
where well-established approaches such as light obscuration could
be used. The goal was to capture the intralaboratory and interlabora-
tory variability in evaluating the particle number concentration
(PNC) and size distributions of the polydisperse particle (PdP) disper-
sion. The strength of this study is built upon the combination of a
polydisperse test sample, a varied selection of instrument types and
approaches, and a large and varied participant group.

This paper reports trends in intralaboratory and interlaboratory
variability for the different instrument types and provides a snapshot
of comparability at the time of the measurements. To facilitate that
approach, the datasets were grouped into four categories based upon
the instrument types: (nano)particle tracking analysis (PTA), reso-
nant mass measurement (RMM), electrical sensing zone (ESZ), and a
collection of other instrument types (OTH) that had relatively few
datasets. The OTH group included several methods that are typically
used for micrometer-scale particles, but which are now capable of
counting and characterizing particles of several hundred nanometers.
Experimental Section

Sample: The PdP dispersion was prepared at NIST by mixing five
sphere populations that had different nominal sizes (0.1 mm ≤ dnom



Table 1
Nominal particle diameters with coefficient of variation (CV) (from manufacturer data-
sheets; § 1 standard deviation; diameter and size statistics from DLS (PMMA) or TEM
analysis (silica)).

Particle
material

Particle diameter
(mm) CV

Fractional population,
targeted (by PNC)

PMMA 0.113 § 0.016 15 % 0.66
silica 0.195 § 0.012 5.9 % 0.22
PMMA 0.318 § 0.048 15 % 0.08
PMMA 0.495 § 0.126 25 % 0.03
PMMA 1.089 § 0.230 21 % 0.01
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≤ 1 mm; see Table 1) in purified water (resistivity of 18.2 MV�cm at
25 °C, 0.2 mm filter pore size) containing 0.02 % by mass of sodium
azide as a bacteriostatic agent. The targeted combined PNC for all par-
ticles was � 109 mL�1 based upon the manufacturer’s estimated con-
centration (1 % solid content by mass for four populations of poly
(methyl methacrylate) (PMMA) particles from Phosphorex33 or
10.6 mg/mL for one population of silica particles from nanoCompo-
six33). These numbers were used to estimate the final PNC for the
sample and the approximate PNC ratios for each particle population
(See Supplemental Table S2 for a summary of volumes used to pre-
pare the sample). However, for the purpose of this ILC, ground truth
values of the sizes and distribution counts were not established for
the sample. Both PMMA and silica are sufficiently hydrophilic such
that no surfactant is needed. In preliminary screenings, we found
that samples without surfactant had better stability than those sam-
ples with surfactant over 5 months, with respect to PNC as measured
by PTA. The source of the instability in PNC with the surfactant-based
sample was not determined. The PNC for the surfactant-free disper-
sion was tracked over 12 months and yielded stable values (see Sup-
plemental Figure S1). The number concentration of each sphere
population was targeted to a power law distribution such that as the
diameter (dnom) of the sphere increased, its nominal PNC would
decrease as approximately 1=d2nom (Table 1).8 The stock dispersion
was divided into 50 samples, each with 20 mL of the dispersion in
30 mL PETG (polyethylene terephthalate glycol) media bottles, and
stored at 4 °C. The samples were distributed as pairs to the participat-
ing laboratories (see Supplementary Materials for a discussion of the
Youden method of determining variability using sample pairs). A
blank sample (purified water with 0.02 % sodium azide) was also
included in the shipment. Shipping containers included a freeze indi-
cator: in one case, samples arrived with the freeze indicator acti-
vated, and a replacement sample was shipped.

General handling instructions were included with the sample.
These instructions included recommendations on storage, resuspen-
sion, sampling, and dilution. Samples were to be stored between (2
and 8) °C in the dark, and allowed to come to room temperature
before sampling. To resuspend the samples, the bottles were to be
agitated (with inversion) for 20 s followed by sonication for 20 s.
Prior to sampling from bottles, the bottles were to be gently tipped
from side to side 20 times while rotating. For sampling by pipet, it
was recommended that the tip be located in the middle of suspen-
sion. Samples could be diluted immediately prior to analysis, and it
was noted that a series of dilutions may be necessary to find an
appropriate concentration range for a specific instrument or analysis
approach.

Measurements: Beyond the sample handling instructions above,
the choice of methods and the exact pattern of replicates, measured
volumes, measuring protocols, etc. was left to each participating lab-
oratory.21 For each set of measurements, the participants could limit
the range of diameters for which data were reported, based on the
assessment of the working range and measurement reliability of the
instrument used, the reproducibility of the data, or the statistical
significance of the obtained particle counts. Participants were asked
to measure and report the data within one month of receipt of the
sample. When this deadline was not feasible, laboratories were asked
to make an initial measurement upon receipt of the sample to com-
pare with later measurements for documenting changes to the sam-
ple. Participants were provided a data template that requested
particle number concentrations for bins 10 nmwide ranging between
0.05 mm and 2 mm (or as appropriate for the measurement method).
In addition to the PNC as a function of particle size, the data template
also provided space for entries on the basis of calibration (laborato-
ries typically employed monodisperse polystyrene size standards to
verify performance), the dilution factor, the number of replicate
measurements, the nominal measured volume, and the average total
particles counted per run, as well as any other settings relevant to
the method used.

Specific summaries by instrument group are given in the follow-
ing paragraphs. The dataset reflects measurements that were made
between late fall of 2018 and early spring of 2019. Data reports were
received from December 2018 through April 2019.

The PTA group had 18 paired datasets and included instruments
from three different manufacturers (HORIBA Scientific, Malvern Pan-
alytical, and Particle Metrix).33 The different models included View-
Sizer 3000 (HORIBA), LM10, LM14, LM20, NS300, and NS500
(Malvern Panalytical), and the ZetaView and ZetaView Duo (Particle
Metrix).33 Amongst all of the instruments, nine different versions of
acquisition/analysis software were used. Participants were asked to
provide information on settings specific to PTA such as camera gain,
shutter speed, and imaging efficiency.

The RMM group had seven paired datasets and was composed of
instruments from a single manufacturer and model: Archimedes
from Malvern Panalytical.33 Variables between laboratories included
the sensor used, the software version, and the total number of par-
ticles analyzed. All laboratories used the density of PMMA for the size
analysis, and where specified, a 1 mm polystyrene bead for calibra-
tion. The position of the silica beads is expected to shift for the RMM
measurements by the ratio of the buoyant densities of silica and
PMMA, to the 1/3 power:

dexpected ¼ dsilica
rsilica � rwaterð Þ
rPMMA � rwaterð Þ

� �1=3

ð1Þ

For a silica bead with a diameter dsilica = 0.195 mm and density
rsilica = 2.0 g/mL, given a PMMA density of rPMMA = 1.19 g/mL and
water density (ca. room temperature) rwater = 1.0 g/mL the expected
RMM diameter dexpected is � 0.35mm.

The ESZ group had four paired datasets and was composed of
instruments from two manufacturers: the nCS1 from Spectradyne
and the Multisizer 4 from Beckman Coulter.33 Variables between lab-
oratories included the orifice size, which directly impacted the size
limits for detecting particles, analysis software, and diluent. In some
instances data were acquired using multiple orifice sizes to expand
the size coverage range.

The OTH group had seven paired datasets from a diverse set of
instruments, which included three xSight from Spheryx (holographic
particle characterization, HPC), one FlowCam Nano from Yokogawa
Fluid Imaging Technologies (flow-imaging microscopy), and one
SALD7500-nano from Shimadzu (quantitative laser diffraction).33 The
results from two flow cytometer instruments from Amnis�

(CellStream� and FlowSight�)33 were also included in this group for
analysis using the “large bins” (see Data analysis below).

The overall numbers are summarized in Supplemental Table S3.
Data analysis: Data received from the study participants were ano-

nymized and if necessary adjusted for dilution. For comparisons
between the laboratories and the techniques, the particle size distri-
butions, when feasible, were adjusted to use a “rounded log” for the



Table 2
Large bin size ranges.

Bin Particle size range Bin width (nm)

Bin1 d < 0.14mm 90
Bin2 (0.14 ≤ d < 0.23)mm 90
Bin3 (0.23 ≤ d < 0.44)mm 210
Bin4 (0.44 ≤ d < 0.86)mm 420
Bin5 0.86mm ≤ d 1200
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bin widths: 10 nm bins starting at d = 0.050 mm (left edge) to
0.44 mm, 30 nm bins from 0.44 mm to 0.86 mm, and 100 nm bins
from 0.86 mm and larger. For datasets that had bin edges that were
offset or did not otherwise match the common spacing, an interpola-
tion was performed on the cumulative particle size distributions to
align with the common bin edges for clarity in presentation and to
facilitate comparisons. The particle number concentrations were
then divided by the bin width to provide concentration distribution
density (CDD) with units of (mL�1nm�1). Using the variable bin
widths across the entire size range preserves diameter sensitivity at
small sizes while reducing statistical noise at large sizes. Converting
to CDD gives a number concentration measure that is normalized to
the bin width. Mean distributions were generated using only datasets
that provided a number for a particular size bin. Standard errors of
the mean were calculated by dividing the standard deviation of the
mean by the square root of the number of laboratories contributing
datasets for a particular bin because of the high correlation between
datasets from the same laboratory. The particle size distributions
were also organized into “large bins” (Table 2), based upon the nomi-
nal particle sub-population diameters. These large bins facilitated the
analysis of intralaboratory and interlaboratory variability by reducing
the complexity. The large bins dataset also included two additional
measurements in the OTH group from flow cytometers that did not
have sufficient resolution for the “rounded log” distributions but
could be collected into the larger bins, with offsets to the bin edges
(see dataset in Supplemental Materials). Outliers observed in the
Youden plots (see Supplemental Materials) were examined for statis-
tical significance (i.e., whether more than 10 measured particles con-
tributed to the counts in the large bins). One distribution pair in the
PTA group (D31) had Bin5 counts that showed up as outliers and had
measured less than 10 particles. The numbers from that dataset were
not included in the analyses that used Bin5.

Results

Representative concentration distribution density (CDD) plots
from the varied datasets are shown in Fig. 1 for the four technique
groups (see Supplemental Figure S2 for the distributions shown with
a linear y-scale). Across all the datasets, different particle size ranges
were measured since the varied instrument types and data acquisi-
tion settings had different operational ranges with respect to particle
sizes (Fig. 1 and Supplemental Figure S2 with Supplemental Figure S3
showing the complementary cumulative PNCs for the datasets plot-
ted in Fig. 1). From the plots of the concentration distribution densi-
ties within instrument groups, differences between datasets on the
measurements and particle sizes counted are apparent as well. Such
differences are most apparent where the particle count in a bin drops
out, that is, where the particle CDD goes to 0 mL�1nm�1, but differen-
ces are also evident in bins where all datasets within an instrument
group show a non-zero CDD value. This can be observed in the PTA
group in Fig. 1 where there are CDD differences of a factor of 100 or
more across the datasets. Although there were multiple instrument
types and software versions within the PTA group especially, there
was an insufficient number of instruments to delve into the specifics
of instrument model or software version. Because of the typical
instrument limitations in the size regime probed in this study, not all
datasets reported on the full range of particles sizes.

The mean particle size distributions for each instrument group
were calculated, which included the distributions for the two
identical samples. Within the OTH group, because of the diverse
nature of the instruments used to collect the datasets, a global
mean distribution was not calculated; however, the mean of the
three paired datasets from instruments using HPC was calculated.
The mean distributions are shown with their respective instru-
ment groups in Fig. 1 and combined in Fig. 2. The individual data-
sets tended to have limited coverage and generally did not
measure the CDD over the full (0.1 to 1.0) mm size range. How-
ever, the mean distributions of the combined overlapping data-
sets shown in Fig. 2 suggest that instrumental coverage is
sufficiently broad to measure particles across the entirety of the
sub-micrometer size regime of this sample.

Distinct peaks are evident in the mean distributions (Fig. 2), which
generally correspond to the sizes of each of the added particle popu-
lations (arrows in the plots, Table 1). For the techniques that do not
cover the full range of particle sizes (with the smaller particles gener-
ally being below the size limits for a particular instrumental configu-
ration), lesser numbers of peaks are observed. The linear and
logarithmic scales highlight the capabilities of the various techniques
for smaller and/or larger sub-micrometer particles. The mean distri-
butions display similar trends in each of the instrument groups, i.e.,
showing decreasing CDDs with increasing particle diameter. The PTA
and ESZ techniques show high counts for particles with d < 0.5 mm.
The instruments in the RMM and OTH groups show counts for larger
particles. For the smaller particles in the mixture, the RMMmean dis-
tribution shows falling CDD for particle diameters below
d = 0.28 mm, and zero counts for particle diameters below
d = 0.19mm. The HPC mean distribution in the OTH group shows fall-
ing CDD counts for particle diameters below d = 0.4 mm and zero
counts for particle diameters below 0.3 mm. The other two distribu-
tions in the OTH group show rapid drops in CDD counts: for diame-
ters below d = 0.25 mm (quantitative laser diffraction) and
d = 0.19 mm (flow imaging microscopy). The inset of Fig. 2 shows
that the PTA and ESZ techniques provide counts for the larger par-
ticles as well, with distinct peaks for the (0.5 and 1) mm particles,
although the PTA mean distribution shows the peaks shifted to
smaller particle diameters (e.g., the peak position for the largest par-
ticles in the PTA mean distribution is located in the bins for 0.63 mm
and 0.65 mm particles). For the PTA instruments, the Brownian
motion of the larger particles is relatively slow, so an instrument
optimized for tracking the more abundant smaller particles (e.g., by
using faster frame rates or higher camera sensitivities) may underes-
timate the size of the larger particles in the distribution (e.g., chal-
lenges in locating and tracking the particle center of mass).34 The
ESZ, RMM, and HPC mean instrument distributions all show a peak
for the 1 mm particles with davg = (1.07 to 1.13) mm (Fig. 2, inset),
which corresponds well with the nominal particle size (from the
manufacturer) of d = (1.089 § 0.230) mm.

To simplify the comparison of the datasets, the particle number
concentrations and concentration distribution densities for each
dataset were organized into large bins centered around the nominal
peak particle diameters (Table 2). This reduced the number of bins
from 66 to five. Fig. 3 shows the distribution of log(CDD) numbers for
each large bin and instrument group plotted as box-and-whisker
plots. The CDD range (y-axis) for each panel is kept constant, to facili-
tate better comparisons between the distribution widths. The OTH
instrument group is included in Fig. 3 for completeness but includes
results from many different approaches that may be optimized for
varied particle size ranges. Indeed, the spread of the points tends to
be large, although similar instruments tend to show clusters in the
plot. The “large bin” particle number concentrations are summarized



Figure 1. Concentration distribution density (CDD) plots for the PdP sample using a consistent logarithmic y-scale. For PTA, RMM, and ESZ, different datasets (one plot from each
dataset pair, for clarity) are denoted by color within each figure, while for OTH, the different colors indicate different instrument types. The black step-distribution (PTA, RMM, ESZ)
represents the mean of all the distributions within that technique group. The blue step-distribution (OTH) represents the mean of all HPC datasets. The datasets are plotted with
points bin centered, while the mean distributions are plotted with steps based upon the bin left edge. The shading represents § the standard deviation of the mean (i.e., standard
error) for the step-distributions. The arrows indicate the nominal particle diameters (Table 1).
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in Supplemental Figure S4 and Supplemental Table S4. These are pre-
sented as complementary cumulative particle number concentra-
tions, i.e., the cumulative number of particles of a diameter greater
than or equal to the bin size (left edge). Qualitatively, a downward
trend in log(CDD) is expected in Fig. 3 as the sizes of the particles in
the bins increase. For the PTA group, the data spread is indicated by
the relatively large boxes (one order of magnitude and larger) and
extended whiskers for each of the bin sizes. For Bin1, Bin2, and Bin3,



Figure 2. Mean concentration distribution density plots for the PdP sample from each of the technique groups. The HPC curve is the mean of the three paired datasets acquired
using holographic particle characterization in the OTH group. The inset shows the same plot with a logarithmic y-axis to show the distribution of larger particles at lower particle
concentration distribution densities. In cases where a distribution did not report PNC for a size bin, that distribution was not included in the calculations for the bin. The shading rep-
resents § the standard error. The arrows indicate the nominal particle diameters.

Figure 3. Box plots for the log of the particle concentration distribution density (CDD) for each technique group, broken down into particle size bins (See Table 2). The boxes repre-
sent the interquartile range (IQR), with the center line as the median particle CDD for that size bin and group. The whiskers extending above and below the boxes show the full
spread of data points. For the OTH group, statistics were not calculated because of the diverse nature of the instruments; however the log(CDD)’s for each dataset are shown for ref-
erence, color-coded by instrument type.

6 K.D. Benkstein et al. / Journal of Pharmaceutical Sciences 00 (2021) 1−11
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Figure 4. Box plots showing the range of intralaboratory CVs. The box plots show the median (center line), interquartile ranges (box tops and bottoms), and the extremes
(whiskers). For the OTH group, box-plot summaries were not calculated because of the diverse nature of the instruments.
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the lowest two values are all from the same laboratory; however for
the larger particles in Bin4 and Bin5, the numbers from that labora-
tory are more in line with the other measurements.

The RMM and ESZ plots tend to show relatively smaller boxes,
supporting the lower interlaboratory CVs for those groups
(Table 4). The large spread observed for ESZ Bin4 is attributable
to the measurements from a single laboratory that were much
lower than the other laboratories (instrument with a particle size
measurement range optimized for larger particles, i.e., Bin5). For
the RMM group, the lowest two numbers are from the same labo-
ratory, although the particular laboratory is different for data in
each of Bin3, Bin4, and Bin5. A distinct downward trend in CDD
per bin is observed for the PTA and ESZ groups from Bin2
through Bin5 (from Bin3 through Bin5 for the RMM group). The
trends are confirmed by fitting a linear model to the mean log
(CDD) values (Bins 3, 4, and 5 for the RMM group and all bins for
the other groups). The center of the bins was used as the inde-
pendent variable, and the fit was weighted with the standard
Table 3
Intralaboratory variability: Coefficients of variation (CV ¼ sLab

PNCmean;Lab

� �
, where sLab is the stand

is the mean PNC of replicates 1 and 2 for Lab) for PNC within instrument groups. The number
the technique. NA indicates that value is not available. The distributions of CVs for each instru

Instrument Bin1 Bin2

n mCV n mCV n

PTA 18 36 % 18 13 % 1
RMM NA NA 1 13 % 5
ESZ 2 29 % 2 29 % 4
HPC NA NA NA NA 1
deviations of the log(CDD). The PTA, RMM, and ESZ groups each
showed a slope of -2.5 with standard deviations up to 0.8.

To quantify the intralaboratory and interlaboratory variability, the
particle counts from the datasets organized into these large bins
were compared. Because the OTH group featured many types of
instruments, the statistical analysis focused on the three laboratories
using holographic particle characterization (n = 3, HPC). The numbers
from the other instruments in the OTH are still shown in the plots
(Figs. 3, 4, S4, S5). The intralaboratory variabilities are shown in
Table 3 for each instrument group. The distributions of CVs for each
bin and instrument group is shown in the box plot (Fig. 4). The inter-
laboratory variability and the mean PNC by bin is summarized in
Table 4. The box plots provide graphical summaries of the distribu-
tion of the CV and PNC data from each dataset pair. Box plots empha-
size the quartile statistical distance of each number from the median,
while the point positions show the distributions.

The intralaboratory CVs, summarized in Table 3, tend to be
smaller than the interlaboratory CVs shown in Table 4, with 90 % of
ard deviation of the PNC between replicates 1 and 2 for laboratory Lab, and PNCmean,Lab

in the table is the mean CV (mCV) for n laboratories that reported PNCs in that bin using
ment group and bin are shown in Fig. 4.

Bin3 Bin4 Bin5

mCV n mCV n mCV

8 13 % 18 29 % 12 74 %
6 % 7 17 % 7 20 %
17 % 4 12 % 4 22 %
3 % 3 20 % 3 9 %



Table 4
Interlaboratory variability: Mean PNC (mL�1) and coefficients of variation for instrument groups. The CV was calculated based upon the laboratory mean values calculated for the
Samples 1 and 2. The n is the same as reported in Table 3 for each group, bin combination. NA indicates that value is not available.

Instrument Bin1 Bin2 Bin3 Bin4 Bin5

PNC CV PNC CV PNC CV PNC CV PNC CV

PTA 8.1 £ 108 189 % 1.2 £ 109 124 % 6.6 £ 108 114 % 9.7 £ 107 133 % 2.9 £ 106 113 %
RMM NA 1.7 £ 106 NA 3.1 £ 108 58 % 3.3 £ 107 87 % 1.5 £ 106 38 %
ESZ 3.9 £ 108 104 % 3.0 £ 108 45 % 1.2 £ 108 80 % 2.5 £ 107 76 % 1.4 £ 106 13 %
HPC NA NA 9.8 £ 105 NA 1.4 £ 106 164 % 1.3 £ 106 25 %
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the intralaboratory CVs over 1.4 times smaller than the interlabora-
tory CVs. This is shown graphically in Supplemental Figure S5 by
using Youden plots, which provide a convenient display of intralabor-
atory and interlaboratory variability. The differences in the two var-
iances can be attributed to the intralaboratory measurements being
performed within a short time interval on the same instruments
with, generally, the same analyst handling samples and setting
instrument parameters for data acquisition and analysis. The use of
software-selected data acquisition and analysis parameters, a feature
with some instruments, could be a potential source for relatively
high intralaboratory CVs. That is, if the instrument software selects
different parameters between the paired samples (for example, the
heterogeneous nature of the sample may yield sufficient differences
if an instantaneous population distribution is evaluated to select
acquisition parameters), then differences in the resultant CDDs could
be expected, which would result in relatively high CVs for that labo-
ratory. As shown in Fig. 4, most of the mean intralaboratory CVs are
less than 30 %; however, for the PTA group, three of the bins have
mean CVs of 30 % or more. These numbers indicate some inconsisten-
cies within laboratories when measuring the sample at the highest
and lowest size and particle number concentration ranges. This could
be related to the PNC for particles in those size regimes: that is, the
smallest particles (d < 0.14 mm) with a relatively high PNC and the
largest particles (d ≥ 0.86 mm) with a relatively low PNC may be out-
side of the optimal counting window for an instrument and a single
set of measurement/analysis parameters.

Discussion

The ILC discussed here was intended to explore the responses
from varied instruments to a sample that contained a mixture of par-
ticles with diameters that varied across the sub-micrometer range.
Because of the range of particle sizes and the large variety of instru-
ments included in the study, we anticipated that, as seen in the
results, some of the methods would be incapable of resolving the
smallest particle sizes in the study. Depending on the instrumental
approach, the lower size limits can be attributed to, for example,
insufficient particle mass to change cantilever frequency (RMM),
insufficient particle volume to change electrical resistance (ESZ), or
insufficient optical size or light scattering for video microscopy or
holographic tracking. The study sample included particles as large as
1 mm in the samples, which tested the ability of the instruments to
obtain accurate particle counts of smaller particles in the presence of
larger particles. Our sample also used a relatively large number of
spheres with d < 0.5 mm to give a more demanding test of the ability
to discriminate details of the size distribution (e.g., number of count
peaks and their positions). Samples containing individual sub-popu-
lations were not included in this study to avoid biasing the analysis
of the unknown multi-modal sample.

While our sample was composed of discrete particle populations
that can yield distinct peaks in the particle size distribution, the size
distribution was intended to approximate a natural distribution of
particle sizes (i.e., decreasing PNC with increasing particle size).
Because the sub-population particle counts decreased with
increasing particle size, we note that the number of the largest par-
ticles in the sample could fall below the lower limit of quantification
for certain instruments, especially if diluted. The sphere populations
were based upon PMMA, which has a density, r � 1.19 g/mL and a
refractive index, n � 1.49 at 633 nm, though some variability can be
expected because of differences in, for example, cross linking.35 One
sphere population of silica with a nominal diameter of 0.195 mm was
used in the mixture as well, which provided a sub-population with a
different density (r � 2 g/mL) and refractive index (n � 1.41 at 633
nm).36 For comparison, the density and refractive index of water are,
respectively, r = 0.998 g/mL and n = 1.33 at 20 °C and 633 nm.37

While not explicitly explored in this study, use of a combined mixture
of silica and PMMA allows for assessment of the ability of counting
methods to work with samples that are heterogeneous in density
and refractive index. While protein drug products are not typically
monitored for sub-micrometer particles, when observed, the par-
ticles can be heterogeneous in composition. For example, they may
be a mixture of proteinaceous species, silicone oil droplets, rubber,
plastic, metal pieces, etc. that differ in density and refractive
index.8,11 Given that the sample was predominantly composed of
PMMA spheres, it was recommended that participants use the PMMA
density for converting RMM data to size. As noted above in the exper-
imental section, the silica may influence particle counts with a peak
at � 0.35 mm, with the peak shift observed in the averaged RMM
data, but not in all individual plots (Figs. 1 and 2).

The interlaboratory differences observed in the particle counts
and peak positions can be attributed, at least in part, to different
instruments (different models, manufacturers) used even within a
given instrument group, as well as instrumental configurations (e.g.,
orifices for ESZ instruments, cantilevers for RMM instruments, lasers
and other optics, including cameras (e.g., using CCD (charge-coupled
device) or CMOS (complementary metal oxide semiconductor) sen-
sors), for the PTA and OTH groups), and data acquisition and analysis
settings in the instrumental software. These large differences in parti-
cle counts observed at the upper and lower size limits of the different
datasets suggest that instruments may have been optimized for a
subset of the sample size range, thus missing particle counts beyond
that optimal range. The missed particle counts in a distribution could
potentially include particles of both smaller and larger sizes. The
mean distributions shown in Fig. 2 suggest that the instruments are
in principle able to cover a broad size range, but broad coverage may
require multiple runs with more extensive instrument optimization
for different size subranges and different types of samples. Thus, dif-
ferent measuring protocols would be necessary. Using a system check
sample representative of the test sample for configuring the instru-
ment setup could address this issue, or at least alert users to the
potential for missed particles. Consequently, measuring time will
increase, including larger sample volumes, because each sample
would need to be analyzed for a specific size range, although the
same instrument/method would be used. Analyses on series of dilu-
tions or with systematically adjusted settings to optimize an instru-
ment for the extreme ends of the sample may be necessary to
capture a more complete picture of the full distribution. Note also
that the manner in which the distributions are presented graphically



K.D. Benkstein et al. / Journal of Pharmaceutical Sciences 00 (2021) 1−11 9

ARTICLE IN PRESS
can emphasize or hide aspects of the distributions (e.g., low counts
for large particles hidden on a linear scale in Supplemental Figure S2;
emphasizing larger particles with a volume-based count as seen in
Supplemental Figure S6). Users in certain application areas, such as
environment or food, may be more interested in, for example, the
volume of materials in samples, where contributions from larger par-
ticles will have greater impact on the amount of material in a sample
(by mass or by volume).

In this ILC there were many potential sources of variability.
Beyond limited harmonization from the guidance and instructions
provided to all participants for sample handling and measurements,
each participant was free to develop and apply their own approaches
to the sample, which included the instrument, its configuration and
setup, and sample analysis. Because some of these methods may not
be used in a routine fashion, method qualification may be limited.
Each of these categories has the potential to introduce variability and
uncertainties in the results, both within and between the instrument
groups. Instrument configurations can be quite different even within
the specific groups: PTA instruments used one, two, or three lasers
with varying wavelengths; RMM instruments used cantilevers with
different lower mass limits; and ESZ instruments used orifices with
differently sized openings. Instrument settings could also vary widely
owing to differences in specific laboratory procedures for measuring
samples with particles in this size regime (e.g., optimizing for smaller
or larger particles). The sample handling techniques, including any
dilutions, also varied between laboratories, which can introduce vari-
ability to the reported results. By restricting harmonization to assur-
ing sample homogeneity (by the Youden method) and providing
sample-handling guidance, but not harmonizing the implementation
of the methods, insight was gained into measurement consistency in
actual practice, both within and between laboratories. With the use
of standardized and more prescriptive sample handling procedures,
perhaps broken down by instrument type, a reduction of the variabil-
ity within the instrument groups could be expected. Such trends are
often seen in ILCs with multiple rounds of sampling.21,25,26

In general, the sample analyses in terms of peak positions and
PNCs have been discussed only within instrument groups. Because
the methods are orthogonal and, as noted above, measuring different
aspects of particle size (e.g., hydrodynamic diameters, mass- or vol-
ume-based diameters, equivalent spherical diameters), and given the
variability within groups, it is challenging to make any direct compar-
isons. Furthermore, the effective size ranges between (and within)
the instrument groups vary, so differences in PNC are also difficult to
reconcile. However, we do note that for Bin5, there appears to be
some agreement on peak position (Fig. 2) and PNC (Table 4) between
the RMM, ESZ, HPC techniques, with relatively low interlaboratory
CVs.

The results from this study can be compared with other ILCs con-
sidering similar samples or measurement approaches,10,21-27 and
also smaller studies looking at, for example, the differences in perfor-
mance between instrument types.14,28-31,38 Many of these did not
evaluate the particle number concentrations, but focused on other
aspects (primarily particle size, but also zeta potential).22-26,28 For
particle sizing, the ILCs generally had good agreement, especially if
there was a second round of testing with established standard oper-
ating procedures for sample handling, data acquisition and analysis
based upon the results of the first round of tests. For example, a study
examining the use of PTA to measure the size of polystyrene beads
(mono- and bi-modal samples) showed average CVs of 38 % in round
one, which dropped to 4 % by round 4.22 Similar trends were noted in
other studies using dynamic light scattering or differential centrifugal
sedimentation to measure the size of silica or polystyrene (PS) beads
and nanoparticles.25,26 A study that looked at comparing PTA and ESZ
with atomic force microscopy (AFM), electron microscopy (EM), and
synchrotron small angle X-ray scattering (SAXS) size measurements
of PS and silica beads found that the PTA and ESZ sizes were within 3
% on the PS and within 15 % for silica beads.23 Another trend noted
was that polydispersity (of either single or multi-modal populations)
caused challenges in sizing resolution and reproducibility.25,28,30

With respect to particle number concentration, an ILC looking at
counts for a larger polydisperse sample (sub-visible, 1 mm < d <
25 mm ethylene tetrafluoroethylene (ETFE) particles) found CVs for
mean cumulative PNCs ranging from 9 % to 86 % depending on the
particle size range and instrument type (light obscuration, ESZ, or
flow imaging).21 On the smaller end of the particle sizing range,
counts of gold nanoparticles (d = 30 nm, 60 nm) were the focus of an
interlaboratory study that used, among other techniques, PTA.27 In
that study, the established methods of EM and single-particle induc-
tively couple plasma-mass spectrometry agreed on PNC within 20 %,
while other techniques could vary by a factor of three.27 For studies
that more directly targeted counting in the sub-micrometer size
range, one focused on the use of PTA to size and quantify extracellular
vesicles.14 For a single instrument, CVs averaged 3 % to 4 % for size
and 10 % to 14 % for PNC, while across multiple instruments size mis-
match ranged up to 22 % and PNC mismatch up to 102 %.14 Two other
studies compared various sub-micrometer instruments (PTA and
RMM in both studies, ESZ in one) in measurements of beads, proteins
(drug products), and related materials,10,31 and another study com-
pared PTA, RMM, and quantitative laser diffraction instruments in
measurements of aggregated proteins.38 The (intralaboratory) com-
parison reported on by Grabarek et al. included measurements of PS
distributions at sizes of 297 nm, 495 nm, and 799 nm, covering a nar-
rower size range than the present work.31 Similar to the findings
here, their study found that PTA lost sensitivity toward smaller and
larger particles, and shifts in particle sizes compared to ESZ and RMM
techniques.31 The ILC reported by Hubert et al. looked at, among
other samples, PS beads and a protein control sample and found that
sizing for the beads was generally within 10 %.10 PNCs and standard
deviations for up to six laboratories measuring the protein control
sample were calculated to be (5.4 § 3.2) £ 108 mL�1 and
(6.9 § 2.5) £ 106 mL�1 for PTA and RMM, respectively, with relative
standard deviations lower than seen in our current study.10 Similar
to our findings, the overall PNCs for RMM were lower than those
measured by PTA, even considering only particles with diameter
greater than 0.4 mm.10 The general messages from these studies par-
allel the results presented from our study here: while sizing of mono-
disperse particles (not included in this study) has been relatively
robust, multi-modal and polydisperse samples were challenging both
to size and to count, especially at the extremes of the sample or
instrumental ranges.

Conclusions and Perspectives

The strength of the study is built upon the combination of a
defined polydisperse test sample, a varied selection of instrument
types and approaches, and a large participant group across the bio-
pharmaceutical industry, instrument manufacturers, government
agencies, and academia. The sample contained a mixture of particles
with peak diameters that ranged from � (0.1 to 1) mm and was
intended to explore the responses from varied instruments. While
composed of discrete particle populations that yield distinct peaks in
the particle size distribution, the size distribution was intended to
approximate a natural distribution of particle sizes (i.e., decreasing
PNC with increasing particle size). It is also relevant that the sample
materials, PMMA and silica, have refractive indices close to those of
protein aggregates and other biological particles since many of the
measurement approaches in the sub-micrometer size regime rely on
light scattering.

The dataset generated through this study provides a snapshot of
approaches for characterizing the particle size distribution of
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dispersions in the under-studied sub-micrometer regime with sizes
between 0.1 mm and � 1 mm. For measurement of PNC, the mean
intralaboratory CV (Table 3) comprised, on average, 37 % of the inter-
laboratory CV (Table 4) for a particular instrument group and size
bin. Individual laboratory sets show the capability for resolving peaks
in the size distribution, but there is poor agreement on PNC peak
location below 0.5 mm; conversely, for larger particle sizes, there is
better agreement on the peak position. Distributions from the RMM,
ESZ and OTH instrument groups show a distinct peak for the 1 mm
particle population. While individual laboratory distributions tend to
show drop-offs at either end of the size range, the mean instrument
distributions shown in Fig. 2 demonstrate that broader coverage is
possible. We note that since the time when the measurements were
made, updates may have been made to both instruments and soft-
ware packages used for data acquisition and analysis.

These observations suggest opportunities for moving measure-
ments of particles in this size regime toward better agreement. In
particular, the capability to assess the sensitivity of an instrument
with a given configuration (e.g., measurement cell, operator-con-
trolled data acquisition and analysis parameters) across the size
range of interest would be beneficial. Such information would yield a
better understanding of instrumental limits and could lead to the
development of operational protocols that would ensure that the full
size range of interest is adequately covered. For example, a procedure
can be envisioned that combines multiple runs with systematically
adjusted settings optimized for different particle-size subranges. This
type of instrument check and protocol development or method quali-
fication could be enabled by multi-modal samples similar to the sam-
ple used in this study. Furthermore, if multi-modal (certified)
reference materials are quantified for size (and polydispersity) and
particle number concentration, then standardization of PNC would
be possible as well. As agreement between measurements in this size
regime improves, next-generation reference materials might contain
non-spherical particles to better mimic real-world samples. To facili-
tate such an approach, however, there is a need to develop and dem-
onstrate orthogonal measurements with limited bias that are
traceable to the International System of Units that can be applied to
both size and quantification of particles in this sub-micrometer size
regime.
Supplementary Materials

The supplemental material contains several tables and figures,
with associated text, as referenced in the text above. In addition, the
full dataset is available at https://doi.org/10.18434/mds2-2486. The
dataset is organized by instrument group, and each instrument group
data file contains each distribution in the “rounded log” bins and in
the five wider bins as concentration distribution densities. The cumu-
lative particle number concentration (PNC) for each distribution is
also given. The mean distributions with standard deviations and stan-
dard error are given for each instrument group (PTA, RMM, ESZ, HPC).

Supplementary material associated with this article can be found
in the online version at doi:10.1016/j.xphs.2021.11.006.
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