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Abstract  

Background: The prediction of overall survival in tongue cancer is important for planning of personalized care 

and patient counselling. Objectives: This study compares the performance of a nomogram with a machine 

learning model to predict overall survival in tongue cancer. The nomogram and machine learning model were 

built using a large data set from the Surveillance, Epidemiology, and End Results (SEER) program database. The 

comparison is necessary to provide the clinicians with a comprehensive, practical, and most accurate assistive 

system to predict overall survival of this patient population. Methods: The data set used included the records of 

7596 tongue cancer patients. The considered machine learning algorithms were logistic regression, support vector 

machine, Bayes point machine, boosted decision tree, decision forest, and decision jungle. These algorithms were 

mainly evaluated in terms of the areas under the receiver-operating characteristic (ROC) curve (AUC) and 

accuracy values. The performance of the algorithm that produced the best result was compared with a nomogram 

to predict overall survival in tongue cancer patients. Results: The boosted decision-tree algorithm outperformed 

other algorithms. When compared with a nomogram using external validation data, the boosted decision tree 

produced an accuracy of 88.7% while the nomogram showed an accuracy of 60.4%. In addition, it was found that 

age of patient, T stage, radiotherapy, and the surgical resection were the most prominent features with significant 

influence on the machine learning model’s performance to predict overall survival. Conclusion: The machine 

learning model provides more personalized and reliable prognostic information of tongue cancer than the 

nomogram. However, the level of transparency offered by the nomogram in estimating patients’ outcomes seems 

more confident and strengthened the principle of shared decision making between the patient and clinician. 

Therefore, a combination of a nomogram – machine learning (NomoML) predictive model may help to improve 

care, provides information to patients, and facilitates the clinicians in making tongue cancer management-related 

decisions. 
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1. Introduction  

The most common epithelial neoplasm affecting the oral cavity is the oral cavity squamous cell 

carcinoma (OCSCC) [1]. Tongue squamous cell carcinoma (TSCC) accounts for the most 

common cases in oral cavity cancers [2–6]. It is characterized by an aggressive clinical 

behavior [7] such as rapid local invasion and early lymph node metastasis [8]. This aggressive 

behavior leads to a have high rate of recurrence and mortality [9]. Despite the advancement in 

cancer diagnostic and management approaches in recent years, the 5-year relative overall 

survival (OS) for patients treated with curative intent was 61% in a recent study [10] and 63% 

in another report [11].  

The prediction of tongue cancer survival outcomes is of utmost interest to both 

clinicians and patients. This is because determining cancer outcomes may crucially contribute 

to personalized treatment planning and even to avoiding unnecessary therapies [12]. Also, it 

provides a useful insight into effective management decision-making and may guide the 

selection of a protocol treatment approach. Of note, predicting TSCC survival is challenging 

due to different patient-related factors, tumor characteristics, and available treatment 

modalities. The American Joint Committee on Cancer (AJCC) Tumor-Nodal-Metastasis 

(TNM) staging system has shown to be an objective and accurate tool for predicting the 

prognosis for an entire population of cancer patients. Thus, it was widely used for planning of 

treatment strategies for TSCC patients [8,13]. However, for an individual patient, it is 

ineffective for predicting outcome due to its inability to consider other tumor- and patient-

related risk factors [14,15]. To this end, a tool that considers these factors together to accurately 

predict patients’ outcomes would be pertinent [8].  

Nomogram is defined as a pictorial representation of a complex mathematical formula 

that uses certain variables such as demographics, clinical, or treatment variables to graphically 

depict a statistical prognostic model [16,17]. This graphical representation of the prognostic 



 

4 

 

model can be used for the prognostication of clinical events such as recurrence, disease-specific 

survival or overall survival for a given patient [17]. Nomograms have been used in predicting 

survival in breast cancer [18], gastric cancer [19], and head and neck cancer [8,20,21]. 

Similarly, machine learning techniques have been touted for effective prediction of outcomes. 

These include for instance, predicting locoregional recurrence [22,23], occult node metastasis 

[24,25], and survival rates [26–29].  

In this study, we aim to compare the performance of a nomogram with machine learning 

techniques in predicting the overall survival of tongue cancer patients. The survival time in 

months of tongue cancer patients was considered as the time from the beginning of treatment 

until the last follow-up or death [30].  The examined machine learning algorithms were logistic 

regression, support vector machine (SVM), naive Bayes (NB), neural network, boosted 

decision tree, decision forest, and decision jungle algorithms. This comparison is pertinent as 

it is aimed at providing the clinicians with a comprehensive, practical, and most accurate 

assistive system to predict overall survival for patients. Additionally, this system will assist the 

clinicians to provide a more personalized and precise therapeutic decision. This study is based 

on multi-population data obtained from the National Cancer Institute (NCI) through the 

Surveillance, Epidemiology, and End Results (SEER) Program of the National Institutes of 

Health (NIH). 

 

2. Material and Methods 

2.1. National Cancer Institute Database  

The study data were obtained from the National Cancer Institute (NCI) through the 

Surveillance, Epidemiology, and End Results (SEER) Program of the National Institutes of 

Health (NIH). It is one of the largest cancer database that is available publicly [31]. It gives 

non-identifiable information on cancer statistics of the United States population. These 
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important characteristics of this database make it a database of choice, thus facilitating large-

scale outcome analysis research. The ethical permission to use the SEER database was 

approved with the user identification numbers of 10455-Nov2108 and 11522-Nov2019, 

respectively. 

2.2. Selection of patient attributes 

The SEER database was chosen as it was considered as a high-quality database of different 

cancer patients [8]. The SEER program of the National Cancer Institute was searched for Nov 

2015 submission [1973 – 2013] (Figure 1). These years (1973 – 2013) under consideration 

were also selected because the nomogram to be used for comparison was built using the same 

date range.  

 The inclusion criteria included that the patients were diagnosed with histologically 

confirmed (positive) tongue cancer. Additionally, the patient must have known basic data such 

as gender and age at diagnosis. Therefore, the included known clinical and pathologic 

characteristics were age at diagnosis, race, marital status, grade, TNM status according to 

AJCC 7th edition, treatment (surgery, and radiotherapy) [8]. The survival period (in months) 

and overall survival status of the patients were also extracted. All patients whose diagnostic 

information were unknown were excluded. A total of 7649 cases were found eligible to be 

included in this study (Table 1). The data extraction process is shown in Figure 1.  The 

explanation of the included variables and categorization is shown in Table 2. 

2.3. Separate external validation cases: Out of 7649 cases, we reserved the last 53. These 

cases were not used in the machine learning training and testing phase. It was reserved to 

externally validate the model that showed the best performance metrics in terms of the 

accuracy. The external validation cases, who had been labelled as dead, had died within 5 years 

from the first treatment. Similarly, the individuals who were labelled as alive were alive at least 
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5 years from the first treatment. It is important to externally validate the model to address the 

possible concern about the generalizability of the model. 

2.4. Nomogram 

We used the nomogram constructed in another previously published study for evaluating the 

5- and 8-year overall survival in tongue squamous cell carcinoma (Figure 2-3) [8]. It was 

chosen because it considered overall survival as a distinct event in its construction. 

Additionally, it was well-validated (internal and external validation) and calibrated [8].  

2.5. Machine learning training process 

 Microsoft Azure Machine Learning Studio (Azure ML 2019) was used in this study [32]. The 

input parameters were age at diagnosis, race, sex, marital status at diagnosis, tumor grade, 

AJCC TNM staging system, survival time, treatment (radiotherapy, surgical resection). The 

output variable was overall survival (alive or dead). The survival months ranged from 1 to 47 

months. Firstly, the extracted data were checked to ensure that these were properly 

preprocessed. In addition, all the variables were converted to numeric to reduce possible 

spelling errors and omissions in each variable (Table 2). Also, potential class imbalance in the 

target variable was handled by up-sampling using synthetic minority oversampling technique 

(SMOTE) [33].  This approach offers a reasonable approach to handling potential imbalance 

than simply duplicating existing cases.  

The data set was divided into two sets of training and validation using a 5-fold cross-

validation method in the ratio 80% training and 20% validation {80:20} percentage splitting 

sets [34] (Figure 4). Using cross-validation, hyperparameters were fine-tuned to maximize the 

area under receiving operating characteristics curve (AUC) or concordant partial AUC 

especially when imbalanced dataset was used in the training [35] for each of the examined 

algorithms. Each of the algorithms of interest was then configured and used for the whole 

training data set [36,37]. After training, the algorithms were evaluated for the performance 
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metrics of interest (Figure 4, Table 3). The performance of classification algorithms was 

compared mainly in terms of accuracy, AUC (internal validation), F1 score, and likelihood 

ratios as represented in Table 3. The algorithm that showed the best AUC values was used for 

external validation and comparison with the nomogram. The data used for external validation 

were not used during the training phase. The result obtained for validating this model externally 

was considered as the true performance of the algorithm (Table 4). Also, it addressed possible 

concerns relating to the generalization of the algorithm.  

2.6. Comparison of the performance of the machine learning with a nomogram: The 

nomogram and the machine learning algorithm that showed the best accuracy were compared 

using the external validation data (Section 2.3). The machine learning algorithm was compared 

with a nomogram built with surgical treatment (Figure 2). The result of this comparison is 

presented in Table 4. Likewise, the algorithm was compared with a nomogram built with 

radiotherapy (Figure 3). The result of this comparison is given in Table 4.  The overall 

performance of these two predictive tools in terms of accuracy, sensitivity, specificity, and F1 

score is shown in Table 4. The comparison was necessary to ensure that the predictive tool 

used in medicine is convenient, accurate, and explainable (enables clinicians to understand why 

the algorithm produced certain result). This was corroborated by the study of Holzinger et al., 

where human and machine explanations were compared using system causability scale (SCS) 

to allow for explainable AI [38].   

 

3. Results 

3.1. Data Description 

The study cohort included 7596 patients with tongue squamous cell carcinoma; 5322 male and 

2274 female in a male-to-female ratio of 2.3:1. The mean age at diagnosis was 62.3 (SD ± 12.7: 

range 12-102) and the median age was 62.0 years. In terms of the ethnicity, 6597 (86.8%) were 
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from the white origin, 516 (6.8%) were black, and 483 (6.4%) were from other origins 

including American Indian/AK Native, Asian/Pacific Islander. Considering marital status, 

4430 (58.3%) were married while 3166 (41.7%) were considered unmarried (single, divorced, 

widowed, and separated) at the time of diagnosis. For 1215 (16.0%) out of the 7596 patients 

the grade was well-differentiated, for 3768 (49.6%) moderately differentiated, 2543 (33.5%) 

poorly differentiated, and 70 (0.9%) undifferentiated.  

Similarly, the distribution according to the AJCC TNM staging scheme, the tumor 

diameter showed that 2942 (38.7%) patients had stage T1, 2492 (32.8%) stage T2, 1159 

(15.3%) stage T3, 920 (12.1%) stage T4a, and 83 (1.1%) stage T4b. Also, 3485 (45.9%) had 

N0, 1220 (16.1%) had N1, 327 (4.3%) N2a, 1498 (19.7%) N2b, 880 (11.6%) N2c, 186 (2.4%) 

N3; 7425 M0, and 171 M1. The histopathologic characteristics are briefly summarized in Table 

2. In terms of the treatment, 4654 (61.3%) had surgery while 2942 (38.7) had no surgery. 

Adjuvant radiotherapy was administered to 4489 (59.1%) patients. The follow-up time ranged 

from 0 to 47 months (Mean 18.3; SD ±  13.3). The number of patients who were alive at last 

follow-up was 5743 (75.6%).  

For the testing series (n = 53) that was not included in the construction of the machine 

learning model, the mean age at diagnosis was 61.1 years (SD ±  11.1; range from 31 to 85 

years with 44 (83.0%) male and 9 (17.0%) female. Additionally, 38 (71.7%) were married and 

15 (28.3%) unmarried. For histological grade, 29 (54.7%) were well-differentiated, 10 (18.9%) 

moderately-differentiated, 9 (17.0%) poorly-differentiated, and 5 (9.4%) undifferentiated 

grade. In terms of treatment, 37 (69.8%) patients had radiotherapy while 22 (41.5%) had 

surgery performed. The mean follow-up time was 4.2 months (SD ±  5.2; range 0-23 months) 

and 47 (88.6%) patients were alive at the end of follow-up. The detailed characteristics of the 

external validation data are given in Table 1. 

 



 

9 

 

3.2. Performance metrics for the algorithms 

The performance metrics of the algorithms are presented in Table 3. The average specificity of 

the examined algorithms was 0.89. Similarly, the average sensitivity was 0.76. In terms of the 

accuracy and the area under receiving operating characteristics curve (AUC), the boosted 

decision tree outperformed all other algorithms. 

 

3.3. Evaluating the input variables for importance 

The permutation feature importance of the input variables showed that the AJCC T stage, 

radiotherapy, age and surgical status are the most prominent features that had significant 

influence on the model’s performance to predict the overall survival in tongue cancer patients. 

 

3.4. Comparison of the performance of the nomogram with machine learning 

algorithm 

The nomogram (with surgical treatment) showed 66.0% accuracy, likewise, the nomogram 

(with radiotherapy) produced an accuracy of 60.4% when tested with the external validation 

data. The machine learning algorithm (boosted decision tree) showed an accuracy of 88.7% 

when tested with external validation data. All the examined methods showed 100% sensitivity 

(Table 4). Considering the specificity and F1 score, the nomogram (with surgical treatment) 

showed 0.62 and 0.40, machine learning model gave 0.87 and 0.66, and nomogram (with 

radiation) produced 0.55 and 0.36 (Table 4). 

 

5.  Discussion  

In this study, a nomogram and several machine learning algorithms were utilized and compared 

in the prediction of overall survival in patients with tongue cancer. These machine learning 

algorithms used were logistic regression, support vector machine, naive Bayes, neural network 
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(NN), boosted decision tree, decision forest, and decision jungle. The algorithm that produced 

the best accuracy was compared with a nomogram. This comparison was based on a separate 

cohort that was not used in the training or testing phase. This comparison is necessary to ensure 

that the best model is selected for the specific management of patients with tongue cancer. 

Several studies have examined the significance of machine learning (shallow and deep 

learning) techniques for oral cancer prognostication. For example, Tseng et al. developed a 

machine learning model for survival risk stratification of patients with advanced OSCC using 

clinicopathologic and genetic data [39]. This approach was corroborated by Karadaghy et al., 

where social, demographic, and clinicopathologic features were used to develop a machine 

learning-based model to predict 5-year overall survival of OSCC patients [29]. These studies 

concluded that a machine learning-based approach augments the clinicians’ ability to properly 

estimate the survival risk of OSCC patients. Thus, effective and efficient treatment plan – 

intensifying or deintensifying the regimen, can be mapped out to improve the quality of care 

and survival of OSCC patients [39].  

Besides survival risk estimate with machine learning techniques, Alabi et al., and Bur 

et al., have published promising results regarding predicting clinical outcome of a progressive 

disease such as locoregional tumor recurrence and/or distant metastases [22–24,40]. This 

technique has also been found to be better than such conventional methods as tumor depth of 

invasion (DOI), neutrophil-to-lymphocyte ratio (NLR), or tumor budding in predicting clinical 

outcomes [24,41]. Also, deep learning techniques have shown to be a promising noninvasive 

approach in early diagnosis [42], assessment of cervical lymph node metastasis [43], and 

discriminating between well-differentiated and poorly differentiated OSCC [44]. 

In this study, the boosted decision tree outperformed other algorithms and the 

nomogram. It uses the gradient boosting approach to create an ensemble of classification trees 

needed to stratify the patients in terms of their overall survival of tongue cancer. Each of the 
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tree created is dependent on the prior trees. The algorithm learns by fitting the errors of the tree 

that proceeded it. Consequently, the second tree fits the errors of the first tree, the third tree fits 

the errors in the second trees, the sequence of error fitting continues in that order until the final 

tree. Predictions are therefore based on the entire ensemble of trees [23,36,37]. With a 

reasonable amount of data used in the study, the boosted decision tree algorithm was able to 

minimize errors due to the large coverage of the relationship between the data to improve the 

accuracy. 

Tumor stage (T stage), radiotherapy, age of patient, and surgical resection were the 

input variables that had significant importance on the machine learning model’s ability to 

predict overall survival in tongue cancer patients. For the stage of the disease at diagnosis, it 

has been reported that it is strongly correlated with prognosis [45]. The survival of patients 

with stage I (T1N0) of the disease exceeds 80% while stage III-IV (T3-T4) reduces below 40% 

[46,47]. Interestingly, most of the oral cancer patients are usually found to be at stage III or IV 

at the time of diagnosis [48,49]. This further corroborated the importance of T stage on the 

predictive model. Similarly, the age of the patient at the time of diagnosis was found to play an 

important role in the model’s predictive ability. This result was emphasized in other studies 

that reported that the survival of oral cancer patients steadily decreases with age of the patient 

[30,50]. As the cohort contained largely early-stage tongue cancer, it is no surprise that the 

treatment options had a significant impact on the predictive performance of the model. This is 

because the treatment of choice for early-stage tongue cancer can either be surgery, 

radiotherapy or combination of both [45].  

Traditionally, the clinicians’ judgments have formed the foundation for estimating the 

risk of patients, counseling and decision making. Therefore, the experience of clinicians plays 

a significant role in accurate risk estimation and decision making. This approach poses a great 

risk of bias and the predicted outcomes of the patients may be highly subjective [12,51,52]. 
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The nomogram has been used to predict survival in various head and neck cancers [20,21,53–

55]. Its performance was reported to provide superior disease-related risk estimations for 

patients [56]. Likewise, machine learning models have shown encouraging risk estimation for 

patients [22–24,29]. Therefore, the introduction of nomogram and machine learning models 

have been touted to providing the clinicians with a decision-making assistive tool that gives 

more accurate predictions of patients’ outcome. When these two approaches were compared as 

presented in this study, the machine learning model outperformed the nomogram in predicting 

the overall survival in tongue cancer patients. To the best of our knowledge, this is the first 

study that compares the performance of a nomogram with machine learning for tongue cancer. 

The machine learning model showed that it was able to identify and understand the 

hard-to-discern relationships between the input variables. The predictive accuracy exhibited by 

this model is particularly well-suited to medical applications for personalized and predictive 

medicine [57]. The boosted decision-tree algorithm was able to build formidable overall 

survival classification trees in a step-wise manner, where the error in each step is measured and 

corrected in the next step to produce a model with improved predictive accuracy. Despite the 

better predictive performance of the machine learning model over the nomogram, the fact that 

the nomogram offers an appealing, transparent means of estimating the risk of patients without 

the use of the internet or computer is worthy of consideration for clinical decision-making. 

Of note, the transparency offered by the nomogram addresses the concerns that the 

results from machine learning models are not easily interpretable. With this level of 

transparency in calculating the patients’ outcomes, it is obvious that the patient will be more 

confident in the recommended treatment approach. More importantly, the principle of shared 

decision-making between the patient and clinician can be strengthened. Therefore, a 

combination of nomogram – machine learning (NomoML) approach may offer a more 

transparent approach for individualized assessment and add to the planning of the most 
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appropriate adjuvant treatment for tongue cancer patients. The level of transparency in 

calculating the patients’ outcomes in addition to the significant accuracy offered by the 

machine learning model is poised to give confidence to the patient for the recommended 

treatment approach.  

In addition to the accuracy and transparency that the proposed NomoML seeks to offer, 

it is also poised to allow for explainable AI. However, as this proposed tool seeks to combine 

human and automatic (autonomous) machine learning approaches, the need to examine the 

causability (property of a person that measures the quality of explanations [58]) and 

explainability (property of a system that measures why an algorithm/system came up with 

certain result [38,58]) of this tool becomes imperative. An example of a viable tool to measure 

the quality of these explanations is the systematic causability scale (SCS) proposed by 

Holzinger et al. [38]. This tool (SCS) combines causability and explainability to reach the level 

of explainable medicine [59]. Therefore, for future study, it would be important to examine our 

proposed diagnostic tool for SCS evaluation. Undoubtedly, concerns about human-AI 

relationship and the extent to which AI-based model can or should support clinical decisions 

is growing. However, it is important to properly understand causability and explainability prior 

to addressing the former concerns [59].  

In this study, there were certain limitations to be considered. Both the nomogram and 

machine learning were developed using retrospective cohorts; it remains important to validate 

these with a prospective cohort for the comparison to be a representation of the performance 

of these tools. Also, there may be a possibility of bias in the data set as a significant number of 

the patients were alive at the end of follow-up. In addition, information about some variables 

such as perineural invasion that have been reported to have significant influence on the overall 

survival are not available. Therefore, it would be worthwhile to further calibrate the nomogram 

to include these variables and to compare it with deep machine learning technologies. 
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In conclusion, concerted efforts should be made towards the construction of a more 

accurate nomogram and machine learning models. This includes use of larger data sets, 

inclusion of novel biomarkers, improved data collection, calibration, and validation methods. 

With an improved NomoML, accurate estimation of the likelihood of recurrences, tongue-

specific and overall survival of tongue cancer can be greatly improved and management-related 

decisions for tongue cancer patients can be enhanced. 
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Figure Legend 

Figure 1. Flowchart for data extraction for the Surveillance, Epidemiology, and End Results 

data selection. 

Figure 2. Nomogram for predicting 5- and 8-year overall survival with surgical treatment. 

Figure 3. Nomogram for predicting 5- and 8-year overall survival with radiation treatment 

Figure 4. The flowchart for the machine learning process and comparison with nomogram. 

 

 

Table Legend 

Table 1. Clinical and tumor characteristics. 

Table 2. The explanation of the included variables and categorization. 

Table 3. The performance metrics of the compared machine learning algorithms. 

Table 4. The performance metrics of the comparison between the nomogram and machine 

learning model. 
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Highlights 

 

What we already know on the topic: 

 Nomogram can be used to estimate the overall survival in cancer patients. 

 Machine learning techniques have been used to predict the overall survival in 

tongue cancer patients. 

 

What knowledge this study adds: 

 

 To the best of our knowledge, this is the first study that compared the 

performance of a nomogram with machine learning techniques to estimate 

overall survival in tongue cancer patients. 

 The machine learning model outperformed the nomogram in estimating 

patients’ outcome. 

 We proposed a combination of a nomogram – machine learning (NomoML) 

predictive model to improve care for tongue cancer patients. 

 Improved decision-making by the clinician and improved the overall quality of 

care of the patients. 
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Figure 1. Flowchart for data extraction for the Surveillance, Epidemiology, and End Results 

data selection. 
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Figure 2. Nomogram for predicting 5- and 8-year overall survival with surgical treatment. 

 

 

 
 

Figure 3. Nomogram for predicting 5- and 8-year overall survival with radiation treatment 
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Figure 4. The flowchart for the machine learning process and comparison with nomogram. 
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Table 1. Baseline demographic and tumor characteristics of patients in SEER database. 

Variables Overall survival, N = 7596 

Training and testing cohort 

Overall survival, N = 53 

External validation cohort 

Age at diagnosis (years) 

1 – 18 5 (0.1%) 0 (0.0%) 

19 – 44 515 (6.8%) 2 (3.8%) 

45 – 54 1412 (18.6%) 14 (26.4%) 

55 – 64 2497 (32.9%) 18 (34.0%) 

65 – 74 1877 (24.7%) 13 (24.5%) 

75+ 1290 (16.9%) 6 (11.3%) 

Ethnic origin 

White 6597 (86.8%) 44 (83.0%) 

Black 516 (6.8%) 9 (17.0%) 

Other* 483 (6.4%)  

Sex 

Male 5322 (70.0%) 38 (71.7%) 

Female 2274 (30.0%) 15 (28.3%) 

Marital status 

Married 4430 (58.0%) 29 (54.7%) 

Unmarried 3166 (42.0%) 24 (15.3%) 

Grade 

Grade I 1215 (16.0%) 8 (15.1%) 

Grade II 3768 (49.6%) 29 (54.7%) 

Grade III 2543 (33.5%) 15 (28.3%) 

Grade IV 70 (0.9%) 1 (1.9%) 

T stage (2010+) 

T1 2942 (38.7%) 19 (35.8%) 

T2 2492 (32.8%) 16 (30.2%) 

T3 1159 (15.3%) 6 (11.3%) 

T4a 920 (12.1%) 11 (20.8%) 

T4b 83 (1.1%) 1 (1.9%) 

N Stage (2010+) 

N0 3485 (45.9%) 14 (26.4%) 

N1 1220 (16.1%) 10 (18.9%) 

N2a 327 (4.3%) 5 (9.4%) 

N2b 1498 (19.7%) 14 (26.4%) 

N2c 880 (11.6%) 9 (17.0%) 

N3 186 (2.4%) 1 (1.9%) 

M stage (2010+) 

M0 7425 (97.7%) 50 (94.3%) 

M1 171 (2.3%) 3 (5.7%) 

Surgery performed 

Yes 4654 (61.3%) 22 (41.5%) 

None 2942 (38.7%) 31 (58.5%) 

Radiotherapy 

Yes 4489 (59.1%) 37 (69.8%) 

None 3107 (40.9%) 16 (30.2%) 

Overall survival status 

Alive 5743 (75.6%) 47 (88.7%) 

Dead 1853 (24.4%) 6 (11.3%) 

*Other including American Indian (native), Asian/Pacific Islander 
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Table 2. Selected SEER attributes, description, and categorization used in machine learning training.  

Attribute Description Categorization for machine learning training Type 

Age Age at time of diagnosis No categorization Discrete 

Race/Ethnicity This describes the ethnicity of the 

patient 

0 = White; 1 = Black; 2= Others (American Indian /AK Native, Asian 

pacific 

Numeric 

Sex Biological sex  0 = Male; 1 = Female Numeric 

Marital Status The marital status of the patient 

at diagnosis of OTSCC. 

0 = Married; 1 = Single (never married, Unmarried or domestic 

partner); 2 = Divorced (separated); 3 = Widowed; 4 = Separated. 

Numeric 

Grade The differentiation of the cancer 

cell. 

1 = Grade 1 (Well differentiated), 2 = Grade 2 (Moderately 

differentiated), 3 = Grade 3 (poorly differentiated), 4 

=(Undifferentiated) 

Numeric 

Derived AJCC T, 7th 

edition (2010+) 

stage 

T1: The tumor is ≤ 2cm or less in 

greatest dimension. 

T2: The tumor is > 2cm & ≤ 4cm. 

T3: Tumor is > 4cm. 

T4a: Moderately advanced local 

disease. 

T4b: Significantly advanced local 

disease. 

T1 = 1; T2 =2; T3 = 3; T4a = 4; T4b = 5 Numeric 

Derived AJCC N, 7th 

edition (2010+) 

stage 

N0; No regional lymph node 

metastasis 

N1: Regional lymph node 

metastasis (single node). 

N2a: Cancer has spread to a 

single lymph node. 

N2b: The present of multiple 

lymph nodes. 

N2c: There are lymph nodes in 

the neck either on the opposite 

side as the main cancer or on 

both sides.  

N3: There is spread to one or 

more neck lymph nodes 

N0 = 0; N1 = 1; N2a = 2; N2b = 3; N2c = 4; N3 = 5; Numeric 

Derived AJCC M, 7th 

edition (2010+) 

stage 

M0; No distant metastasis 

M1; Distant metastasis 

M0 = 0; M1 =1  Numeric 

Radiation Indication of whether patient has 

received radiation 

0 = None, 1 = exposed to radiation Numeric 

Surgical resection This describes if surgery was 

performed 

0 = No surgery performed; 1 = Surgery not performed Numeric 

Overall survival The time from the beginning of 

treatment until the last follow-up 

time or death 

0 = Alive; 1 = Dead Discrete 
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Table 3. The performance metrics of the cross-validated machine learning algorithms on the 

training data. 

Algorithms Accuracy 
(%) 

AUC Precision F1 score Recall 

Logistic Regression 69.6 0.76 0.71 0.69 0.66 
Naive Bayes 69.6 0.76 0.71 0.67 0.67 
Support Vector Machine  69.5 0.76 0.71 0.68 0.66 
Neural Network  73.1 0.83 0.78 0.70 0.63 
Boosted Decision Tree 83.1 0.90 0.82 0.83 0.85 
Decision Forest 81.5 0.89 0.81 0.82 0.83 
Decision Jungle 79.6 0.88 0.80 0.79 0.79 

Area Under Receiving Operating Characteristic (ROC) Curve (AUC); Recall = Sensitivity. 

 

 

 

 

 

Table 4. The performance metrics of the comparison between the nomogram and machine 

learning model 

 

Parameters Nomogram (with surgical 
treatment) 

Machine learning 
model 

Nomogram (with radiotherapy) 

True positive 6 6 6 
False positive 18 6 21 
True negative 29 41 26 
False negative 0 0 0 
Sensitivity 1 1 1 
Specificity 0.62 0.87 0.55 
F1 score 0.40 0.66 0.36 
Accuracy (%) 66.0 88.7 60.4 

 

 


