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Abstract 

Background:  Many birds species range over vast geographic regions and migrate seasonally between their breeding 
and overwintering sites. Deciding when to depart for migration is one of the most consequential life-history decisions 
an individual may make. However, it is still not fully understood which environmental cues are used to time the onset 
of migration and to what extent their relative importance differs across a range of migratory strategies. We focus on 
departure decisions of a songbird, the Eurasian blackbird Turdus merula, in which selected Russian and Polish popula-
tions are full migrants which travel relatively long-distances, whereas Finnish and German populations exhibit partial 
migration with shorter migration distances.

Methods:  We used telemetry data from the four populations (610 individuals) to determine which environmental 
cues individuals from each population use to initiate their autumn migration.

Results:  When departing, individuals in all populations selected nights with high atmospheric pressure and minimal 
cloud cover. Fully migratory populations departed earlier in autumn, at longer day length, at higher ambient tempera-
tures, and during nights with higher relative atmospheric pressure and more supportive winds than partial migrants; 
however, they did not depart in higher synchrony. Thus, while all studied populations used the same environmental 
cues, they used population-specific and locally tuned thresholds to determine the day of departure.

Conclusions:  Our data support the idea that migratory timing is controlled by general, species-wide mechanisms, 
but fine-tuned thresholds in response to local conditions.
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Background
For migratory species, the timing of annual migration is 
an integral component of their life history [1]. Although 
optimal departure for autumn and spring migration is 
consequential for fitness and survival throughout the 
year [2, 3], the timing and duration of migration often 
varies widely among individuals, populations and species 

[4, 5]. The critical decision when to initiate migration is 
thought to be based in significant parts on information 
gathered from the local environment [6–8]. Understand-
ing the mechanisms that underly variation in migration 
timing and the consequences to individuals survival and 
fitness is paramount to our understanding of migration 
as a whole [9, 10].

Migration is a complex life-history stage, and its under-
lying spatiotemporal organisation is assumed to be part 
of an endogenous, genetically inherited migration pro-
gram encoding when, where, and how far to migrate 
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[11–13]. The complexity can be visualised in a continuum 
between rigid obligate migration and flexible facultative 
migration [14] (Fig.  1a). Obligate migration is typically 
characterised by its regularity, consistency, and pre-
dictability and is often associated with fully migratory 
species (such as Common Cuckoos Curculus canorus, 
Red-backed Shrikes Lanius collurio, or Thrush Night-
ingales Luscinia luscinia [15]; Fig.  1b). On the other 
extreme, facultative migrants such as Pine Siskins Spinus 
pinus supposedly base migratory decisions mainly on 

environmental conditions that, e.g. predict food abun-
dance [16]. This irruptive migration (Fig. 1b) can flexibly 
respond to changing local conditions. Thus, it is thought 
to be less regulated by genetic control mechanisms that 
would be potentially more rigid in their expression.

Independent of where species or populations lie along 
the migration continuum, individuals rely on environ-
mental cues to assess local proximate information to 
determine the timing of migration [2]. Environmental 
cues which contain information about present and future 

Fig. 1  a Proximate control mechanisms for migration: Two extremes along a continuous gradient. On one side facultative (environmentally 
induced) and on the other end, obligate migration (intrinsic control mechanisms). b Different migration types (ranging from irruptive to full 
migration) which are linked to specific proximate control mechanisms (see (a)). c Locations of study sites for Eurasian blackbirds (Turdus merula). 
While the Spanish population of blackbirds is fully resident, departures from partial (Germany and Finland) and fully (Poland and Russia) migratory 
populations are used in this study
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conditions are likely selected based on their histori-
cal relationship to fitness [17], but can also vary in their 
precision and reliability regarding such conditions. Day 
length, for instance, provides information on coarse long-
term trends ranging from weeks to months (e.g., seasonal 
climate trends) and are used by obligate migrants to time 
their migration [18, 19]. Migration is initiated either by 
triggering internal migration programs directly to spe-
cific day length thresholds or by calibrating internal clock 
mechanisms of individuals [18]. On a finer temporal scale 
in the order of days to weeks, cues such as ambient tem-
perature can provide information about the near future, 
e.g. upcoming challenges in thermoregulation [20] or 
information on resource abundance [21], because of the 
strong influence of temperature on availability of prey 
insects [22] and worms [23]. Finally, cues, which offer 
information about the immediate future, such as rapidly-
changing atmospheric conditions related to weather (e.g., 
wind characteristic [24], overcast conditions [25], and 
atmospheric pressure [26]), likely influence departure 
decisions in many species and populations. This influ-
ence is because of prevailing weather conditions can 
directly affect immediate energetic costs and survival 
during migration [25, 27] or in the case of cloud cover, 
opportunities to use celestial navigation [28, 29].

Although all migratory species likely integrate informa-
tion from some environmental cues operating at different 
time scales to determine the optimal timing of depar-
ture [30], the exact set of cues used and the magnitude 
of their effects likely vary between species depending on 
their migration strategies and even within individuals 
along their migration routes [31]. A comparison of long- 
and medium-distance migratory species, for instance, 
showed that long-distance migrants were least selective 
at a stopover site for environmental cues such as temper-
ature, atmospheric pressure, and wind conditions com-
pared to medium-distance migratory species [32].

Similar differences in cue selection and responsiveness 
may also occur between different populations of the same 
species, which vary in their migration strategies. For 
example, propensity to migrate often varies across lon-
gitudinal, latitudinal, and altitudinal gradients, and wide-
ranging species such as the Eurasian blackbird Turdus 
merula often have non-migratory (in southern Europe, 
i.e. Spain), partially migratory (central Europe and coastal 
areas), and fully migratory populations in continental 
northeast Europe (Fig.  1b, c). In general, populations in 
breeding areas with harsh environmental conditions dur-
ing the non-breeding season in the northern or eastern 
parts of the species range exhibit a higher propensity to 
migrate or full migration. This is accompanied by poten-
tial longer migration distances than populations in milder 
regions with a lower proportion of migrants and shorter 

migration distances (Fig.  1) [33–36]. In an obligate par-
tial migrant, the blackcap (Sylvia atricapilla), propensity 
to migrate and migration distance (measured as noctur-
nal activity) are genetically correlated [37]. Due to ear-
lier and potentially faster deterioration of environmental 
conditions during autumn and longer migration distance, 
fully migratory populations in the north or east likely 
face stronger time constraints to initiate their migratory 
journey. In addition, for obligate migrants, there is likely 
a stronger selection for reliable accuracy of migration 
onset regarding favourable flight conditions en route and 
on stopover sites [38], because of the potential fitness and 
survival consequences of mistiming in these populations.

In contrast, for partially migratory populations, the 
selection for accurate timing of migration onset may be 
relaxed because those breed in areas with milder envi-
ronmental conditions in the autumn and have potentially 
shorter migration distances [34]. This potential lack of 
environmental pressure during winter might also lead 
to certain risk assessment scenarios where birds decide 
to overwinter at their breeding site, but if winter condi-
tions become unbearable, they suffer severe fitness con-
sequences or need to perform some form of emergency 
winter migration [39–41]. Accordingly, partially and fully 
migratory populations of the same species may feature 
different decision criteria in evaluating the optimal tim-
ing of departure for migration, i.e., they may differ in the 
use of specific environmental cues for their departure 
decisions (Fig. 1a, b).

To understand how migratory strategy determines 
which environmental cues are used to initiate migration 
departure, we used radio-telemetry to track Eurasian 
blackbirds from populations exhibiting either partial or 
full migration. By combining environmental data with 
individual-level tracking data, we compared migration 
departures of individuals from four distinct popula-
tions along a gradient of migratory strategies (Fig.  1c). 
We expected migrants from fully migratory populations 
in Russia and Poland to depart earlier in the season fol-
lowed by migrants of the partial migrant population in 
Finland and lastly migrants of the partial migrant popula-
tion in Germany.

We tested the hypothesis that birds from fully migra-
tory populations which breed in areas characterised by 
harsh environmental winter conditions will base their 
departure decisions on cues that are more predictable 
across years and reliable for far-away overwintering sites, 
such as day length, and less upon more flexible environ-
mental cues such as ambient temperature. We predicted 
this would result in a more synchronised and rigid tim-
ing of migration among individuals and years. In con-
trast, individuals from partially migratory populations 
that likely migrate shorter distances and where some part 
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of the population remains resident year-round may use 
cues containing more immediate information about local 
environmental conditions such as immediate changes 
in the ambient temperature. Individual flexibility, which 
leads to a greater population-level variation in departure 
dates, should result in less synchrony of departures.

As a consequence of differences in departure timing 
of migrants originating from fully and partially migra-
tory populations, we examined the hypothesis of whether 
migrating individuals of different populations use a simi-
lar, species-wide set of cues with either identical or popu-
lation-specific threshold values.

We further predicted that favourable weather condi-
tions should affect both fully and partially migratory pop-
ulations similarly because the decision to migrate should 
follow the same general principles of minimised survival 
risk and energetic costs during flight independent of the 
migration strategy. However, due to differences in time 
constraints and consequences of delayed onset of migra-
tion, we predicted that departure decisions of individu-
als of fully migratory populations should be less affected 
by ephemeral weather conditions than those of partially 
migratory populations.

Methods
Study sites and species
We monitored 610 Eurasian blackbirds (Turdus merula) 
at four geographically distant study sites (Fig. 1): The sites 
with partially migratory populations included south-
ern Germany (47.7801° N, 9.0203° E, 651 a.m.s.l.) where 
we monitored 527 blackbirds (291 males, 207 females 
and 29 birds of unknown sex during nine field seasons 
from 2009 to 2017) and southern Finland (61.0975° N, 
25.1579° E, 154 a.m.s.l.) where we monitored 34 individu-
als in three field seasons from 2014 to 2016 (21 males, 13 
females). Both regions consist of mixed deciduous and 
coniferous forests and are characterised by large bod-
ies of water, which moderate the climate towards milder 
temperatures. However, during winter (2009–2017 dur-
ing December and January), the Finnish study site has, 
on average colder temperatures (−  6.1  °C) compared to 
the German site (− 3.8  °C). Fully migratory populations 
were monitored in Russia (55.4582° N, 37.1791° E, 182 
a.m.s.l.) where we radio-tracked 30 blackbirds (23 males, 
seven females during three field seasons: 2014–2016) 
and in north-east Poland (53.3483° N, 22.5927° E, 106 
a.m.s.l.) where 19 individuals were studied (15 males and 
four females during two field seasons: 2015–2016). Those 
regions can be defined as continental with cold winters 
(average temperature for December and January in Rus-
sia: −  9  °C, Poland: −  4.9  °C), and they consist primar-
ily of coniferous forests. At all study sites, we captured 
birds from May until August using mist nets. Based on 

previous ring recoveries during winter, we expected 
migratory birds from all sites to leave in a southwest-
ern direction with the two fully migratory populations 
(Russia and Poland) covering longer migration distances 
[33–36]. Both adults and immatures were included. The 
age and sex of captured birds were determined based on 
differences in the colouration of plumage and beak [42] 
(Additional file 1: Table S1).

Capture and tracking methods
After capture, each bird was fitted with an aluminium 
band with a unique ID and a backpack with a radio trans-
mitter (≤ 2.6  g produced either by 1. Sparrow Systems, 
Fisher, IL, USA (2009–2012, 2014–2015), 2. the Swiss 
Ornithological Institute, Sempach, Switzerland (2014), 
or 3. Holohil Systems Ltd., Canada (2013)) via a leg-loop 
harness. All radio transmitters have sent a radio impulse 
every 1.5 to 3  s from deployment until at least next 
spring/summer. The mean weight of the captured black-
birds was 88 g resulting in an additional load of 3% with 
the radio transmitter, which has a battery life of at least 
nine months. To determine the status (presence/absence 
and alive/dead), non-breeding strategy (migrant versus 
resident) and the timing of departures of individuals, 
we deployed one to five automated receiver units (ARU, 
Sparrow Systems, Fisher, IL, USA) at haphazard loca-
tions on each study site [43]. Each ARU searched for up 
to 60 selected frequencies within a maximum timeframe 
of 240  s. ARUs were connected to H-antennas (ATS, 
Isanti, MN, USA), mounted at the height of 3 to 12  m. 
24-h ARU monitoring enabled us to precisely determine 
departure events via a rapid decline of signal strength of 
the radio transmitters. We used ARU data sightings and 
manual tracking to ensure the absence of an individual 
within a 2.5 km radius. Manual tracking was done via a 
combination of handheld H antenna (Andreas Wagener 
Telemetry Systems, Köln, DE) and Yaesu VR 500 receiver 
(Vertex Standard USA, Cypress, CA, USA). For the Ger-
man population, we also used car-mounted Yagi-antenna 
(AF Antronics, Inc., Urbana, IL, USA) and an airplane 
equipped with two H-antennas and two Biotrack receiv-
ers (Lotek, Newmarket, ON, Can) to ensure departure of 
an individual within a 20 km radius of the study site and 
to validate the 2.5  km radius, which we used to define 
departures in the other study areas. For seven German 
birds (one in 2009, 2010 and five in 2015), the depar-
ture could not be identified on an ARU recordings, and 
the departure date was calculated subsequently as the 
mean between the last time the bird was tracked and the 
first date missing. All post-breeding departures between 
the 2nd of September and the 24th of November were 
included in our analysis. Later departures occurred only 
in the German population and have been phenotypically 
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different based on previous studies [39]. Hence they were 
classified as winter migration or irruptive migration 
events. This study also included published data from our 
German study site collected before 2016 [39, 44].

Environmental variables
We selected day length as a possible cue since photo-
period has known biological significance in controlling 
timing for migration [45]. Day length was calculated in 
hours per day via the maptools package using R statisti-
cal software V. 3.3.2 [46, 47]. We included local ambient 
temperature at 2  m above ground in our model as the 
ambient temperature indicates future energetic costs due 
to thermoregulation [20]. The temperature may also pro-
vide information about the availability of food resources 
in the near future [48]. Because ambient temperature 
is highly correlated with day length and will be colder 
as the season progresses during autumn, we calculated 
the residuals of temperature each night out of a linear 
regression of date and temperature, defined as residual 
temperature. This calculation allowed us to measure the 
deviation from the expected temperature that would his-
torically occur at this point of time within a year and is 
perceived as colder or warmer on average. Since cloud 
cover strongly impacts navigation at night [28], we also 
included the percentage of cloud cover in our model. To 
represent essential characteristics of flight conditions, we 
used atmospheric pressure (at surface level), wind direc-
tion and speed (at surface level) and used this to calculate 
likely tailwind assistance and crosswind in meters per 
second. These cues likely provide immediate information 
about upcoming weather conditions in the subsequent 
hours and days [26, 49].

The ambient temperature, atmospheric pressure, cloud 
cover and wind conditions used in the analyses were 
interpolated from the nearest weather stations in each 
location by the National Centers for Environmental Pre-
diction [50]. The data were derived for the four breeding 
locations in a 6-h resolution, using the RNCEP package 
[51], and a mean for each night between 6 and 12 pm was 
calculated. Due to the fact that blackbirds leave the ARU 
signal range relatively quickly with their departure, unfor-
tunately, no statements can be made about the behaviour 
and environmental conditions after initial departure. 
Therefore we estimated the same mean south-west 
migration direction for all four populations [52] based 
on ring recoveries of blackbirds. Tailwind assistance was 
calculated for a species mean departure direction of 225° 
by tailwind assistance = windspeed ∗ cos(wind direc-
tion − mean departure direction). Crosswinds perpendic-
ular to the assumed mean departure direction have been 
calculated by crosswinds = windspeed ∗ sin(wind direc-
tion − mean departure direction [53].

Data analysis
Statistical analyses were performed using R statistical 
software V. 3.3.2 [46].

To account for the unbalanced sample sizes between 
the sites, we also performed the following analysis with 
a balanced sample size in all populations, by reducing the 
German data set to the same years as the other sampled 
locations. This analysis provided similar results with the 
same order of importance in the predictors.

In order to compare timing and departure conditions 
between populations and migration types, the equality 
of variances between different sites and their parameters 
were ensured using Levene’s test [54] before running the 
corresponding linear models with site and migration 
type as explanatory variables in separate models (pack-
age stats). Least-squared means post-hoc tests were 
performed when sites or migration types differed in the 
conditions during their departure nights. P-values of 
multiple comparisons were adjusted via the Benjamini–
Hochberg method (package emmeans) [55]. Since the 
normalised mean atmospheric pressure and mean wind 
result in a measured value of zero, a one-sample t-test 
was used to test for a general preference of these envi-
ronmental conditions at departure days across all popula-
tions. Variances in departure timing between populations 
were compared using Bartlett’s test of homogeneity of 
variances (package stats) [56] while we adopted a 5% sig-
nificance threshold for all models.

After testing for occurring differences in depar-
ture conditions between populations, we investigated 
the potential influence of these environmental vari-
ables on individual departure decisions. Therefore, we 
used a time-dependent Cox proportional hazard model 
implemented in the survival package [57]. The Cox pro-
portional hazard model describes the probability of 
departure over time as a function of a baseline probabil-
ity which can be modified by fixed variables like popu-
lation or time-varying explanatory variables like weather 
conditions and day length [58]. All weather parameters 
were scaled by subtracting the mean and dividing it by 
the standard deviation for each population and year to 
make their effect sizes comparable within and between 
each population within the model. This was also done to 
account for general differences between the microhabi-
tats and annual variation as study site-specific differences 
in meteorological conditions are corrected for in scaled 
variables which allows to only focus on perceived changes 
in each population. However, we scaled day length only 
within each site but across all years, as day length over 
time does not vary between years. We included the sex, 
age and unique ID of the birds in the model, but it had no 
significant influence on the outcome and was therefore 
omitted.
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We restricted the analysis to a timeframe of 47  days 
before the first migratory departure in each year and 
site, as 47 days is the mean migration window across all 
four populations based on our radio-telemetry measures 
(Additional file 1: Table S2). We used an information-the-
oretic approach for model selection from a global starting 
model to calculate all possible models via the “dredge” 
function (package MuMin) [59] (i.e., all combinations of 
including or excluding each variable and its interaction 
with populations). To evaluate the likelihood of a model 
being ‘best’ among all other candidate models and esti-
mate their relative predictor importance [60], we ranked 
them based on their Akaike weights derived from differ-
ences of their Akaike information criterion (AIC) cor-
rected for a small sample size, AICc [61]. Out of all model 
combinations, we selected those within a ΔAICc < 2 [62] 
from the top model, which included those with strong to 
moderate support (Additional file 1: Table S3).

The estimated parameters for all predictors included in 
these top models were then calculated by model averag-
ing [63] with the “model.avg” function (package MuMin) 
[59]. Predictors of the global model but with no meaning-
ful influence were not included in the top model subset. 
Least-squared means post-hoc tests on the most complex 
of the candidate models were performed when the aver-
aged model results showed a significant interaction of 
environmental cues and populations. P-values of multiple 
comparisons were adjusted via the Benjamini–Hochberg 
method (package emmeans) [55].

Finally, for the Cox proportional hazard model, we ran 
a Schoenfeld test (cox.zph function, package survival) 
[57] to ensure the model assumption are met and further 
double-checked for correlations between all used vari-
ables within the timeframe of analysis (Additional file 1: 
Table S4).

Results
Proportions of migrants
In total, we observed 212 departures during autumn 
across all four populations (Additional file  1: Table  S1). 
In Germany, 136 birds of the population migrated, while 
391 remained at the breeding site. As expected, the Ger-
man population can be defined as a partially migratory 
population, with 26% of birds migrating on average. Our 
radio telemetry data also verified that the Finnish black-
bird population is partially migratory. Out of the 34 mon-
itored birds, we observed 27 migrants, resulting in 74% 
migrants at the Finnish study site. In Russia (30 migrants) 
and Poland (19 migrants), no resident individuals were 
observed, and thus these populations are defined as fully 
migratory.

Departure timing during autumn migration
Our long-term monitoring revealed that all departures 
for autumn migration happened after sunset during the 
night (mean: 21:40, range: 18:30 to 02:00 UTC).

On a night-to-night basis, blackbirds from the Russian 
and Polish populations departed the earliest in the year, 
followed by the Finnish and later the German popula-
tions [F3,215 = 26.88, p < 0.01] (Fig. 2). By pooling both the 
two fully migratory (Russian and Polish) and the two par-
tially migratory (Finnish and German) populations, the 
two migratory strategies (fully versus partially migratory) 
differed in the timing of the night-to-night departure 
decision [F1,217 = 64.75, p < 0.01]. Fully migratory popula-
tions left their breeding site 13 ± 2 days earlier than the 
partially migratory populations (Fig.  2). However, the 
length of the window when migrants departed (= vari-
ance in departure dates) did not differ among the four 
populations [df = 3, k = 4.18, p > 0.24] or the two migra-
tion types [df = 1, k = 0.75, p > 0.38] (Additional file  1: 
Table S2).

Environmental conditions during departures
While no general differences in environmental conditions 
were found between study sites throughout the overall 
migration window (i.e. similar temperature ranges, wind 
conditions etc.) (Additional file 1: Figure S1a–S1f), com-
parisons of environmental conditions during nights with 
migratory departures between populations showed sig-
nificant differences (Fig. 3a–f) and pronounced variance 
(Additional file 1: Table S5).

Day length
Day length at departure differed among the four popu-
lations [F3,215 = 16.68, p < 0.01]. Post-hoc tests indicated 
that these differences were most pronounced between 
the two migration types (partial vs. full migration) 
[F1,217 = 45.70, p < 0.01], with 0.7 ± 0.1 h longer daylength 
at departure dates for full than partial migrants (Fig. 3a).

Ambient temperature
Populations also departed at different ambient tem-
peratures [F3,215 = 4.23, p < 0.006]. Blackbirds of the 
Polish study site departed at warmer temperatures 
(mean ± standard error: 7 ± 0.9  °C) than conspecifics 
at the Finnish (2.6 ± 0.8  °C) [β = 4.4, SE = 1.2, t = 3.6, 
p < 0.01] and German study sites (4.3 ± 0.3  °C) [β = 2.7, 
SE = 1.0, t = 2.7, p = 0.02]. However, the temperature 
(4.4 ± 0.7 °C) during departures of blackbirds at the Rus-
sian study site could not be found to be different com-
pared to the other populations. When comparing the 
two migration types, blackbirds from fully migratory 
populations departed when it was 1.4 ± 0.7  °C warmer 
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than blackbirds from partially migratory populations 
[F1,217 = 4.31, p = 0.04] (Fig. 3b).

Atmospheric pressure
The four populations also differed in the relative 
atmospheric pressure during the nights of departures 
[F3,215 = 6.33, p < 0.01]. Relative atmospheric pressure 
was higher at departures of blackbirds from the Polish 
study site compared to conspecifics of the German site 
study site [β = 1.2, SE = 0.3, t = 4.0, p < 0.01]. Fully migra-
tory populations departed on nights with higher relative 
atmospheric pressure than partially migratory popula-
tions [β = 0.66, SE = 0.2, t = 3.3, p < 0.01]. Across all popu-
lations, the atmospheric pressure was higher on nights 
when birds departed than on nights when birds did not 
depart [M = 0.56 ± 0.17, t(218) = 6.47, p < 0.01] (Fig. 3c).

Cloud cover
All populations favoured nights with a cloud cover of 
less than 50% for their departures [M = 33.36 ± 2.21, 
t(218) = −  14.84, p < 0.01]. However, populations also 
differed in actual cloud cover during departure nights 
[F3,215 = 5.57, p < 0.01]. Departures at the Finnish study 
site occurred during nights with significant lower cloud 
cover (23.8 ± 3.1%) compared to those at the German 
(33.5 ± 1.4%) [β = − 9.8, SE = 3.4, t = − 2.9, p = 0.01] and 

Russian study sites (41.2 ± 2.9%) [β = −  17.4, SE = 4.3, 
t = − 4.1, p < 0.01] (Fig. 3d).

Tailwind assistance
In general, tailwind assistance on departure nights dif-
fered among populations [F3,215 = 19.47, p < 0.01]. 
Tailwind on departure nights at the German study 
site (−  0.3 ± 0.2  m/s) was lower than at Russian 
(3.0 ± 0.5  m/s) [β = −  3.3, SE = 0.5, t = −  6.6, p < 0.01], 
Polish (2.2 ± 0.6  m/s) [β = −  2.5, SE = 0.6, t = −  4.1, 
p < 0.01] and Finnish (1.6 ± 0.5 m/s) [β = − 1.9, SE = 5.3, 
t = −  3.5, p < 0.01] sites. Departures from the Rus-
sian site occurred during the strongest tailwinds (up to 
7 m/s) across all populations, even stronger than during 
departures at the Finnish site [β = 1.4, SE = 0.7, t = 2.1, 
p < 0.05]. Blackbirds from partially migratory populations 
left with lower tailwind assistance than those from fully 
migratory populations [F1,217 = 42.16, p < 0.01]. How-
ever, they did not differ from zero [M = −  0.004 ± 0.39, 
t(169) = −  0.02, p = 0.98]. Fully migratory populations, 
in contrast, preferred nights where tailwind assistance 
in their approximated direction of migration was clearly 
present [M = 2.71 ± 0.77, t(48) = 7.11, p < 0.01] (Fig. 3e).

Crosswinds
Departures from all four populations differed in their 
crosswind conditions [F3,215 = 18.03, p < 0.01] (Fig.  3f ). 
During departures at the German study site crosswinds 

Fig. 2  Timing of autumn migration events across all years for each population. The solid black line marks the population median date for departure, 
while the dashed lines left and right mark the corresponding first and third quantiles. Day 1 = equals 1st. January



Page 8 of 14Linek et al. Movement Ecology            (2021) 9:63 

are mainly towards north-west [M = 0.99 ± 0.25, 
t(142) = 7.76, p < 0.01] and the strongest in this direction 
compared to all other populations (Finland: [β = 1.06, 
SE = 0.38, t = 2.79, p < 0.01], Russia: [β = 1.7, SE = 0.36, 
t = 4.69, p < 0.01] and Poland: [β = 2.7, SE = 0.44, t = 6.1, 
p < 0.01]). However, while being different between sites, 
crosswinds could not be found to be different from 
zero at the study sites in Finland [M = −  0.07 ± 0.85, 
t(26) = −  0.16, p = 0.87] and Russia [M = −  0.71 ± 1.02, 
t(29) = −  1.43, p = 0.16]. In contrast, blackbirds at the 
Polish study site selected nights for departure with cross-
winds primarily towards south-east [M = −  1.71 ± 0.69, 
t(18) = −  5.19, p < 0.01] and also differed significantly 
from crosswind conditions during departure nights at 
the Finnish study site [β = −  1.64, SE = 0.54, t = −  3.02, 
p < 0.01].

Used cues for individual timing of migratory departures
The best averaged Cox proportional hazard model 
showed that all investigated environmental cues, day 
length [sum of model weight = 1, p < 0.01], residual 

ambient temperature [sum of model weight = 0.73, 
p = 0.05], atmospheric pressure [sum of model 
weight = 1, p = 0.01] and cloud cover [sum of model 
weight = 1, p < 0.01] as well as tail [sum of model 
weight = 1, p = 0.02] and crosswind affected [sum of 
model weight = 1, p < 0.01] the decision of Russian, Pol-
ish, Finnish and German populations to depart during 
autumn migration (Table  1). Across sites, day length 
was the most influential predictor, with shorter day 
lengths increasing departure probability [β = −  3.65, 
SE = 1.17], followed by the various cues describing 
flight conditions. In those high atmospheric pres-
sure [β = 0.30, SE = 0.12], increased tailwind assis-
tance [β = 0.29, SE = 0.13] and decreased crosswinds 
[β = 0.59, SE = 0.11] had a positive effect on the depar-
ture probability. Cloud cover instead had a negative 
effect with obstructed skies reducing the departure 
probability of blackbirds [β = −  0.42, SE = 0.11]. The 
overall residual temperature was the predictor with the 
smallest but still significant effect. Colder than normal 
temperatures increased departure probabilities across 
all populations [β = − 0.17, SE = 0.09].

Fig. 3  Comparison of day length (a), ambient temperature (b), scaled atmospheric pressure (c), cloud cover (d), tailwind assistance (e) and 
crosswind (f) at departure nights during autumn migration between blackbird populations. Black solid lines represent the median, boxes represent 
first and third quartiles, and whiskers describe the 95% confidence intervals. The dashed red line in (c) represents mean atmospheric pressure 
during the entire departure window, while it marks the absence of tail and crosswinds in (e) and (f). Populations that were identified as different via 
post hoc tests are joined by brackets noted with the corresponding significant levels (* ≤ 0.05, ** ≤ 0.01, ***≤  0.001)
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The best averaged cox proportional hazard model also 
revealed significant two-way interactions between pop-
ulations and timing-relevant cues (Table  1). This sug-
gests population-specific differences in the magnitude of 
influence on departure decision probabilities. Post-hoc 
tests on the interaction between populations and day 
length indicated that departure probability of blackbirds 
from both fully migratory (Russia and Poland) popula-
tions was less strongly affected by decreasing day length 
than that of migrants of the German and Finnish par-
tially migratory study populations [β = 0.69, SE = 0.33, 
t = 2.09, p = 0.04]. The significant two-way interac-
tion between populations and atmospheric pressure 
indicated that blackbirds of the Polish study site had a 
higher departure probability with higher relative atmos-
pheric pressure compared to migrants of the German 
study site [β = 1, p = 0.01] (Table  1), and post-hoc tests 
revealed that the influence of atmospheric pressure was 
also greater compared to the Russian migrants [p = 0.02] 
(Additional file 1: Table S6). In Russian migrants, the sig-
nificant two-way interaction between species and cloud 
cover indicated that they had been more influenced in 
their departure probability by cloud cover compared to 
migrants of the German partially migratory population 

[β = −  0.74, p = 0.02] (Table  1). Also, the significant 
two-way interaction between the Russian population 
and tailwind assistance together with post-hoc tests 
indicated that Russian migrants had a higher departure 
probability [β = 1.36, SE = 0.40, p < 0.01] when tailwind 
assistance was stronger compared to all other migrants 
(Table 1, Additional file 1: Table S6). A significant inter-
action between the Finnish and Polish populations with 
crosswind suggested that German migrants have been 
influenced to a greater extent by winds from the south-
east than migrants from the Finnish [β = − 0.63, p = 0.01] 
and Polish [β = −  1.28, p < 0.01] populations (Table  1). 
Observed Polish migrants, on the other hand, had a 
higher departure probability with stronger crosswinds 
from the northwest compared to migrants from Ger-
many [β = 1.29, p < 0.01] and migrants from the Russia 
site [β = 1.15, p = 0.02] (Additional file 1: Table S6).

Discussion
By combining environmental data and radio tracking 
of Eurasian blackbirds from four populations with dif-
ferent migration strategies, we identified a common 
species-wide cue set used for the decision of migratory 
departures, but also confirmed variation in migratory 

Table 1  Averaged model for the effects of weather variables and population on departure probability of individual blackbirds

Adjusted Akaike’s Information Criterion (AICc) has been used to determine the final candidate models (Additional file 1: Table S1)

Average model estimates, adjusted standard errors (SE), 95% confidence intervals (CIs) and associated p-values of parameters included in the candidate models. 
p-values ≤ 0.05 are given in bold font. The reference category for species is the German population

Parameter Estimate (β) ± SE 95% CI p-value

Day length  − 3.65 ± 1.17  − 5.95 ±  − 1.35  < 0.01
Residual ambient temperature  − 0.17 ± 0.09  − 0.34 ± 0.01 0.05
Atmospheric pressure 0.30 ± 0.12 0.06 ± 0.53 0.01
Cloud cover  − 0.42 ± 0.11  − 0.64 ±  − 0.21  < 0.01
Tailwind assistance 0.29 ± 0.13 0.04 ± 0.53 0.02
Crosswind 0.59 ± 0.11 0.38 ± 0.81  < 0.01
Population (Finland) × Day length 0.73 ± 0.54  − 0.33 ± 1.79 0.18

Population (Russia) × Day length 1.95 ± 0.81 0.36 ± 3.54 0.02
Population (Poland) × Day length 1.82 ± 0.64 0.56 ± 3.08  < 0.01
Population (Finland) × Atmospheric pressure  − 0.27 ± 0.37  − 0.99 ± 0.45 0.46

Population (Russia) × Atmospheric pressure  − 0.36 ± 0.37  − 1.08 ± 0.36 0.33

Population (Poland) × Atmospheric pressure 1.00 ± 0.40 0.21 ± 1.79 0.01
Population (Finland) × Cloud cover 0.38 ± 0.44  − 0.48 ± 1.24 0.39

Population (Russia) × Cloud cover  − 0.74 ± 0.31  − 1.33 ±  − 0.14 0.02
Population (Poland) × Cloud cover  − 0.29 ± 0.46  − 1.19 ± 0.60 0.52

Population (Finland) × Tailwind assistance 0.37 ± 0.28  − 0.17 ± 0.92 0.18

Population (Russia) × Tailwind assistance 1.31 ± 0.44 0.44 ± 2.17  < 0.01
Population (Poland) × Tailwind assistance 0.11 ± 0.27  − 0.42 ± 0.64 0.68

Population (Finland) × Crosswind  − 0.63 ± 0.25  − 1.12 ±  − 0.14 0.01
Population (Russia) × Crosswind  − 0.29 ± 0.39  − 1.05 ± 0.47 0.45

Population(Poland) × Crosswind  − 1.28 ± 0.30  − 1.86 ±  − 0.69  < 0.01
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timing itself and revealed effects of cues that differed in 
their magnitude between populations exhibiting differ-
ent migration strategies.

Fully migratory populations from Russia and Poland 
departed earlier in the year than their partial migrant 
conspecifics in Finland and Germany. This result is 
consistent with previous studies [40], and we hypoth-
esise that several factors like earlier deteriorating envi-
ronmental conditions at the breeding site, relatively 
longer migration distances and thus longer migration 
drive earlier departures in Russia and Poland [52]. Con-
sidering the potentially greater consequences of mis-
timing in migrants, which migrate longer distances, 
we predicted higher synchrony in departure dates as 
they might be under stronger time constraints during 
migration. However, our results did not support this 
idea, as we found no significant difference in the vari-
ation of departures between partial (relatively shorter 
migration distances) and full migrants (relatively longer 
migration distances). While time constraints have been 
shown for spring migration to secure high-quality 
breeding territories [9, 64] or reproductive partners 
[65, 66], our results about initial departure conditions 
during autumn migration are not consistent with previ-
ous assumptions [67]. We suggest that also during the 
typically slower and extended autumn migration [68], 
fully migratory populations of blackbirds may not be 
under stronger selection for optimal departure timing 
to leave their breeding sites than their partial migrant 
conspecifics. However, as we only recorded the initial 
departure, we cannot draw any conclusions about time 
constraints en-route, especially since stopover loca-
tions and durations remain unknown.

The environmental conditions studied had been simi-
lar across study sites during the migration window and 
spanned the same ranges (Fig.  3; Additional file  1: Fig-
ure S1a-S1f ). However, they differed during nights with 
departures. This would suggest that local differences in 
the investigated environmental factors did not cause the 
timing differences between populations. Hence there did 
not appear to be a uniform species-wide threshold for 
the cues blackbirds use for departure decisions across 
their breeding range (Fig.  3). Similar to obligate and 
potentially long-distance migrants, the fully migratory 
blackbird populations left earlier in the year at longer 
day lengths (Fig.  3a) and higher ambient temperatures 
(Fig.  3b). Therefore, ambient conditions were signifi-
cantly milder than conditions preceding departures in 
partially migratory populations. This finding, in com-
bination with the finding that all sites had similar envi-
ronmental conditions throughout the migration window 
(Additional file 1: Figure S1a–S1f), supports the idea that 
anticipated resources at the wintering destination [18] or 

longer flight distances with optimal flight conditions may 
inform departure decisions of obligate full migrants [69].

Migrants of all populations appeared to depart during 
periods of high relative atmospheric pressure, which is a 
signal for favourable flight conditions [26] already found 
as an important cue for migratory timing [49]. In particu-
lar, the departures of blackbirds at the Polish study site 
occurred during nights with particularly high atmos-
pheric pressures (Fig.  3c), pointing towards a higher 
selectivity for such nights. Cloud cover during departures 
was 33 ± 2% across all populations and showed a general 
preference for departures at nights with little cloud cover. 
Clear skies likely facilitate celestial navigation [28, 29] 
which is thought to be of critical importance for migra-
tion in many species [70, 71].

Tailwind assistance and crosswinds at departure nights 
showed distinct population-specific differences along a 
geographic pattern. While the investigated north-eastern 
Russian and Polish migrants departed with more tailwind 
assistance than the migrants from Germany and Finland, 
the departures in the German population did not occur 
during nights with either clear head or tailwind. How-
ever, especially the blackbirds from the Russian study site 
migrated on nights when high tailwind assistance was 
likely to reduce the energetic cost of migration [72]. The 
contrasts in crosswind conditions on departure nights 
between populations are particularly evident in the 
most south-westerly population of German birds, which 
departed more often with winds coming from the south-
east, and the Polish birds, which started their migration 
mainly on days with predominantly wind coming from 
the northwest.

Based on Cox proportional hazard models, all vari-
ables, i.e. day length, residual temperature, atmospheric 
pressure, cloud cover, and wind conditions, significantly 
influenced the night-to-night probability of departure 
decision in all blackbirds regardless of their migratory 
propensity (Table  1). Decreasing day length was the 
most important factor for night-to-night departure deci-
sions of all studied populations, followed by cloud cover, 
atmospheric pressure, tailwind, crosswind and residual 
temperature.

As in long-distance migratory species, decreasing day 
length seems to be also an important cue for depar-
ture decisions in the partial migrant blackbird, a short 
to medium distance migratory species, during autumn 
migration. For example, (1) peak autumn migration 
season across Europe in Blackbirds is during October 
[52] and individuals do not migrate before their spe-
cific migration window even when they experience suit-
able flight conditions (e.g. high atmospheric pressure and 
adequate wind conditions) and (2) captive blackbirds in 
a temperature-controlled common garden experiment 
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exhibited nocturnal restlessness during October as well 
[73].

However, the likely fine-tuning of the timing of 
departure on a night-to-night basis appears to be more 
modulated via imminent flight conditions like wind char-
acteristics and atmospheric pressure, predicting poten-
tially unfavourable flight conditions [27], while also 
preferring clear skies, which might be necessary for navi-
gation [29]. As such, flight conditions were the second 
most important factors across all populations (Table  1). 
These conditions likewise stood out in the first part of 
our analysis, where all populations showed a strong pref-
erence for days with below-average cloud cover, high 
atmospheric pressure, and population-specific wind con-
ditions compared to residual temperature (Fig. 3). Those 
conditions are generally characterised by no rain and 
favourable flight conditions.

Of the environmental factors we studied, temperature 
was the factor that had the least influence on departure 
probability. However, in our full and partial migrant 
populations (residual) temperatures lower than average 
increased the probability for departure decisions as they 
likely contain local environmental information about 
diminishing food resources and increasing thermoregula-
tory costs [74] (Table 1).

However, the magnitude of the effects of all cues, 
except residual temperature, differed between full and 
partial migrant populations. While day length is still the 
strongest predictor for departure timing for full migrants 
in Russia and Poland, it was less influential in departure 
decisions than for partial migrants from Finland and 
Germany. This appears to contradict our general under-
standing of how day length influences the seasonal organ-
isation of migration [32, 75] and our expectation that 
obligate full migrants rely more strongly on predictive 
cues like day length than facultative partial migrants. One 
possible explanation for this finding could be that the 
effects of daylength are masked by other more relevant 
factors such as appropriate weather conditions essential 
for every migratory flight. Migrant blackbirds from Rus-
sia and Poland, which likely travel longer distances, in 
particular, may be naturally subject to significantly more 
energetic constraints and higher fitness consequences 
[76, 77] compared to migrants from Finland and Ger-
many. They may be more sensitive to the costs of flight 
energetics [78, 79] and hence are more prone to select 
nights with optimal flight conditions, which are charac-
terised by high atmospheric pressure and best possible 
wind support to a greater extent for departure and migra-
tion (Table 1, Fig. 3).

In contrast, there is likely a smaller need for optimal 
flight conditions in short-distance migrants, such as the 
blackbirds from the German population, as they only 

travel about 1–3  days to their wintering areas (Linek 
et al., 2022, in prep). This hypothesis is supported by 
two-way interactions between populations and several 
weather variables (Table  1). Full migrants from Poland 
had a higher probability for departure at nights with 
higher atmospheric pressure and with a stronger cross-
wind from the northwest compared to partial migrants in 
Germany. Similarly, full migrants from the Russian study 
side had a higher probability of departure at nights with 
clearer skies and stronger tailwind assistance than par-
tial migrants. Additional data are necessary to verify this 
hypothesis. The greater preference of full migrants for 
particularly good flight conditions and the fact that we 
could not observe a hard-wired threshold for specific day 
lengths [80] across populations is consistent with the fact 
that we did not find greater synchrony in departure dates 
and highlights the population-specific weighting of envi-
ronmental conditions for migratory departures.

However, the overall importance of all six environ-
mental variables across all populations suggests that par-
tial migrants from our German and Finnish study sites 
behave similarly to the other two fully migratory popu-
lations by selecting suitable flight conditions for their 
departures (Fig. 1c, Table 1). Previous research supports 
our finding that crosswinds and tailwind assistance seem 
generally important [32, 67]. The combination of lateral 
drift en route and increased energy expenditure imposed 
by crosswinds [81] seems crucial for all populations and 
may outweigh the potential time constraints [82] faced 
by relatively early-departing populations in Russia and 
Poland.

Conclusion
In summary, despite discovering that migrants of all pop-
ulations appeared to depart during favourable weather 
conditions, suggesting that they are sensitive to the costs 
of flight energetics [83] and available visual cues [84], 
we found large differences not only in departure timing 
between populations and migration types (full and par-
tial migrants) but also in the environmental conditions 
at their respective departures. These population-specific 
differences in day length, ambient temperature, atmos-
pheric pressure, and wind characteristics likely indicate 
local adjustments to their specific environment. In com-
bination, the investigated cues allow initiation, fine-tun-
ing and adjustments to short term weather conditions 
within a broader migration window, but blackbirds from 
different populations appear to use population-specific 
local cue thresholds and weightings when integrating 
environmental information to initiate migration deci-
sions (also see [85]).

All the cues tested in our study are also correlated 
to some extent to other environmental conditions and 
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thus may serve as a proxy for other still unknown cues 
which birds use from their environment to time their 
migration optimally [2]. In this respect, factors such as 
food availability, which so far could not be adequately 
measured for our populations, but likely varies between 
study sites and influences overall body conditions [86], 
could be of particular importance [87–89]. In addition, 
other events in earlier life-history stages, e.g., a delay 
during breeding, are also shown to influence individual 
departure decisions [49]. Nevertheless, it is necessary 
to precisely understand what control mechanisms birds 
use for optimal migration timing to identify the numer-
ous challenges migratory birds have and will have to 
face [90] including habitat fragmentation [91], shorter 
breeding times [92], changes in temperature [93] and 
habitat alteration or loss [94]. Because of the life-his-
tory consequences of poorly timed migratory decisions, 
it is of critical importance to understand at a popula-
tion level what mechanism animals use to initiate 
migration and predict how they will respond to rapid 
environmental changes in the near future [95].

Recent studies [96, 97] advanced the field of migration 
on a community level and studied individual flexibility 
in cues usage [98, 99], yet they lack the combination 
of individual-level resolution, necessary to determine 
cue-response relationships, and simultaneous sampling 
among different species. Studies like the present, using 
individual tracking data from different populations of 
the same species, may reveal common control mecha-
nisms and population-specific adaptations, predicting 
the magnitude of vulnerability to climate change among 
populations. Future studies should implement common 
garden experiments or reciprocal translocations to illu-
minate differences in intrinsic, potentially genetic, cue 
evaluation or population-specific cue thresholds to 
expand our knowledge about the control of migration 
in a period of unprecedented global change.
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