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Abstract: Along the Baltic coastline of Germany, drifting vegetation and beach cast create overlays at
the otherwise sandy or stony beaches. These overlays influence the morphodynamics and structures
of the beaches. To better understand the influence of these patchy habitats on coastal environments,
regular monitoring is necessary. Most studies, however, have been conducted on spatially larger and
temporally more stable occurrences of aquatic vegetation such as floating fields of Sargassum. Never-
theless, drifting vegetation and beach cast pose a particular challenge, as they exhibit high temporal
dynamics and sometimes small spatial extent. Regular surveys and mappings are the traditional
methods to record their habitats, but they are time-consuming and cost-intensive. Spaceborne remote
sensing can provide frequent recordings of the coastal zone at lower cost. Our study therefore aims
at the monitoring of drifting vegetation and beach cast on spatial scales between 3 and 10 m. We de-
veloped an automated coastline masking algorithm and tested six supervised classification methods
and various classification ensembles for their suitability to detect small-scale assemblages of drifting
vegetation and beach cast in a study area at the coastline of the Western Baltic Sea using multispectral
data of the sensors Sentinel-2 MSI and PlanetScope. The shoreline masking algorithm shows high
accuracies in masking the land area while preserving the sand-covered shoreline. We could achieve
best classification results using PlanetScope data with an ensemble of a random forest classifier, cart
classifier, support vector machine classifier, naïve bayes classifier and stochastic gradient boosting
classifier. This ensemble accomplished a combined f1-score of 0.95. The accuracy of the Sentinel-2
classifications was lower but still achieved a combined f1-score of 0.86 for the same ensemble. The
results of this study can be considered as a starting point for the development of time series analysis
of the vegetation dynamics along Baltic beaches.

Keywords: Sentinel-2; PlanetScope; classification; ensembles; seagrass; macroalgae; shoreline;
sandy beaches

1. Introduction

Sandy beaches dominate more than one-third of the world‘s coastline [1] and provide
numerous ecosystem services such as storage and transport of sediment, the breakdown
of organic materials and pollutants or the maintenance of biodiversity and genetic re-
sources [2]. Nevertheless, many beaches show low primary production rates, a generally
limited food supply or little shelter from predators [3]. Coastal macroalgal habitats or
seagrass meadows can deliver a substantial input of organic material to the beaches in form
of dissolved organic matter or particulate organic matter [3,4]. Furthermore, detached and
drifting vegetation can influence the water circulation and the morphology of a coastal area
by forming wrack banks on the beach or drifting patches in the water, therefore delivering
shelter for microorganisms [5]. Beach cast has important ecological functions such as pro-
viding habitat, shelter or food. It stimulates the microbial food web [6]; moreover, studies
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demonstrated a positive effect of decomposing beach cast on the growth of mussels [7] or
mysids [8]. Consequently, a comprehensive mapping of aquatic vegetation on and along
beaches is crucial for marine protected area planning, sustainable beach cast cleaning and
ecological research.

Drifting vegetation and beach cast are therefore particularly important for sandy
beach ecology. Drifting vegetation is an aggregation of detached macroalgae (sometimes
mixed with seagrass) floating close to the water surface or near the bottom of the coastal
sea. While floating, the species are alive, actively photosynthesizing and thus break down
slowly [9]. They form loose patches in the surf zone providing feeding habitat, nursery area
or shelter for fish and small, weak-swimming detritivores/omnivores [10,11]. Beach cast,
also called wrack band, beach strand, beach wreck, banquettes or stormcast is unattached
macrovegetation that is washed ashore by waves or tides and accumulated on the beach.
The species composition of the washed-up vegetation reflects the species assemblage in
the nearshore habitats. Consequently, beach cast provides information on drifting and
sessile aquatic habitats that are difficult to access or highly dynamic over time. Therefore,
the sampling of beach cast is an alternative for investigating the species composition of
macrovegetation in near-coastal habitats [12].

In the last years, remote sensing techniques have become an extensively used method
for macrovegetation mapping [13,14] providing good estimates of aquatic vegetation cov-
erage [15,16]. Moreover, remote sensing can provide long-term data to better understand
ecosystem structures and changes [17]. Especially spaceborne datasets are an important
time-saving supplement to traditional field surveys and offer lower costs per square kilo-
meter [14]. Various techniques have been applied for vegetation mapping in aquatic
environments, for example thresholding, spectral indices, regression analysis, visual inter-
pretation or unsupervised classification. However, supervised classifiers remain the most
common approaches, such as the maximum likelihood classification, the spectral angle
mapper, the support vector machine and, in recent years, the random forest classification.
In typical study arrangements, the authors apply two to three approaches independent
of each other. Afterwards, they compare the classification results to determine the best
approach [18–22]. Studies focusing on terrestrial surfaces, however, indicate that an ensem-
ble of classifiers, i.e., the combination of multiple classifiers to a joint model, may be more
accurate than any of the single classifiers [23]. Nevertheless, there is no study addressing
the use of ensembles for beach cast and drifting vegetation assessment.

The satellite missions Sentinel-2 (S-2, since 2015) and PlanetScope (PS, since 2016)
deliver satellite data with a high temporal resolution (S-2: 5 days; PS: almost daily) which
is of special importance for monitoring dynamic coastal regions. Existing studies show
the suitability of both sensors for the detection of macrovegetation, although there are
significantly more studies for S-2 [18–22]. These studies, however, focused on sessile
vegetation or large drifting macroalgal assemblages. Analyses of small agglomerations
directly on the shoreline or at the sandy beach (beach cast) are missing.

A crucial step for vegetation analysis along the coastline is the extraction of the shore-
line in the remote sensing data, whereas a wide range of published shoreline extraction
algorithms exists. Nevertheless, they already differ in the definition of the term “shore-
line” [24]. An established and often cited definition is, that the shoreline coincides with the
physical interface of land and water [25]. This definition, however, does not account for
temporal changes of the shoreline due to tides, waves, or a changing sea level, which may
alter the position of the shoreline periodically or by several meters within a few years [26].
A spatially more flexible definition that considers these variations would be more appropri-
ate for studies analyzing the zone of beach and water together. Accordingly, Toure et al. [24]
defined the shoreline by the upper and lower limits of the water movement. Thus, this
expanded definition of shoreline also includes the distribution border of beach cast, the
winter berm. Consequently, a shoreline delineation algorithm for beach cast studies must
meet this definition. Existing approaches include multi-threshold based morphological
methods to extract the shoreline from optical remote sensed images [27]. Aedla et al. [28]
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used adaptive thresholding to separate the image into water and non-water areas. Further
techniques for separating land and water are pixel-based spectral classifications [29] or
object-oriented fuzzy methods [30]. In addition to these separation techniques, several
scientists expanded the data feature space by including spectral indices such as the Floating
Algae Index (FAI) [31] or the Normalized Difference Water Index (NDWI) [32]. Although a
variety of algorithms exists [24], none of the concepts addresses multi-temporal approaches,
where scenes of several years may be piled to create an average beach-area including
sand covered beach areas together with coastal waters. Toure et al. [24] state, that future
work should be directed for a complete automation of shoreline separation algorithms.
In this paper, we therefore included multiple scenes to calculate the average shoreline,
which reduces or even removes the influences of temporally high-frequent effects. In
addition, this step eliminates the need to adjust thresholds based on current conditions
for the shoreline delineation. As a result, a multi-temporal shoreline processor operates
almost automatically.

The automated shoreline detection approach is a prerequisite for addressing our main
objective, i.e., to test the suitability of S-2 and PS for mapping drifting vegetation in shallow
waters and beach cast on sandy beaches of the western Baltic Sea. We focused on S-2 and
PS since both sensors are easily available for scientific users and public authorities. We
applied and combined different classification approaches to S-2 and PS data to determine
which classification or classification ensemble delivers the best mapping result for each of
the two sensors.

2. Materials and Methods
2.1. Study Area

We conducted this study at the Baltic Sea beaches of the Probstei coast (Figure 1).
The Probstei coast is an approximately 20 km long coastal area in the federal state of
Schleswig-Holstein, Germany. We selected a subsection of the Probstei coast including
the beaches of Mönkeberg, Heidkate, Brasilien, Kalifornien and Stakendorfer Strand. This
section is a northward dipping open Pleistocene strip dissected by several channels up
to 25 m depth [33]. This shallow coastal area is exposed to waves from west-northwest
to northeast [34]. Changing winds and varying water level make this coastal lowland
with its extensive sandy beaches prone to sea level rise and extreme storm surges [35].
Therefore, coastal protection structures characterize this area, which include a 14.3 km
long dike and 48 large stone groynes made of erratic boulders. Every 200 m, one of these
T-shaped groynes extends up to 100 m into the Baltic Sea [33]. The Probstei coast shows
a typical seasonal mobility of sediment with the lowest mobility occurring during the
summer months (May to August) and the maximum during the winter period (November
to February). The nearshore bar system includes up to four sand bars and extends seawards
up to 700 m [34].

The aquatic vegetation in the study area consists of macroalgal species and seagrass.
The diversity of macroalgae species is relatively low due to the reduced salinity and lack
of hard substrata [36]. In our study area, we can distinguish four main groups of aquatic
vegetation with the corresponding dominant species (Figure 2):

1. Submerged seagrass beds on the sandy substrate offshore, dominated by Zostera marina.
2. Brown algae agglomerations on the groynes, dominated by Fucus vesiculosus.
3. Drifting patches of detached seagrass fragments and various macroalgae at and close

to the shoreline such as: Ceramium secundatum, Ceramium tenuicorne, Vertebrata fucoides,
Cladophora glomerata, Ulva sp., Phycodrys rubens.

4. Beach cast over the sandy beach consisting of Zostera marina and the macroalgae of
the drift compositions. Due to the faster decomposition of macroalgae, older deposits
are dominated by fractions of seagrass.
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Figure 2. Schematic illustration of the typical zonation of the four dominant aquatic vegetation
groups modified from PS data. (A—dark green) submerged seagrass, (B—moss green) fixed brown
algae, (C—light green) drifting mix of seagrass and macroalgae and (D—brown) beach cast mixed of
seagrass and macroalgae. Background map data: modified Google satellite.

2.2. Field Mapping

We conducted field surveys during summer 2020 at three sections of the Probstei
coastline: Mönkeberg, Brasilien and Stakendorfer Strand. Of particular interest for this
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study is a beach cast mapping from 21 September, as it was held out at Schönberger Strand
close to the date of the satellite data acquisition between 14:00 and 16:00 local time. The
weather conditions were calm and sunny with few scattered cirrus clouds. The data was
always collected by foot and with waders in the water. The distance from the shore,
where the accumulations could be mapped, was therefore determined by the water depth
that could be reached with waders. We recorded the extent and the composition of the
vegetation assemblages at the sandy beach and in the shallow water. Using a Garmin 64 s
GPS in the tracking mode enabled us to record the shape and location of the assemblages
with an accuracy of 3.65 m [36]. Through this procedure, we mapped the coverage of
53 patches, which we digitized as polygon shapefiles. Furthermore, the mapping team
recorded the species composition at each of the patches. We reduced this dataset to create
training and validation data for the four dominant aquatic vegetation groups without
considering the species composition (Figure 2).

2.3. Satellite Data

In this study, we used two satellite scenes from two different multispectral sensors,
i.e., S-2 MSI and PS. Since drifting algae can rapidly change their position/extend based on
wind direction, currents and waves, we decided to consider only the satellite data acquired
nearest to the field mapping.

2.3.1. Sentinel-2 MSI

S-2 (A and B) are two polar-orbiting, high-resolution, multi-spectral imaging satellites
from the European Space Agency (ESA). They carry optical sensors sampling 13 spectral
bands between 458 and 2280 nm. The spatial resolution of the bands varies between 10 m
to 60 m. The twin satellites provide mapping capabilities comparable to SPOT and Landsat
data with a revisit time of 5 days at the equator [37,38].

We used a S-2 Level-2A data set available in the Google Earth Engine (GEE) [39].
Google downloads the data directly from Sci-Hub [39]. The Level-2A product provides
Bottom of Atmosphere (BOA) reflectances generated with the Sen2Cor processor and
encoded in a 12 bit SAFE format [40]. The scene used in this study was acquired from S-2A
on 14 September 2020.

2.3.2. PlanetScope

The small PS CubeSat Satellites are operated by Planet Labs, Inc. Approximately
130 PS satellites cover the entire land surface of the Earth every day. The spectral resolution
offers four bands between 455 and 860 nm. The ground sampling distance is approximately
3.7 m × 3.7 m but the data are distributed resampled to 3 m × 3 m in a 16-bit GeoTIFF
format. We used the PS 3B Analytic Ortho Scene Product with an accurate geolocation,
cartographic projection and data processed to surface reflectance. The atmospheric cor-
rection is implemented using LUTs generated by the 6S radiative transfer model [41] and
near-real-time MODIS aerosol optical depth (AOD) data [42]. This product type is specified
as optimal for land cover classifications [43]. The scene used in this study was acquired on
21 September 2020.

2.4. Advanced Shoreline Masking

In the study area, the four vegetation groups are distributed both in the water and on
the sandy beach. We therefore developed a processing chain to separate the terrestrial areas
while retaining the dry beach for further analysis. This processing step is called advanced
shoreline masking (ASM). To create this “land-water mask”, we used a time series of S-2
scenes between 2016 and 2020 with a scene cloud cover of less than 20%. For our study
area, the resulting stack of scenes comprised 94 images. Then we removed clouds from
the scenes by evaluating the SCL (Scene Classification Map) band and the QA60 band of
the Level-2A product. From the SCL band we filtered the classes cloud shadows (3), cloud
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medium (8), cloud high (9), cirrus (11) and snow/ice (11). From the QA60 band, pixels with
values 10 (clouds present) and 11 (cirrus present) were removed.

Afterwards, we calculated the median reflectance for each pixel considering all masked
scenes. The result was a single median reflectance scene with a median determined without
the influence of clouds, cloud shadows or snow. We then used this cloud- and cloud
shadow-masked median product to calculate the Modified Normalized Difference Water
Index at 10 m spatial resolution (MNDWI 10 m) [44]. The MNDWI 10 m extracts water
pixels more accurately than a standard Modified Normalized Difference Water (MNDWI)
index with 20 m spatial resolution [44]. The MNDWI 10 m is calculated using a sharpened
band 11 (SWIR) and band 3 (Green) combination. The sharpening of band 11 consists of
three steps: First, band 8 is filtered with a high pass filtered (HPF) to emphasize the high
frequencies in the band [45]. Then, band 11 and the filtered band 8 are added. Finally,
the sum of the bands is divided by two to determine the average reflection. Contrary to
the results from Du et al. [44], HPF data showed best results for land-water masking in
this study. As high pass filter, we used a 3 × 3 box filter with a kernel center of 1.6 and a
surrounding weight of 0.0625 based on the approach introduced by Chavez Jr. et al. [46].
We sharpened band 11 by using spatial and spectral information from the 10 m band 8.
Band 11 has a spatial resolution of 20 m and band 8 has a spatial resolution of 10 m.
By sharpening band 11 with band 8, we create a new sharpened band 11 with a spatial
resolution of 10 m and a combined spectral information from band 11 with band 8. This
procedure is similar to the established pansharpening. However, since S-2 has no PAN
band, the finer spatial information is obtained from band 8 instead of a PAN band. Then
we calculated the difference between the Normalized Difference Vegetation Index (NDVI)
and the MNDWI to extract water pixels as introduced by Zhou et al. [47], but using the
MNDWI 10 m instead of the MNDWI. Finally, we extracted the dry beach together with all
water pixels by creating a mask that retains all pixels with an NDVI-MNDVI 10 m less than
0.5 (Figure 3).
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2.5. Classifier Ensemble

Ensemble data mining methods, also known as classifier ensembles, are mainly used
for land cover classifications to improve the classification result [48,49]. We are unaware of
studies that examine the suitability of classification ensembles for detecting beach cast and
drifting vegetation. We combined up to six established supervised classification methods
to form an ensemble. Investigating whether the combination of multiple classification
methods adds value to the detection of these two vegetation assemblages. At first, we
examined the performance of each method individually. Subsequently, we combined the
results of the individual classifiers to form an ensemble. In this context, we also tested,
which set of classifiers performs best as an ensemble by iteratively combining different
classifiers. The results of the individual classifications are combined by determining the
most frequently classified class for each pixel. We integrated this approach, which is also
called majority vote, where all classifiers have the same weight on the resulting classifica-
tion [50]. Consequently, the first tuning parameters were the number and the combination
of the classifiers that form the ensemble—beginning with all possible combinations of two
classifiers up to the combination of all six classifiers in one ensemble. The second set of
tuning parameters was the number and selection of bands used for the classification. We
tested different band combinations for both sensors. In addition, we added two other
variables as additional bands, the FAI [31] and the NDVI (Figure 4).
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as input.

All classifiers in this study are integrated in GEE [39]. Unless explicitly named in
the following description of the classifiers, we used the default parameterization of the
classifiers in GEE. The methods highlighted with an asterisk are based on the machine
learning system Smile v1 [51]:

(1) Random Forest Classifier (RF)*: This ensemble learning decision tree method was run
with 100 trees and the number of variables per split (i.e., number of features at each
node) was automatically selected as the square root of the number of input variables
(bands plus index).
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(2) Cart Classifier (CC)*: A decision tree classifier using only binary trees. CART is
characterized by a threshold tuning in every node. Within the decision tree, the
attributes are sorted in descending order depending on their information content with
respect to the target variable [52,53].

(3) Minimum Distance (MD): This statistic-based classifier classifies pixels to the class
with the smallest distance in a (multi) dimensional space. Using the Mahalanobis
distance as distance measure which adds a degree of direction sensitivity via the
covariance matrix to the method [54].

(4) Support Vector Machine classifier (SVM): This non-parametric statistical learning
technique separates classes with a hyperplane by maximizing the distance of the
boundaries [55,56]. The radial basis function was used as kernel for the SVM.

(5) Naïve Bayes (NB)*: A simple probabilistic classification approach assuming indepen-
dence between input features. This classifier is characterized by often higher bias but
good variance [53,57].

(6) Stochastic Gradient Boosting (SGB)*: This decision tree-based method uses bagging
and boosting to improve the quality of fit to each base learner [58,59]. The number of
trees was set to 100 as an optimal balance between computation time and classification
accuracy. A learning rate of <0.1 yields improvements to the generalization ability of
the model. We found that a learning rate of 0.005 was optimal to achieve a relatively
low root mean square error (RMSE). This finding supports the statement of Godinho
et al. [60], who suggested this value for tree canopy cover percentage estimation with
S-2A. To prevent from over-fitting, the subsampling rate was set to 0.6.

The source code for the shoreline masking and the classification ensembles are avail-
able as supplementary material to this study (Code S1).

2.6. Training and Validation of the Classifiers

To derive generalizable results from a classification, it is necessary to use independent
sets of training and validation data. We gathered field data along approximately 20 km of
shoreline focusing on smaller sections. During the field mappings, we recorded both, the
outlines of representative structures and the species compositions of beach cast assemblages
using the results to generate training and validation data. Campbell [61] suggests to ensure
a total of at least 100 training pixels per class plus additional pixels for the validation.
Compared to the spatial resolution of S-2 data the mapped plots were too small to generate
the suggested number of training and independent validation data. In total, we mapped
10,678 m2 of reference data during the field campaigns. Transferring these areas to the
reference systems of PS and S-2, the total number of pixels covered for all classes is 1186 for
the former and 106 for the latter. To increase the number of training and validation pixels,
we therefore analyzed the mapped areas in the PS data and used the spectral signatures
and the shape of the patterns in the reference plots to identify additional training and
validation areas. Without a sufficiently high number of training and validation pixels,
spectrally similar surfaces may be included in the classification and therefore negatively
affect the classification results. To generate training and validation data for S-2, we created
one class of field data which included all species but covered a larger area. Furthermore,
the ASM left some pixels with dune vegetation unmasked. To prevent misclassifications,
we also added a dune vegetation class. In order to distinguish beach cast and drifting algae
from surrounding cover types, we altogether selected seven classes:

(1) Seagrass: This class includes sessile seagrass occurrences at the seafloor. Most of these
patches are located below 1 m water depth and were not mapped during the field
campaigns. Therefore, this class was primarily trained by incorporating orthophotos
from Google and S-2 false color images, as the location and extend of these patches
change slowly.

(2) Water covered sand: The sand covered underwater areas were not directly mapped;
however, it appears from the vegetation mappings that unmapped areas mostly
represent sand-dominated areas without vegetation. When setting the training areas,



Geosciences 2022, 12, 15 9 of 18

we included true and false color imagery, as well as reflectance spectra from PS
and S-2.

(3) Dune vegetation: The sessile dune vegetation is particularly important as a stand-
alone class, since in the absence of this class these areas would be falsely classified as
beach cast. Training and validation data for this class could be extracted by visually
inspecting PS CIR imagery in combination with orthophotos.

(4) Deep water: Training and validation data for this class could be obtained by including
bathymetry maps (JRC Global Surface Water Mapping Layers, v1.2) and using only
water pixels deeper than 25 m for the training of this class.

(5) Beach sand: This class includes fine sandy beach without the influence of vegetation.
Like with the water covered sand class, the training and validation data of this class
resulted from the areas between the mapped terrestrial polygons with beach cast.

(6) Beach cast: This class combines all types of beach cast. We did not consider age,
degree of decomposition and species composition while creating the training—and
validation data. Specifically for this class, the reference patches mapped during the
field campaign did not capture enough pixels to ensure a successful training of the
classifiers. Therefore, we performed a CIR analysis of the PS data based on the field
mapping to generate additional training data.

(7) Drifting vegetation: In this class we recorded all types of drifting macroalgae, which
may also include smaller fractions of detached seagrass. For the creation of the training
data, we used the results from the field mapping. We analyzed the spectra within the
mapped areas and added similar pixels to the selection using the PS CIR images.

Considering the spatial resolution of the two sensors, 2588 pixels were available for the
classifications of the S-2 scene and 10,376 pixels for the classification of PS data. For the least
represented class (beach cast) there were 74 pixels for S-2 (below Campbell’s suggestion)
and 230 pixels for PS. During the processing of the data, these pixels were randomly split
50/50 into training and validation data.

For the validation of the classification results, we use the overall accuracy (OA) and
F1 score as quality measures [62]. To represent the two particularly relevant classes in a
combined measure of quality, we included a combined F1 score (CF1) in the analysis. This
score is calculated from the F1 score of beach cast plus the F1 score of drifting vegetation
divided by 2 (Equation (1)). Due to the high correlation between the OA and the kappa
coefficient, we excluded Cohen’s kappa from our analysis [63].

CF1 =
F1 scoredri f ting vegetation + F1 scorebeach cast

2
(1)

3. Results and Discussion
3.1. Advanced Shoreline Masking

The processing chain for ASM shows a very high accuracy to separate the shoreline
from the terrestrial areas. The sandy beach together with water covered pixels remain
preserved for further analysis during this process. Only a few land pixels (2.03%) are
incorrectly included (Figure 5), which all are anthropogenic structures with high reflection
signals, such as campers at campgrounds, asphalt road intersections, flat roofs of industrial
complexes, or rooftop solar arrays. Apart from these erroneously unmasked pixels, the
ASM results accurately represent the shoreline. ASM captures only the sandy beach, small
stripes of the vegetated dune and the coastal waters while masking the grassland areas
behind the dike as well as the asphalt roads on the lee side of the dike. The resolution
of 10 m proved to be suitable for the study area—even small sand-covered passages in
the dunes remain unmasked (Figure 5). Along the entire shoreline, all pixels are correctly
assigned to the sandy beach. Therefore, the algorithm captured the shape of the shoreline
with high accuracy, which can be mainly attributed to the HPF-sharpening of the data.
Including the spectral information of band 11 instead of band 8 reduced the amount of
falsely unmasked pixels for about 4.08%, although band 11 actually has a lower spatial
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resolution. While ASM provided a very good separation of terrestrial areas, especially
close to the shoreline, some water bodies (lakes, rivers) and anthropogenic structures
in the hinterland remain unmasked. Therefore, in addition to the procedure described
in the methods in Section 2.4, we had to add an additional processing step. We could
remove these areas by adding an official shapefile with the terrestrial borders of the country
and buffered the outlines 200 m towards the hinterland. With the resulting polygon of
the terrestrial land area, we could mask out all inland pixels that were not covered by
ASM. This processing chain enabled to extract the shoreline. To date, published methods
for detecting the shoreline from remote sensing data are based on the definition that the
shoreline coincides with the physical interface of coastal land and water surface [64–66].
Current processors do not take into account the often dry beach area, which must be
preserved for the study of beach cast and publications in this field still remain limited [24].
By using a five-year time series of S-2 data along with spectral indices, we were able to
apply a threshold based index approach to automatically detect the shoreline in a way that
preserves the entire sandy beach till the subsequent dike. This includes all potential areas
of beach cast accumulation.
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3.2. Training and Validation

We used the field mapping results to generate the training and validation data. The
procedure to enlarge the number of training data described in the methods is time consum-
ing, prone to errors and was not always successful to generate the targeted minimum of
100 pixels per class for S-2. However, the classification results later showed a realistic spatial
distribution of the target habitats. Furthermore, we considered the time interval between
the field mapping and the satellite image acquisition to be problematic for the training of
small-scale, dynamic habitats. Contrary to this assumption, we could clearly identify the
mapped habitats in the remote sensing data based on their shape and reflectance spectra.
Therefore, this study showed that even an interval of about one week between the field
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mapping and the satellite acquisition is sufficient for a high classification accuracy. The
calm weather conditions during that period have led to stable patterns of beach cast and
drifting vegetation.

3.3. Selection of Thematic Classes

The groynes in the study area are densely overgrown with stationary Fucales, which
was falsely classified as drifting vegetation. An established method to avoid this misclas-
sification is to include a separate (Fucus) class, which we did for several classifications.
Different than expected, including the Fucus class significantly reduced classification accu-
racy. We could identify two reasons for the misclassifications: (1) for both S-2 and PS, the
spectral signatures of floating and stationary Fucales were too similar; (2) the two classes
were often located close to each other, mixed or showed a smooth transition. Therefore, we
removed the class Fucales in our final classifications and accepted a slight overestimation
of the drifting vegetation class in the final product. A distinction between sessile Fucus and
drifting vegetation is currently not possible with the approach presented here.

3.4. Band Selection

For the identification of the most suitable band/index combination, we iteratively
combined all classifiers, bands and indices to select the most suitable band combination
for the detection of beach cast and drifting vegetation. Because we used all available data
in this processing step (no split between training and validating), the accuracy measures
shown in Tables 1 and 2 slightly differ from the following section.

Table 1. Classification accuracies (overall accuracy, F1 scores, Combined F1 score) for the six classifiers
with the band combination ‘B1’,‘B2’,‘B3’,‘B4’,‘B8’ for S-2 (green = higher than Table 2, yellow = equal
to Table 2, red = lower than Table 2).

Accuracy Measure RF CC MD SVM NB SGB

Overall accuracy 0.97 0.96 0.80 0.91 0.86 0.96
F1 score beach cast 0.83 0.78 0.54 0.70 0.51 0.68

F1 score drifting vegetation 0.84 0.83 0.53 0.60 0.47 0.77
Combined F1 score 0.84 0.80 0.54 0.65 0.49 0.73

Table 2. Classification accuracies (overall accuracy, F1 scores, Combined F1 score) for the six classifiers
with the band/index combination ‘B4’,‘B8’,‘B11’,‘FAI’,‘NDVI’ for S-2 (green = higher than Table 1,
yellow = equal to Table 2, red = lower than Table 1).

Accuracy Measure RF CC MD SVM NB SGB

Overall accuracy 0.96 0.94 0.71 0.90 0.95 0.95
F1 score beach cast 0.72 0.71 0.41 0.70 0.39 0.63

F1 score drifting vegetation 0.81 0.70 0.18 0.60 0.05 0.78
Combined F1 score 0.76 0.71 0.30 0.65 0.22 0.71

The analysis showed, that for given band combinations, all classifiers showed similar
behavior with either increasing or decreasing accuracies. As an example, Tables 1 and 2
show the comparison of the results for two band/index combinations for S-2. A green color
indicates that the classification accuracy is higher in one table compared to the other. A
yellow colorization shows that the values between the two tables are the same, and a red
colorization indicates a lower value in the direct comparison.

We also noticed that in general the classifiers performed very well for the additional
classes (deep water, water covered sand, dune vegetation, seagrass). Therefore, our accu-
racy assessments achieved high overall accuracies, even though our target classes rarely
reached high F1 scores. As a consequence, we had to pay special attention to the class-
specific quality measures. Tables 1 and 2 show, that only the RF classification and the CC
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achieved F1 scores above 0.8 for beach cast and drifting vegetation. This indicates, that
only considering band and index combinations is not sufficient to achieve classification
accuracies comparable to current studies of aquatic vegetation. Sun et al., 2021 achieved
F1-scores above 0.9 for the detection of Ulva prolifera and Sargassum from Landsat 8 OLI
imagery [66]. Additionally, Zhongfeng et al., 2018 reported F1-scores above 0.9 for the
detection of macroalgae blooms using machine learning with Multi-Layer Perceptron [67].
It is therefore necessary to also evaluate the ensemble of classifiers in order to improve the
accuracies of the target classes (Section 3.5). The most suitable band combinations were
B1, B2, B3, B4 and B8 for S-2 and all bands of PS. The classification results presented in the
following section are based on these band combinations.

3.5. Classification Results

The classification results of S-2 and PS differed significantly. This was less evident in
the accuracy measures but in the spatial distribution of classes in the final product, i.e., the
visual appearance. We determined the best single classifier and ensemble for each sensor
based on the overall accuracy and the CF1 Score. For S-2, the CC provided the best results,
and the combination of RF, CC, SVM, NB, and SGB formed the best ensemble. The CC
achieved an OA of 0.97 and a CF1 score of 0.86. The lowest single classifier accuracy was
achieved by MD. The ensemble was slightly better with an OA of 0.98 and a CF1 score
of 0.86. For PS, the RF classification achieved the best result as a standalone classifier,
while the same ensemble as identified for S-2 performed best. The RF achieved accuracy
measures of OA = 0.96 and CF1 score of 0.94 and the ensemble achieved an OA of 0.95 and
a CF1 score of 0.95 (Table 3).

Table 3. Comparison of the best classification results for each sensor/classifier combination.
OA = overall accuracy, CF1 = combined F1 score of drifting vegetation and beach cast.

Accuracy
Measure

S-2
Cart Classifier

S-2
Ensemble

PS
Random Forest

PS
Ensemble

OA 0.97 0.98 0.96 0.95
CF1 0.86 0.86 0.94 0.95

Despite the very high accuracy measures for S-2, it has to be noted that PS performs
better for capturing the spatial distribution of beach cast (Figure 6). In general, PS seems to
be high suitable for the detection of beach cast; only small patches of dune vegetation were
falsely assigned to this class. This can be mainly attributed to the higher spatial resolution
of PS and a band setting which is sufficient to discriminate the highly reflective beach sand
and the active vegetation signal from the beach cast.

In the S-2 results, the beach cast areas are often single pixels or small clusters/stripes
of pixels. The spatial patterns are often difficult to recognize, and the results resemble
misclassified pixels, which led to a kind of salt and pepper effect. This is consistent with
results of the field mapping, where beach cast often forms narrow stripes with sizes below
the spatial resolution of S-2. In a S-2 pixel, the beach cast accumulations must therefore
have a strong reflectance signal and a high contrast to the surrounding sand to be classified
as such.

The PS classifications capture the spatial distribution of beach cast much better than S-
2. Since we used the same training regions for both sensors, the number of pixels available
for the classification is also of major importance. For PS, the number of training and
validation pixels always were sufficiently high to meet the requirements (100 pixels, see also
Section 2.6 Training and Validation). For S-2, however, it was not always possible to obtain
sufficient training and validation pixels, especially for the target classes. Nevertheless,
the field data still in general allowed for very good classification results for S-2; although
classification accuracies were highly variable. This is due to the methodological design of
our classification, as we randomly split the data for training and validation. Due to the
small amount of reference data, changing their share has a strong impact on the results.
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The second target class, drifting vegetation, could also be detected with high accuracy
(F1 scores ≥ 0.87), but not as good as beach cast. All classifiers overestimate accumulations
of drifting vegetation, especially for PS data. As expected, stationary Fucales growing firmly
on groynes are incorrectly identified as drifting vegetation (Figure 7). Patches of Fucus
and drifting vegetation also partly overlapped, which can be explained by the spectral
similarity between Fucus and beach cast. While the separation of Fucus was insufficient,
we could successfully separate other structures in the water such as drifting vegetation,
seagrass deposits and sandy bottom substrate. Compared to PS, S-2 showed slightly better
results in deeper water, which can be attributed to its better Signal to Noise Ratio (SNR) [68].
The single classifiers as well as the ensembles applied in this study showed, however, that
they are suitable for shallow water areas. In the deep-water areas, the results show a large
number of falsely identified seagrass and deep-water pixels. Our method is not suitable
to detect vegetation in optically deep water. We therefore excluded the deep-water areas
from analysis.

In addition to the accuracy measures and the visual inspection of the spatial patterns,
counting the pixels of each class allows us to assess their spatial coverage and therefore
to compare the results of the two sensors. For that, we compared the area allocated to
each class. Table 4 shows, that the area covered by drifting vegetation and beach cast
is rather similar for PS and S-2 using the different classifiers. The results of the other
ensembles or single classifiers confirmed this observation. For S-2, the beach cast area is
about 30% smaller than for PS with a standard deviation between all results of 1.22 ha
at an arithmetic mean of 5.95. The calculated area of drifting vegetation shows a lower
variance between the ensembles and the standalone classifiers. At an arithmetic mean of
23.57 ha, the standard deviation of 2.98 ha corresponds to a variation of 12.65% around
the mean. The S-2 ensemble is an outlier and differs by about 22% from the arithmetic
mean. So, when only considering the area covered by a class, both sensors are equally well
suited for detecting drifting vegetation. The beach cast coverages were also comparable.
However, the visual evaluation showed that PS can outline the spatial patterns of the beach
cast more comprehensively but tends to falsely attribute dune vegetation to beach cast. The
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high spatial resolution of PS data has been described as promising for mapping seagrasses
in previous studies but was not tested for beach cast yet [19]. In shallow optical waters,
the low SNR and the few spectral bands were limiting factors which, however, plays a
minor role on dry sandy beaches [19]. The results of the classification clearly showed that
PS is particularly good at capturing the pattern of the often small scale stripes of beach cast.
Some of the stripes had a width of only one PS pixel, which corresponds to a maximum
width of 3 m. Considering this, we assume that the results achieved with the two sensors
are comparable with S-2 having a small advantage in optically shallow waters and PS
having a small advantage on dry sandy beaches.
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Table 4. Mapped area of beach cast and drifting vegetation with the four best classifica-
tion/ensemble results.

Classification/Ensemble Beach Cast Area [ha] Drifting Vegetation Area [ha]

Sentinel-2 CC 4.96 26.04
Sentinel-2 Ensemble 4.55 18.49

PlanetScope RF 7.45 25.24
PlanetScope Ensemble 6.83 24.50

In water remote sensing, clouds, cloud shadows and haze may influence the results.
Affected pixels are often misclassified as aquatic vegetation [69]. Using S-2, we could
observe this influence in our study where shallow water areas with sandy bottom were
misclassified as either seagrass or drifting vegetation. In these areas, Sen2Cor was unable
to correct for a fine haze over the water surface at the coasts of Brasilien and Kalifornien
which caused misclassifications. The results show that correcting the influence of clouds
and cloud shadows remains a key task in remote sensing of water bodies.

4. Conclusions

This study demonstrated the applicability of supervised classifier ensembles to map
floating vegetation and beach cast with S-2 and PS data at the German Baltic coast. To
extract the shoreline in the satellite data, we developed a new masking method (SHS) based
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on a time series of S-2 data. The shoreline masking achieved a very high accuracy (98%)
and showed, that the use of time series is a promising approach, which can also be applied
to other sensors. The advantage of the SHS approach is that it determines an average
reflectance for every pixel and therefore removes artifacts from the data. Phenomena such
as cloud shadows or haze are compensated and changes in water level or coastline are
adjusted to an average value. This prevents false masking due to atmospheric or tidal
artefacts and delivers a higher accuracy of the estimated shoreline. By maintaining the high
spatial resolution of 10 m × 10 m and using the reflectance in band 11 (NIR), we could
extract the shoreline including the sandy beach together with all water covered areas.

Generally, S-2 and PS are suitable for the detection of beach cast and drifting vegetation.
The most suitable combination of bands is nearly identical for both sensors. For PS and S-2
the spectral information of the bands in the Visible and Near Infrared delivered the best
results. The best single classifier result for S-2 is provided by CC with an OA of 0.97 and a
CF1 score of 0.86. RF, CC, SVM, NB, and SGB together formed the best ensemble for S-2
with an OA of 0.98 and a CF1 score of 0.86. The best single classifier result for PS is provided
by RF with an OA 0.96 and a CF1 score of 0.94. The same ensemble as identified for S-2
performed best for PS with an OA of 0.95 and a CF1 score of 0.95. The average detected
coverage (arithmetic mean) of beach cast is 5.95 ha with a standard deviation of 1.22 ha
and therefore differed approx. 21% between the classifications. The mapped coverages
of drifting vegetation showed smaller variations of only about 13%—the arithmetic mean
was 23.57 ha with a standard deviation of 2.98 ha. However, we found that the differences
become particularly evident in the spatial distribution of the two classes. Due to its better
spatial resolution, PS can map the distribution and shape of beach cast more accurately.
The advantages of S-2 are evident in the detection of drifting vegetation. Due to the better
SNR, S-2 can better separate drifting vegetation, sandy substrate and submerged seagrass.
However, we were not able to monitor the species contribution of drifting vegetation
and beach cast, most probably due to the limitations of multi-spectral sensors. To enable
a permanent monitoring, the next step is, that the approach will be transferred to time
series data.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/geosciences12010015/s1, Code S1: Script for the Google Earth
Engine for shoreline masking and classification ensembles.
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