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ABSTRACT: Nonadiabatic (NA) molecular dynamics (MD) allows one to study far-
from-equilibrium processes involving excited electronic states coupled to atomic
motions. While NAMD involves expensive calculations of excitation energies and NA
couplings (NACs), ground-state properties require much less effort and can be
obtained with machine learning (ML) at a fraction of the ab initio cost. Application of
ML to excited states and NACs is more challenging, due to costly reference methods,
many states, and complex geometry dependence. We developed a NAMD
methodology that avoids time extrapolation of excitation energies and NACs. Instead,
under the classical path approximation that employs a precomputed ground-state trajectory, we use a small fraction (2%) of the
geometries to train neural networks and obtain excited-state energies and NACs for the remaining 98% of the geometries by
interpolation. Demonstrated with metal halide perovskites that exhibit complex MD, the method provides nearly two orders of
computational savings while generating accurate NAMD results.

Nonadiabatic (NA) molecular dynamics (MD) is a
powerful computational tool that allows one to model

excited-state processes in a broad range of chemical
systems.1−3 Such simulations are able to mimic mostly closely,
at the atomistic level and in the time domain, numerous time-
resolved spectroscopy experiments, many of which are now
routinely used to characterize ultrafast response of molecules
and materials to external electromagnetic fields.4−6 Such
experimental and theoretical studies form the basis for many
modern-day applications, including solar cells, light-emitting
diodes, field-effect transistors, sensors, quantum information
devices, etc. NAMD simulation requires knowledge of
geometry-dependent energies and forces for ground and
excited states, and NA coupling (NAC) between the states.
Such information is most commonly obtained by ab initio
electronic structure calculations performed with system
geometries along MD trajectories. The calculations are
computationally demanding, especially those involving the
excited state and NAC. Therefore, efforts to avoid the need to
perform thousands of electronic structure calculations can
provide great computational savings. Rooted in the fact that
MD in many condensed matter and nanoscale systems are
weakly dependent on the occupied electronic state and are
driven by thermal fluctuations, the classical path approximation
(CPA) replaces multiple excited-state trajectories with a single
ground-state trajectory, greatly simplifying the NAMD
calculations.7−9 Still, even ground-state MD trajectories are
expensive to obtain at the ab initio level for large, nanoscale
systems and sufficiently long time scales that may involve, for
instance, formation of polarons10 or diffusion of defects.11

Development of force fields (FF) to replace ab initio
calculations and obtain ground-state MD trajectories has a long

history, starting from very simple models, e.g., harmonic and
Lennard−Jones potentials, to reactive FF,12 and most recently,
to FF developed using machine learning (ML) techniques,13,14

such as artificial neural networks (ANNs). Analogous develop-
ment of parametrized models for advanced electronic proper-
ties,15−17 including excited-state forces and NAC,18−20 has
been limited, because ab initio calculations required for the
parametrization are expensive, and the corresponding exper-
imental data are scarce. Moreover, NAC has a notably more
complex dependence on system geometry than energy and
force, and the number of NAC matrix elements scales
quadratically with the number of electronic states. The ability
of ANNs to represent essentially any set of data, rooted in the
universal approximation theorem,21 and their current rapid
development and popularity in all areas of science and
engineering raise the prospects that not only energies and
forces but also NACs can be efficiently parametrized. Several
efforts have been reported in this regard,18−20 drawing parallels
with ML FF development;13 i.e., a set of geometries is used to
compute NAC and train an ANN, and then the ANN predicts
NACs for future geometries. Because NAC is a more complex
property than energy, such a strategy is quite challenging,
requiring additional ANN layers and more thorough training.
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In comparison, ground-state FFs are already commonly
generated using ML techniques. Thus, long ab initio quality
ground-state trajectories can be obtained. Rather than
attempting to extrapolate excitation energies and NAC in a
similar way, we propose to sample these properties along a
pregenerated trajectory and then interpolate to obtain the
values for the intermediate geometries. Such a strategy cannot
be used in a general NAMD simulation since an NAMD
trajectory cannot be known a priori. However, the strategy can
provide huge computational savings if NAMD is performed
under the CPA,7−9,14 i.e., if the trajectory is precomputed
because MD is driven by thermal fluctuations rather than
differences in excited and ground-state forces. Such a situation
is common to many classes of materials and processes.22−30

In this letter, we develop a novel strategy for predicting
excitation energies and NACs for NAMD simulation using
ML. Given a trajectory, which can be precomputed using a ML
FF, we sample excitation energies and NAC for a small fraction
(2%) of points along the trajectory and employ ANNs to
obtain the missing values for the remaining points. The
strategy allows us to reduce the computational cost of ab initio
calculations of excited-state energies and NACs under the CPA
by nearly two orders of magnitude, while obtaining reliable
NAMD results in good agreement with the full ab initio
calculations. We demonstrate the method with metal halide
perovskites (MHPs), which are among the most popular
modern-day materials for solar energy and optoelectronic
applications. Easy to manufacture, MHPs possess many
unusual physical and chemical properties, combining those of
inorganic solids, organic matter, and even liquids. They exhibit
complicated MD with a broad range of anharmonic motions
and time scales, creating challenges even for ML FF
development. The developed ML-NAMD method works very
well in this case, including both a pristine MHP and a MHP
with a common defect that creates a midgap charge trap state.
MHPs have gained a lot of attention recently because of

their low cost and ability to convert solar energy to electricity
in a clean and sustainable way, as a viable alternative to fossil
fuels. A very large number of studies are currently reported on
hybrid organic−inorganic and all-inorganic MHPs. They can
be both Pb-based, as introduced initially,31,32 and non-Pb-
based to avoid toxicity associated with Pb atoms.33 Both 3D
and 2D MHPs of broadly varying compositions have been
produced and extensively studied. Discovered in the 19th
century in the Ural Mountains, perovskites are among the most
common type of minerals on Earth. MHPs have many
favorable features, including strong light absorption, tunable
band gap, long charge carrier diffusion, and low manufacturing
cost, that make them promising candidates for solar energy and
optoelectronic applications.
In order to demonstrate the developed NAMD approach, we

focus on the pristine all-inorganic CsPbI3 perovskite and the
same system, in which a cesium atom is replaced by an iodine
atom (Figure 1a,c).34−36 The projected density of states
(DOS) is split into Cs, Pb, and I contributions (Figure 1b,d).
The valence band minimum (VBM) and conduction band
maximum (CBM) of pristine CsPbI3 are separated by a wide
direct bandgap of 1.67 eV. The defect creates a trap state inside
the bandgap, separated from the VBM and the CBM by 1.27
and 0.15 eV, respectively. The state is empty, and therefore, it
acts as an electron trap. In the pristine system, the VBM is
supported by both Pb and I atoms (Figure S2a), and the CBM
is localized primarily on Pb atoms (Figure S2b). In the defect

system, both the VBM and the CBM are supported by Pb and
I (Figure S2c,e), and the trap state is supported by I atoms
(Figure S2d), which agrees with the defect DOS (Figure 1d).
The trap state is delocalized over many atoms, allowing it to
couple well to free charge carriers.
In order to develop an accurate ML model, it is essential to

describe accurately the system structure while keeping a
balance between coverage of structural details and redundancy.
Many studies have been performed on extracting structural
features from molecules and bulk materials.13,14 For molecules,
Rogers and Hahn proposed37 extended-connectivity finger-
prints using a circular topological method that records the
neighborhood of each non-hydrogen atom into multiple
circular layers, up to a given diameter. Although the
redundancy of the features is controllable, binary features are
given, and radial information is not considered. For bulk
systems, Behler and Parrinello presented38 a symmetry
function that integrates radial information surrounding each
atom with a given cutoff diameter into a real-valued number.
The symmetry function is applicable to the optimized structure
and considers the radial information to improve the quality of
an extracted feature. Smith, Isayev and Roitberg et al.
modified39 heavily the Behler and Parrinello symmetry
function. In addition to the radial relationship, angular
information is also taken into account, increasing coverage of
structural details while maintaining the size of the description.
A good representation of the investigated structure is highly
important when obvious relationships exist between structure
and properties.
ANN is a widely used ML model that has been applied to

predict thermodynamic stability, potential energy, formation
energy, and other properties of perovskites and many other
materials.40−43 The ANN architecture contains an input layer
receiving a vector of features of a given length, several hidden
layers which conduct linear transformation on the input
followed by application of a nonlinear activation function, and
lastly, an output layer giving the prediction, Figure S1. In the
present work, the features are calculated using the modified
symmetry function with the following form:
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Figure 1. Geometric structures of (a) pristine CsPbI3 and (c) CsPbI3
with a cesium atom replaced by an iodine, indicated by the red ball.
(b, d) Corresponding projected DOS. The zero energy is set to the
VBM. The defect creates a midgap electron trap.
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The feature is divided into cosine and Gaussian terms, which
include angular and radial information on atom i, respectively.
θijk is the angle between three atoms, with i indicating the
central atom. ζ controls the magnitude, and angle θs defines
the center of the angular term. Rij is the distance between
atoms i and j. Similarly to θs, Rs defines the center the
Gaussian. f C(R) is the cutoff function which limits the effective
diameters and reduces computational effort:
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The cutoff radius RC is set to 9.1 Å, which is the distance
between the center of the rectangular simulation cell and its
vertex. The NAMD calculations are performed using periodic
boundary conditions, and the minimal image convention for
the descriptors is used. The input layer passes the vector to all
the neurons in the first hidden layer, where a linear
transformation is applied to the features followed by a
nonlinear activation function. Then, the values are passed to
the next hidden layer. The same process is repeated several
times, depending on the number of hidden layers, and finally
the output layer receives the processed values, conducts a
linear summation, and gives the prediction. The weights for the
linear transformations are tuned during the learning process.
The values ζ and η are set to 1 and 0.15, respectively, to

keep the radial and angular terms in eq 1 at similar magnitudes.
These parameter choices ensure that all possible distance and
angle values can be properly represented and distinguished. Rs
and θs are chosen to be the average distances and angles of
each pair of elements in CsPbI3. There are three Rs and six θs
values for each element. The vector of features contains 72
real-valued features for the cesium and lead atoms, and 216
features for iodines. Thus, there are 360 features for each
structure in total. The same features are used to train the
models for predicting the energy gaps and NAC. However,
because of the more complex dependence of NAC on system
geometry, four hidden layers are used for NAC, while only two
hidden layers are used for energy gaps. The number of neurons
in the first and second hidden layers for energy gaps is 20 and
30, respectively. The number of neurons in the four hidden
layers used to train NAC is 20, 30, 30 and 20, as shown in
Figure S1.
The ab initio calculations are performed using the VASP

software44−46 and the PBE functional.47 The structures shown
in Figure 1 are optimized, heated up, and equilibrated at room
temperature. Then, 7 ps trajectories are generated with a 1 fs
time step in the microcanonical ensemble. 10%, 5%, or 2.5% of
the data are chosen, equally spaced along the trajectory, for
training and validation, while the remaining data are used for
testing. Below we focus in detail on the most stringent case,
while the remaining results are summarized in Tables 1 and S1.
Specifically, 2.5% represents 175 data points from the total of
7000 fs timesteps. 2%, or 140 points, are used for training,
while 0.5%, or 35 points, are used for validation. 97.5%, or
6825 points, are used for testing. The 140 + 35 points used for
training and validation are spaced every 40 fs. Every four of
these points form the training set, and every fifth point is
included in the validation set, i.e., 20 fs, 100 fs, 140 fs, 180 fs,
220 fs, 300 fs, 340 fs, 380 fs, 420 fs, 500 fs, etc. from the
training set, while 60 fs, 260 fs, 460 fs, etc. form the validation

set. Reducing the training set from 2% to 1% allows us to
obtain good results for the energy gaps, but the quality of the
NAC prediction drops significantly.
All ANN training, validating, and testing are done with the

Scikit-Learn package48 using the Python language. While
training, the hyperbolic tangent function and the Adam
optimizer are used as the activation function and the
optimization algorithm. The L2 penalty is set to 0.005 and
0.0009 for the pristine and defect systems, respectively. Both
models are trained with an adaptive learning rate starting from
0.001. The results are shown in Figures 2 and 3, and Tables 1
and S1.
Figure 2 shows the ab initio and ANN predicted energy gaps

between the VBM, the CBM, and the trap state in the pristine
and defect systems, with only 2% of the data used for training.
Such a small fraction of the data allows us to develop and train
ANN models showing excellent agreement with the ab initio
calculations for both pristine and defective CsPbI3. Although
the training data points, marked as yellow dots, do not cover all
peaks and fluctuations, the testing set still fits well. In Figure
2c, we notice that the ANN model performs well most of the
time, but the errors are relatively large in the beginning. That is
because the first 20 data points are not sampled in the training
set, and the model did not learn from these points. As the
structures are getting close to the first training point, the error
rapidly decreases to the average level. The larger error for the
very early part of the trajectory not included in the training
indicates that MD of the system is complex, and that 7000 fs of
MD is not sufficient to sample the entire space of relevant
system geometries. That is why attempting to predict
(extrapolate) the NAMD Hamiltonian in these systems
based on a 7000 fs trajectory will produce unsatisfactory
results. In contrast, the interpolation strategy developed here
works very well, providing large computational savings.
The mean squared errors (MSE) are 0.164 meV for the

VBM−CBM bandgap in pristine CsPbI3, and 0.419, 0.484, and
0.211 meV for the trap−VBM, CBM−trap and CBM−VBM
gaps in defective CsPbI3. The errors are very small compared
to the 1.67 eV bandgap, indicating that the developed models
have learned the relationship between the structure and
bandgap, and are capable of accurate prediction.
The NAC has a more complex dependence on system

geometry than the energy gaps. In particular, it exhibits a larger
number of fast fluctuations between maxima and minima
compared to the energy gaps. It is challenging to keep balance
between underfitting and overfitting. We choose to develop the
model as a smooth predictor which reasonably well learns fast
fluctuation meanwhile reproducing most peaks. The peaks in
the NAC are particularly important since the transition rate is
proportional to the NAC squared and is the largest when the
NAC peaks. The same activation function and optimizer are

Table 1. Average Energy Gap, Average Absolute NAC, Root
Mean Square NAC, Pure-Dephasing Time, and NAMD
Transition Time of the Ab Initio and ANN Models for the
Pristine System

ab initio 8% NN 4% NN 2% NN

gap (eV) 1.888 1.886 1.890 1.886
Abs NAC (meV) 0.448 0.450 0.475 0.479
RMS NAC (meV) 0.538 0.543 0.564 0.573
pure-dephasing time (fs) 8.493 8.500 8.905 8.554
NAMD time (ns) 89.27 98.78 81.73 83.22
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used for the NAC as for the bandgaps. The L2 penalty is set to
1 × 10−7 (pristine), 5 × 10−8 (defect trap−VBM), 4 × 10−8

(defect trap−CBM), and 1 × 10−8 (defect CBM−VBM).
Three independent ANN models are developed for defective
CsPbI3 because of significant differences between them and the
NAC complexity. The ANN models are able to predict the
NAC accurately, as shown in Figure 3. The error for the NAC
between the CBM and trap in the defect system is large at
several special time steps (Figure 3c). That is because the NAC
has large jumps that happen in a very short time, making the
NAC magnitude 10 times larger than the average. Typically,
this happens when the corresponding energy gap approaches 0
(Figure 2b). In turn, the errors at such points are relatively
larger than at the other points. Shown in the middle panel of
Figure 3b, few data points are sampled for the big jump in the
training set (yellow dots). However, the ANN model still gives
good predictions in such extreme situations. The MSEs are

0.0142 meV (pristine), 0.0058 meV (defect Trap−VBM),
0.3087 meV (defect trap−CBM), 0.0152 meV (defect CBM−
VBM), and are small compared to the NAC values (Tables 1
and S1), indicating the models are good. Even the MSE of the
defect NAC between Trap and CBM is reasonable compared
to the NAC magnitude.
Fourier transforms of the energy gaps and NAC provide

additional insight into how ANN performs with the perov-
skites. The FTs obtained from the ab initio and ANN data are
compared in Figure 4. Overall, the NAC exhibits a broader
range of frequencies than the energy gaps, and the defect
system has more frequencies than the pristine system. Because
CsPbI3 is composed of heavy elements, the FT spectra exhibit
low frequencies. The largest peaks are around 50 cm−1 with
strong signals extending to 200 cm−1 and minor peaks seen all
the way to 400 cm−1, in particular, in Figure 4f. Although the
ANN reproduces all key features, some disagreement is seen

Figure 2. Energy gaps calculated with the ab initio and ANN models. (a, b) Gaps of the pristine and defect system, respectively. (c) ANN errors.
The data are divided into training, validation, and testing sets, which contain 2%, 0.5%, and 97.5% data points, respectively. The same ANN model
accounts in (b) for gaps between trap and VBM, CBM and trap, and CBM and VBM. The errors are calculated as differences between the ab initio
values and the ANN predictions.

Figure 3. NAC calculated with the ab initio and ANN models. (a, b) NAC of the pristine and defect system, respectively. (c) ANN errors. The data
are divided into training, validation, and testing sets, which contain 2%, 0.5%, and 97.5% data points, respectively. Different ANN models account
in (b) for the NAC between trap and VBM, CBM, and trap, and CBM and VBM. The errors are calculated as differences between the ab initio
values and the ANN predictions.

The Journal of Physical Chemistry Letters pubs.acs.org/JPCL Letter

https://doi.org/10.1021/acs.jpclett.1c01645
J. Phys. Chem. Lett. 2021, 12, 6070−6077

6073

https://pubs.acs.org/doi/suppl/10.1021/acs.jpclett.1c01645/suppl_file/jz1c01645_si_001.pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c01645?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c01645?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c01645?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c01645?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c01645?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c01645?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c01645?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c01645?fig=fig3&ref=pdf
pubs.acs.org/JPCL?ref=pdf
https://doi.org/10.1021/acs.jpclett.1c01645?rel=cite-as&ref=PDF&jav=VoR


for the defect system in both the NAC and the energy gaps.
That is because there are some peaks and fast fluctuations that
are not reproduced exactly since our models are smooth
predictors, which are expected to lose some precision.
It is instructive to consider why using 2% of data for the

training gives good results for both the energy gaps and the
NAC, while reducing the sampling to 1% creates problems for
NAC training. Even sampling of 2.5% from 7000 points implies
that a point every 40 fs is used. 0.5% of the points are not used
in the training and are included into the validation set. Because
of the adopted protocol, the training set has gaps that are 80 fs
long. The 80 fs period corresponds to the 417 cm−1 frequency.
The NAC FT, Figure 4f, shows that 400 cm−1 is where the
signals finally decay. Therefore, by performing an FT of the
property to be trained, one can anticipate the fraction of the
data points needed for the training. It is important to note that
even though the NAC FT shows no signals above 400 cm−1, a
large time step cannot be used in the numerical NAC
calculation.49−51 The NAC is an off-diagonal matrix element of
the force operator, and therefore, it draws many analogies with
the force. However, compared to the ground-state force, it is
more sensitive to the nuclear geometry. Therefore, the time
step used for the NAC calculation cannot be larger than the
time step used to perform MD. One fs is a typical time step for
MD simulations for various materials, such as the perovskites
considered here. The ability to perform ab initio NAC

calculations every 40th point along the MD trajectory provides
large computational savings, more than 1 order of magnitude.
Figure 5 shows the NAMD results for the pristine and

defective CsPbI3. The population of the ground state of the
pristine CsPbI3 calculated ab initio increases from 0 to 0.11 in
10 ns. This implies an 11% probability of nonradiative
electron−hole recombination within 10 ns. The NAMD
calculations based on the ANN input give similar results.
The populations obtained using the ANN trained with 2% and
4% of the data are 0.12, while 8% ANN gives 0.10 at 10 ns. All
ANN models generate good predictions, but the amount of the
training data does not affect the final results much, which
suggests that adding more than 2% of the training data does
not help but costs more computational resources. Similar
results are obtained in the defect system. All ANN-based
populations follow the ab initio calculations.
Tables 1 and S1 summarize the ANN and ab initio results

for the pristine and defect systems, including the canonically
averaged energy gap and absolute NAC, the root mean square
(RMS) NAC, the pure-dephasing times, and the nonradiative
transition times. The pure-dephasing times are computed from
energy gap fluctuations using the second-order cumulant
approximation to the optical response function.52,53 The
nonradiative transition times are obtained by fitting the data
in Figure 5 to exponential functions or their short-time linear
approximations, P(t) = exp(−t/τ) ≈ 1−t/τ, modified to reflect
either rise or decay of a particular population. Considering the

Figure 4. Fourier transforms of the ab initio and ANN values of the NAC and the energy gaps in (a, b) pristine CsPbI3 and (c−h) the defect
system. The FT of the ANN data show good agreement with the ab initio FTs.

Figure 5. NAMD results of (a) pristine CsPbI3 and (b) the defect system. Shown are populations of the ground, trap, and excited states. ANNs
with 2%, 4%, and 8% of data used for training show comparable results, in good agreement with the ab initio data.
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pristine system (Table 1), we observe that the ANN bandgaps
can be slightly larger or smaller than the ab initio values. The
NACs are slightly overestimated, which is a positive
conclusion, because the main concern in predicting the NAC
is to miss its maxima or minima that contribute most to the
nonradiative relaxation. The ANN pure-dephasing times are
slightly longer than the ab initio value. This is because the
pure-dephasing time depends on the energy gap fluctuation,53

and the ANN models smooth fluctuations out. The ANN
numbers for the defect system (Table S1) can be both slightly
larger and slightly smaller than the corresponding ab initio
data.
In summary, we have developed a ML methodology that

allows one to reduce the cost of ab initio NAMD calculations
under the CPA by over an order of magnitude. We have noted
that utilizing ML to predict evolution of the NA Hamiltonian
constitutes a challenging task because excitation energies and
in particular the NAC are complicated functions of nuclear
geometries, compared to ground-state energies and forces.
Therefore, we propose to take advantage of the extensively
developed techniques that use ML to obtain ground-state
forces and MD trajectories, sample the ab initio NA
Hamiltonian along such trajectories, and interpolate between
the sampled points. By applying the interpolation idea to
pristine and defective MHPs, we have demonstrated that 2% of
ab initio sampling is sufficient to get reliable NAMD results,
providing ∼50-fold computational savings. We note that
problems in physical sciences differ from the majority of the
problems treated with ML in other fields, such as time-series
analysis of financial markets, sales prediction, etc. Most
problems in physical sciences can be solved exactly in
principle, however, at a high computational expense, while
the problems treated by ML in other fields cannot be solved
exactly in the foreseeable future. We have demonstrated that
one can apply ML to predict simpler aspects of evolution of a
physical system, i.e., the ground-state trajectory using a ML FF,
and then sample more complex properties, i.e., the NAC, based
on such prediction, and interpolate rather than extrapolate
them. The strategy provides very accurate results at a low
training cost.
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