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ABSTRACT: Using supervised and unsupervised machine learning (ML) on
features generated from nonadiabatic (NA) molecular dynamics (MD) trajectories
under the classical path approximation, we demonstrate that mutual information
with the NA Hamiltonian can be used for feature selection and model
simplification. Focusing on CsPbl;, a popular metal halide perovskite, we observe
that the chemical environment of a single element is suflicient for predicting the

o ACSF
—>[ 18 Features per atom ‘

Mutual Information \L

1 Feature per Iodine

NA Hamiltonian. The conclusion applies even to Cs, although Cs does not _ | — Abinitio
contribute to the relevant wave functions. Interatomic distances between Cs and I~ £ 18 Features per Atom
or Pb and the octahedral tilt angle are the most important features. We reduce a 3 008 1 Feature per lodine
typical 360-parameter ML force-field model to just a 12-parameter NA % 006
Hamiltonian model, while maintaining a high NA-MD simulation quality. Because &
NA-MD is a valuable tool for studying excited state processes, overcoming its high 3 %] .
computational cost through simple ML models will streamline NA-MD 3, | /"’
simulations and expand the ranges of accessible system size and simulation time. ~© /”

0.00

Time(ns)

difficult.”™** However, NA-MD simulations typically require
intensive ab initio calculations of geometry-dependent energies
and forces for the different states and the NA coupling (NAC)

D 1 achine learning (ML) has been attracting more interest
and traction in the field of physical and quantum
chemistry since its boom over the past decade.' ™" Its ability to
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deduce nontrivial trends from data has contributed to its
popularity in a wide range of applications from design of
materials for catalysis or solar power to the fundamental
advancement of our chemical knowledge.”~'® ML techniques
can be broadly classified into two categories, supervised and
unsupervised. Supervised learning techniques typically involve
the prediction of a target variable based on a set of predictors,
while unsupervised learning is mainly used to deduce patterns
and trends that may be hidden in the data set.

Recently, it has been demonstrated that supervised ML can
be used to accelerate nonadiabatic (NA) molecular dynamics
(MD) simulations'®~* and that an increase in efficiency of <2
orders of magnitude can be realized by interpolation of NA
Hamiltonians along NA-MD trajectories generated under the
classical path approximation.”’** NA-MD modeling can
provide key insights into excited state dynamics, whereby the
Born—Oppenheimer approximation breaks down as the
electronic and nuclear degrees of freedom cannot be
adiabatically separated.””® NA-MD simulations can directly
yield macroscopic observables, such as quantum yield, without
any prior knowledge of the mechanism, making it a particularly
powerful tool for large systems with strong coupling, in which
the choice of a reaction coordinate might be unfeasible or
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between them. This drawback has been partially alleviated
through the use of ML to predict bandgap and NAC from a
small fraction of the data, significantly reducing the computa-
tional load for ab initio calculations.'”'**%**=
Unsupervised ML has been applied on trajectories of NA-
MD simulations to elucidate important structural factors in
determining the physical properties of materials.’”*”* One
technique is the use of mutual information (MI), which is a
measure of the degree of the relationship between data sets
composed of large numbers of important features. MI can
detect unanticipated relationships between data sets, and its
results are easy to interpret. MI is supported by an
information-theoretic background and is insensitive to the
size of the data set.** For example, unsupervised MI
uncovered that NAC is determined by geometric features of
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Figure 1. Geometric structure of pristine CsPbl, and projected density of states (DOS) for the pristine CsPbl, system. The zero energy is set to the

VBM.

metal halide perovskites (MHPs) and is less sensitive to atomic
velocities, even though it depends explicitly on the latter.*®

In this Letter, we used both supervised and unsupervised
ML for feature selection and prediction of excitation energies
and NAC:s of the CsPbl; MHP for NA-MD simulation. MHPs
are a highly popular material for solar energy harvesting and
optoelectronics due to their relatively low cost, high optical
absorption, and long carrier diffusion.”’~** The ability to
perform low-cost NA-MD on MHPs can pave the way toward
better MHP design, integrating theory and simulation to
predict the physical properties of MHPs, instead of the current
trial-and-error approach.® We use MI on a data set from NA-
MD trajectories of the CsPbl; perovskite to establish the most
important geometric features that determine the NA
Hamiltonian. Then, we evaluate the performance of these
features in predicting the bandgap and NAC using a kernel
ridge regressor (KRR) model. We demonstrate that
information about the chemical environment of any of the
three elements present in CsPbl; can be used to predict the
NA Hamiltonian and that even a single most important feature
of a given element is already sufficient for this purpose. These
rather surprising results allow us to reduce the dimensionality
of the original 360-feature ML model borrowed from the
methods used to develop ML force fields to just a 12-feature
ML model capable of generating high-quality NA-MD
simulation results. The choice of the features is corroborated
by the theoretical knowledge of the MHP electronic structure.
The reported analysis and significant reduction of model
dimensionality help streamline application of ML to accelerate
NA-MD simulations used for larger systems and longer
processes.

The trajectory data set containing the geometric structures
was obtained via ab initio calculations using the Vienna ab
initio simulation package (VASP) and the Perdew—Burke—
Ernzerhof exchange-correlation functional.*’~>> The structure
shown in Figure 1 was optimized, heated, and equilibrated at
room temperature. Next, 7 ps trajectories were generated with
a time step of 1 fs in the microcanonical ensemble. Then, 4%
of the data, representing 280 data points equally spaced along
the trajectory, was selected for training, while the remaining
data are used for testing. The NA-MD simulation details are
provided in the Supporting Information.
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To extract features from the trajectory data set, a symmetry
function is used to obtain information regarding the physical
and chemical environment of the atoms in the lattice. Here, the
symmetry function is adapted from the work of Smith, Isayev,
and Roitberg,53 implementing a modified version of Behler and
Parrinello’s symmetry functions to include radial and angular
information.”* The following symmetry function is used:

Ry+R; ’
mod _ Al=¢ ¢ _”[T_RS] ]
G™ =2 Z [1+ cos((9i}.,C — Q) xe
j ki

Jo Rf (Ry) (1)

where the index i refers to the atom to which the function is
applied, 0y refers to the angle centered on atom i, while R;
refers to the distance between atoms i and j. Angular
dependence is incorporated via the cosine terms, while radial
information is represented via the Gaussian terms. ; and { are
parameters for tuning the center of the angular term and the
width of the angular environment, while R, and # do the same
for the Gaussian term. The { and 5 parameters are fixed at 1
and 0.18, respectively, such that the radial and angular terms in
eq 1 are kept at similar magnitudes, and both radial and
angular features are properly represented. R, and 6, are set to
the average minimum distance and maximum angles,
respectively, of each pair of elements in the crystal lattice,
totaling to three R and six 6, values overall. As a result, each
atom is represented by 18 different features, for every
combination of R, and @,, summing to 360 features in total,
with 72 for the cesium and lead atoms and 216 for the iodine
atoms in the simulation cell (Figure 1). fc(R) represents a
piecewise cutoff function that defines the size of the
approximate local atomic environment and is defined as
follows:

atoms

ﬂ'Rij
0.5 X cosy — | + 0.5 forR; < R¢
fC (R) = R
0.0 for Rl] > RC (2)

In this work, the cutoff radius, R, is set of 9.1 A,
corresponding to the distance between the center of the
rectangular simulation cell and its vertex.
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The pairwise MI, I(X, Y), between each feature and the
target variable was calculated on the basis of the estimation of
entropy from k-nearest neighbor distances, using k = 3, which
has been demonstrated to be the optimal parameter for halide

co o 3841,42
perovskites.

_ x o P(x; )’)
IX,Y) = /f dx dyp(x, y) 1 g[—p(x)p(y)} )

where p(x, y) represents the joint probability density function
of both variables and p(x) and p(y) represent the marginal
probability density function for each variable.

Feature generation, calculation of MI, training, and
evaluation of the model are done using the Scikit-learn
package™ using the Python programming language. All of the
models used are kernel ridge regressors using the Laplacian
kernel with the L2 penalty set to 0.0001. Additional details are
provided in the Supporting Information.

The geometric structure of the perovskite and the projected
density of states (DOS), shown in Figure 1, demonstrate that
the valence band maximum (VBM) and the conduction band
minimum (CBM) are separated by a bandgap of 1.67 eV. The
VBM is supported by Pb and I atoms, while the CBM is mainly
localized on the Pb atoms. Table 1 presents the results for the

Table 1. Mean Mutual Information (MI) Values for Each
Element in CsPbl;

mean MI for each element with the bandgap and NAC. The
mean MI was calculated by summing the MI of all features
associated with the particular atom type and averaging over the
number of atoms of each type. The values agree with the fact
that the VBM and CBM are supported by lead and iodine
atoms as observed in the PDOS in Figure 1; thus, the MI of
lead and iodine is expected to be higher than that of cesium for
both the bandgap and NAC between the VBM and CBM. It is
also expected that the MI with NAC is smaller than the MI
with the bandgap, because the bandgap is calculated from
nuclear positions, which are represented by the features, while
NAC also depends on velocity, which is not included in the
symmetry function. In addition, NAC is a more complex
function of geometry than the bandgap, and its correlation
with the features should be weaker.

The results of using the KRR model to predict both the
bandgap and NAC based on all 18 features, defined by three R,
times six 6, values (eq 1), are shown in Figure 2. The
predictions based on just one element are compared to
predictions based on all three elements. Although it is expected
that the performance of the model trained on only one element
follows the same ranking as that for MI, it is rather surprising
that using the features representing the chemical environment
of cesium alone (Figure 2a,b) can give a good fit for both the
bandgap and NAC, even though cesium itself does not
contribute to the VBM and CBM that determine the bandgap
and NAC.

1 t MI with band MI with NAC .
€ en‘nen s W Subsequently, MI was used to select for the optimal R; and
cestum 27.33 26.23 O, values for feature selection. This step gives a significant
lead 28.15 27.10 . . . . . .
i dimensionality reduction and establishes structural properties
fodine 2833 2769 that are most important for the prediction of the bandgap and
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Figure 2. Individual element model prediction vs ab initio values for the bandgap and NAC. (a—c) Models trained using only cesium, lead, and
iodine features, respectively, for the prediction of the bandgap. (e—g) Models trained using only cesium, lead, and iodine features, respectively, for
the prediction of NAC. (d and h) Models trained using all cesium, lead, and iodine features to predict the bandgap and NAC, respectively.
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Table 2. Sets of 6, and R, Values with the Highest Mutual Information with the Target Variable

Target

Cs (05, Ry)

Pb (0, R,)

1(0s, Ry)

Bandgap

NAC

NAC. The set of optimal R, and 6, values for each element is
shown in Table 2, and the respective mean MI value for
features using that set of R, and 6, values is shown in Table 3.

Table 3. Mean Mutual Information (MI) Values for the

Optimal Set of 6, and R, for Each Element in CsPbl,

As each atom type is represented by only one feature instead of

18, the mean MI values in Table 2 are noticeably smaller those
in Table 1. The ranking of the MI values between each
chemical element and NAC is the same as that obtained with
all 18 sets of R, and 6, values (Table 1); however, lead shares a
higher MI with the bandgap than iodine. As described above,

element MI with the bandgap MI with NAC cesium has the lowest MI with both the bandgap and NAC,
cesium 1.55 1.49 because cesium does not contribute to the VBM and CBM
lead 1.61 1.54 (Figure 1). The MI value for NAC is lower than that of the
iodine 1.59 L.5s bandgap (Table 3), similar to that in Table 1. Inspection of the
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Figure 3. Individual element model prediction using only the set of 6; and R; values with the highest mutual information in Table 3 vs ab initio
values for bandgap and NAC. (a—c) Models trained using only cesium, lead, and iodine optimal features, respectively, for the prediction of the
bandgap. (e—g) Models trained using only cesium, lead, and iodine optimal features, respectively, for the prediction of NAC. (d and h) Models
trained using all cesium, lead, and iodine optimal features to predict the bandgap and NAC, respectively.
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single most important features for each element (Table 2)
indicates that information about atomic distances between
cesium and either iodine or lead is the most important for the
prediction of the bandgap and NAC. Such distances appear in
all six features shown in Table 2. Although surprising, because
cesium does not contribute to the VBM or CBM, this
observation can be rationalized by the fact that distances
involving cesium represent the degree of Pbly octahedral tilt
and the strong electrostatic interactions between cesium
cations and the negatively charged Pbly octahedra.

The KRR model predictions of the bandgap and NAC,
obtained on the basis of only the features with the optimal R
and @, values, are shown in Figure 3. Panels a—c and e—g show
the bandgap and NAC, respectively, predicted using just one
feature of one atom type, while panels d and h show
predictions based on one feature for all three atom types.
Although the performance of the model has decreased
compared to that of the model based on all 18 sets of features,
the optimal iodine features and the combined optimal features
of the three atom types perform very well, with an accuracy
comparable to that when all 18 sets of features are used (Figure
2). The model containing 12 parameters, ie., the optimal
feature of the 12 iodine atoms, has managed to perform almost
as well as the model containing 360 parameters, involving 18
features from each of the 20 atoms in the lattice (Figure 1).
This finding demonstrates a significant dimensionality
reduction without much loss of model performance. Although
the models using the optimal features of either cesium or lead
perform worse than that of iodine, the models can still learn
the general trends in the data, and the predictions have a rather
good fit with the ab initio values.

Subsequently, we evaluated the performance of the model
predictions on NA-MD simulations. The raw results are shown
in Figure S3, and the fit parameters are summarized in Table 4.

Table 4. NA-MD Results Obtained Using either the Ab
Initio or Predicted Bandgap and NAC”

NA-MD data gradient (ns) intercept (x107°)
ab initio 1.12 x 107! —0.47
combined (18 features) 1.02 x 107! 1.11
iodine (1 feature) 1.01 x 107" 1.95
lead (18 features) 1.00 x 107! 1.03
combined (one feature) 0.98 X 107" 1.77
iodine (18 features) 0.97 x 107 1.34
cesium (18 features) 0.94 x 107 0.03
lead (one feature) 091 x 107" 0.28
cesium (one feature) 1.69 X 107! 4.90

“The simulation calculates the ground state population over 10 ns
(Figure S3), and the results are represented via the gradient and
intercept of the line of the best fit. The data are ordered from closest
to farthest from the ab initio line.

The NA-MD simulations based on the NA Hamiltonians from
all KRR models with all sets of features show rather good
agreement with the ab initio results, with the exception of the
model based on the single most important feature of cesium, in
which case the deviation in the gradient, representing the
electron—hole recombination rate, is around 50%.

To recapitulate, we have shown that consideration of the
chemical environment around one element in CsPbl; is
sufficient for a satisfactory prediction of the bandgap and NAC
values that can lead to accurate NA-MD simulations. Any of

the three elements present in the material can be used for this
purpose, including not only Pb and I that support the relevant
electronic states but also Cs, which is a spectator ion. This
result has allowed a significant reduction in the dimensionality
of the ML model of the NA Hamiltonian, decreasing the
number of features from 360 that would be used in a typical
ML force-field model to just 12, while maintaining the NA-MD
simulation quality. We have also demonstrated the use of MI
to evaluate the relative importance of the features of different
elements, to predict the performance of different ML models,
and to determine the optimal structural information to encode
in the symmetry function used to define the features. The
findings from MI corroborate the theoretical knowledge of the
CsPblj; electronic properties, further lending credibility to the
findings. The dimensionality reduction provided by the
analysis helps the application of ML to overcome the high
computational cost of ab initio NA-MD and to extend NA-MD
simulations to larger, more complex systems and longer time
scales.
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