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A Novel Clustering-Based Algorithm for Solving
Spatially Constrained Robotic Task
Sequencing Problems
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and Dongbing Gu

Abstract—The robotic task sequencing problem (RTSP)
appears in various forms across many industrial applica-
tions and consists of developing an optimal sequence of
motions to visit a set of target points defined in a task
space. Developing solutions to problems involving com-
plex spatial constraints remains challenging due to the
existence of multiple inverse kinematic solutions and the
requirements for collision avoidance. So far existing stud-
ies have been limited to relaxed RTSPs involving a small
number of target points and relatively uncluttered envi-
ronments. When extending existing methods to problems
involving greater spatial constraints and large sets of tar-
get points, they either require substantially long planning
times or are unable to obtain high-quality solutions. To this
end, this article presents a clustering-based algorithm to
efficiently address spatially constrained RTSPs involving
several hundred to thousands of points. Through a series of
benchmarks, we show that the proposed algorithm outper-
forms the state-of-the-art in terms of solution quality and
planning efficiency for large, complex problems, achieving
up to 60% reduction in task execution time and 91% reduc-
tion in computation time.

Index Terms—Autonomous inspection, manipulation,
optimal planning, robotic task sequencing.
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[. INTRODUCTION

OBOTIC task sequencing is an important considera-
Rtion in modern industrial robotics. In many applica-
tions, a manipulator is required to perform a large number
of repetitive and onerous tasks as efficiently as possible to
maximise throughput. Some examples of these include free-
form surface inspection, drilling, spray-painting, screw fas-
tening and spot-welding [1], [2]. Developing optimized task
sequences and motion plans for tasks that consist of vis-
iting several hundred to thousands of points can be both
challenging and time-consuming, yet this is still predomi-
nantly performed offline by a skilled programmer. This heavily
limits the usability of robots for applications involving the
following:

1) Rapid deployment in unique, one-of-a-kind scenar-
ios, where substantial offline planning is particularly
costly;

2) Unstructured environments beyond the carefully de-
signed industrial shopfloor, where access is often re-
stricted by surrounding obstructions;

3) Tasks that are subject to high variability, which may
render existing offline plans invalid.

These problems have motivated several efforts in the robotics
research community to develop autonomous solutions to the
robotic task sequencing problem (RTSP). The RTSP consists of
finding a sequenced series of collision-free motions to optimally
visit a set of target points and closely resembles the classic
algorithmic traveling salesman problem (TSP) [3]. However, the
RTSP involves additional complexity introduced by a manipula-
tor’s kinematic redundancy. That is, there exists more than one
robot configuration from which the robot can reach a given target
point in task space. Early work in RTSP avoided this problem
by arbitrarily choosing a single configuration for each target.
However, this commonly led to highly suboptimal solutions as
configuration space (C-space) information were not considered.
More recent approaches accounted for kinematic redundancy
by objectively selecting configurations that led to higher quality
task sequences. However, until now these methods have either
required substantially long planning times or are unable to find
high-quality solutions when applied to spatially constrained
problems.

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
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Building upon these prior works, we present the cluster-RTSP
algorithm,! a novel approach to solving RTSPs. Through a
series of experimental evaluations, we show that our proposed
algorithm is capable of finding higher quality solutions in spa-
tially constrained RTSPs while requiring less computation time
than existing approaches. In addition, we describe a short case
study consisting of a mock surface inspection of pipes using
a KUKA KR 6 R900 Sixx robot and provide a discussion on
considerations for implementation that would be relevant to
practitioners.

The contributions of this article are as follows:

1) We introduce a new C-space heuristic for configuration
selection that determines a best-fit configuration for each
target point taking into account the requirement to opti-
mise the global task sequence.

2) We present a new formulation of the RTSP as a Clustered
TSP (CTSP) in the C-space, showing that by solving
the RTSP in this representation, it is possible to achieve
significantly faster planning speeds than what is currently
achievable in the RTSP literature.

3) We propose a new algorithm called Cluster-RTSP and
show experimentally that it can achieve up to 60% reduc-
tion in task execution time and up to 91% in computation
time when compared to a representative state-of-the-art
approach.

To the best of our knowledge, this article is the first to consider
RTSPs that involve a combination of hard spatial constraints and
substantially large sets of target points (up to 1500 targets).

The remainder of this article is organized as follows. Sec-
tion II provides a review of related literature in RTSP, while in
Section III, we present the proposed algorithm. Benchmarking
results based on simulation are presented and discussed in
Section IV. Section V presents a case study on the application
of Cluster-RTSP to surface inspection of pipes, Section VI
describes the limitations of the current work, and finally,
Section VII concludes this article.

[I. RELATED WORKS

To highlight the current challenges of RTSP, we discuss briefly
the progression of research developments in literature to date.
The work in [4] was one of the first to consider the use of TSP
for robotic applications, where task sequencing for an industrial
robot was solved as an asymmetric TSP. However, this early
work only considered a single configuration for each target point
and neglected the potential motion cost reductions made possible
by kinematic redundancy.

In [5], configuration selection from among multiple inverse
kinematic (IK) solutions was addressed by formulating the
problem as a generalized TSP (GTSP), such that IK solutions
belonging to the same point were grouped and the objective was
to find a tour that visited one configuration in each group. This
was evaluated on a three-degrees-of-freedom (3-DoF) robot. The
authors in [6] addressed the configuration selection problem for

![Online]. Available: https://github.com/Cuebong/Cluster-RTSP

an RTSP consisting of a 6-DoF robot by using a constraint opti-
mization model to solve the RTSP formulated as a multiobjective
optimisation problem. For problems involving 12 targets 6 1K
solutions each, their method required several hours of computa-
tion time to obtain a solution. Zacharia and Aspragathos [7]
took a different approach and proposed an encoding for a
genetic algorithm (GA) that contained both the task sequence
and corresponding configurations in the optimization. In their
experiments, the computation time for a 6-DoF robot with a
problem size of 50 points was approximately 1800 seconds.

Robotic laser welding applications was addressed in [8],
where the RTSP was formulated as a modified TSP with neigh-
borhoods (TSPN) and solved in task space. In the reported exper-
iments, a fixed planning duration of 600 seconds was allocated
to solve the TSPN, considering problems involving up to 71
points. The authors assumed that the operational area was free
of obstacles due to the nature of a purpose-designed fixture, but
noted that in practice collisions do exist when designs prioritize
other objectives. To compensate for this, their approach required
a path correction procedure in post-processing to guarantee a
collision-free solution.

To account for collision avoidance, the authors in [9] for-
mulated the RTSP as a combined set covering problem and
TSP (SCTSP). Their algorithm consisted of a travelling cost
evaluation procedure that computed a valid motion plan for every
possible pose-to-pose movement (only one pose was generated
for each target point). For a vision-based inspection experiment
consisting of a clutter-free environment and 400 potential tar-
get points, the computation time was reported to be approxi-
mately 3 hours, with the majority of this time consumed by the
computation of pose-to-pose motion plans. The authors later
extended this article to redundant robotic systems [10], where
multiple kinematic solutions exist for each target point. While
computation times for this method were not reported, one could
expect a computation time several folds greater than their initial
work. Ultimately, their findings highlighted the impracticalities
of exhaustively computing the cost of trajectories between all
pose-to-pose motions.

In view of this, the authors in [11] handled collision avoidance
in RTSPs by creating a probabilistic roadmap that contained the
specified target configurations and solving for a tour of the points
based on the connectivity of the roadmap. One limitation of
their work was the assumption that configurations were known a
priori, without addressing how they were chosen. Alternatively,
the authors in [12] and [13] extended the work in [7] by ap-
plying a Bump Surface concept to capture obstacle occupancy
information in the 2-D and 3-D search space, respectively, as
a single mathematical entity, which was encoded into a single
objective function and solved using a GA. However, in their
experiments only small problem sizes of up to 15 target points
were considered.

Gueta et al. [14] sought to reduce the computation time
required for solving large sequencing problems through clus-
tering. Their proposed method solved RTSPs by first dividing
task space points into a fixed number of clusters according to
their topological locations. The RTSP then became a problem
of finding a tour across clusters and the subsequent visiting
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sequences for navigating points in each cluster. Likewise, we
also apply clustering techniques to reduce computation time
when solving RTSPs. However, we differentiate our method
from [14] by applying clustering in the C-space.

More recently, the RoboTSP algorithm [15] was shown to
solve large sequencing problems by several orders of magnitude
less computation time while producing solutions of similar
quality when compared to other existing approaches. It achieved
this by first solving for a task space tour of the goal points as
a TSP and then determining the best robot configuration for
each target point by applying Dijkstra’s algorithm to a graph
composed of configurations connected to those that correspond
to the predecessor/successor target points in the resulting tour. A
limitation of this method is the inability to account for obstacles
when finding the optimal task sequence. Hence the quality of
solutions found by RoboTSP may be suboptimal for spatially
constrained problems.

On the other hand, the work in [16] demonstrated the use of
the Lin-Kernighan-Helsgaun (GLKH) solver to address RTSPs
formulated as an equality GTSP. Here the objective was to
trace a number of open and closed contours using a remote
laser processing system. The RTSP consisted of optimizing
the sequence of entry and exit points to access each contour
sequentially. For a 7-DoFs redundant system, 100 configurations
were sampled at each entry and exit point. The GLKH solver
enabled the optimization of the sequence while accounting for
kinematic redundancy. Crucially, the authors noted that the
GLKH solver did not guarantee a globally optimal solution, but
was able to find better solutions over increasing iterations. In
their study consisting of a combined total of 52 entry and exit
points and 3000 GLKH iterations, solutions were obtained in
approximately 15 hours of computation time.

Evidently, it remains a challenge to find optimal solutions
to RTSPs comprising of many points in cluttered environments
within practical times. To this end, the Cluster-RTSP algorithm
was developed to advance the state-of-the-art toward this goal.

I1l. CLUSTER-RTSP ALGORITHM
A. Problem Formulation

We formally define the RTSP as follows. Let 7" be the task
space that contains the set of target points P, = {p1, P2, .. .Pn}
such that p; € T'. Let C' be the C-space of the robot and C s C
C be the set of configurations that are in collision with the set
of obstacles O. The set of collision-free configurations is then
given as Cpree C C/Cops. Let q € Cpee be a single collision-
free configuration in the C-space and Q; = {q1,q,...qx} be
the set of valid IK solutions that reach target point p,; € F,.
Define Q' = {qi,q, -..q,} as the unordered set of assigned
configurations such that q; € Q; and S = (qq1}, 42y, - - -A{n})
as an ordered sequence of Q'

Letting o,,, be a trajectory between a start config-
uration g, and a goal configuration q, and letting Qg
be the short-hand representation for €(S), denote Qg =
(00y={1}s O(1}={2}» - - -O{n—1}—{n}) as the ordered set of trajec-
tories that provide the motions required to visit each configu-
ration contiguously in S. Finally, denote ¥ = {5}, S, ..., S}

as the set of all valid configuration sequences and define a cost
function f : g — R that maps an ordered set of trajectories
for S to a real positive cost value. The RTSP is then formally
defined as follows:

Definition (RTSP): Given the set of obstacles O and the set
of target points P, find the optimal configuration sequence
S* and the optimal set of trajectories {2g- such that f(Qg+) =
minges, f(Qg) and 05,y C Cree forall o € Qg-.

Since the primary objective of most robotic sequencing tasks
is to maximize efficiency, we use the task execution time, ob-
tained as the sum of the individual trajectory durations, as the
cost function f.

B. Proposed Algorithm

Our proposed algorithm is shown in Algorithm 1. It solves
the RTSP using the following steps.

1) The set of all collision-free IK solutions Q; is computed
Vp; € P,. In our implementation, we use the IKFast
kinematics solver available on OpenRave [17].

2) A configuration selection procedure determines the best-
fit configuration q; for all p; according to a similarity
heuristic derived from C-space metrics. (See Line 5.)

3) A data clustering algorithm is applied to @’ to form
configuration clusters, where all configurations within a
cluster lie in close proximity in C. (See Line 6.)

4) The RTSP is solved as a CTSP to obtain S by finding
the optimal tour across clusters and the locally optimal
sequence for visiting configurations contiguously within
each cluster. (See Lines 7-3.)

5) Collision-free trajectories are computed for each pose-
to-pose motion in S. In our implementation we use the
bidirectional RRT [18] available in OpenRave [17] to
obtain collision-free trajectories that satisfy joint limits
and velocity and acceleration constraints.

1) Configuration Selection: The configuration selection pro-
cedure obtains best-fit configurations according to a heuristic
similarity measure ¢ as follows. Given the input set of valid
collision-free IK solutions Q; for all target points in P, the
dissimilarity function § is defined as the weighted squared
Euclidean distance in C-space between two configurations-

DoF
da,d) = Y w;(g) — ;) (1)
j=1
where w; is a positive weight for joint j and is derived from the
relative maximum displacement of any point on the robot when
actuated at the corresponding joint [15].
Now suppose Q) is the population of all valid configurations
comprising of the IK solutions Vp; € P,,. The similarity mea-
sure ¢ for any configuration q € @ is given by (2)-

¢(qi) = bs - 6(ai) + bo - (i, qo) @)
where q is the home configuration, bs and by are biases such
that bs + by = 1, and 6(q;) is the mean dissimilarity of q; from
the population @Q). Accordingly, a configuration with a high ¢
value lies further away from qg and the population () in C-space
(the selection biases configurations that lie closer to the home
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Configuration space

Fig. 1. lllustration of configuration groups in 2-D representation. Mark-
ers of the same color represent configurations associated to the same
target point. The group means are shown as crosses.

Algorithm 1: Cluster-RTSP.

Input: Set of n target points P,, and home configuration qq
Output: Ordered configuration sequence .S and
corresponding set of trajectories 2

I 8+4qoQ <« qo

2: forallp, € P,

3: Q.append(get AlLT K Solutions(p;))

4: end for

5: Q' « configurationSelection(Q)

6: Xk + configurationClustering(Q')

7. gtour < globalTSP(clusters, X, do)

8: for all idx € gtour

9: Q.+ Xklidx]
10: entry, exit + get EntryEzitPoints(Q’,)

11:  tour < localTSP(Q., entry, exit)

12:  S.append(Q.[tour])

13:  end for

14:  S.append(qo)

15: forallqgy € S

16: trajectory < planTrajectory(qyy, dgi-1})
17: Q.append(trajectory)

18: end for

configuration). 6(q;) could be obtained by computing 6(q;, q;)
for all q; € @|;i, but this is expensive for large values of n.
Instead, we apply an initial instance of data clustering® to divide
Q into K groups that are described by the mean of configurations
z, and the number of configurations in the group r (see Fig. 1).
Letting 7, = |Q|, the approximated mean dissimilarity &,,(q)
can then be obtained using -

_ 5 o) e
Fula) = Y 2AX T ©)

c=1

The best-fit configuration for target point p, is chosen from
among the set of IK solutions @); according to ¢ by applying iter-
ative configuration reduction as follows. For each non-singular
set of IK solutions @;|7,, compute ¢(q) for all q € Q; and
remove m; configurations with the largest ¢ values from (Q; and
Q@ (where m; is determined from (4)). This procedure is itera-
tively applied until every set converges logarithmically to one

2The method used for data clustering is described in Section ITI-B2.

Q:\, 04

Configuration space
Configuration space

Task space

Task space

(a) (b)

Fig. 2. lllustration of the configuration selection procedure. (a) Four
target points in the task space and corresponding configurations. (b)
Selected configurations and an example sequence for visiting each
configuration (where the latter is obtained from later steps).

configuration, which forms the unordered set of configurations
QQ'. These iterations remove the effects of poor configurations
on the similarity measure of good candidate configurations by
ensuring the assignment of best-fit configurations is informed
by updated ¢ values

m; = max (1, [In|Q;[]) . 4)

The configuration selection procedure returns the unordered
set (', containing one allocated configuration for each target
point p; € P,,, which is passed as input to the next step of the
algorithm. A reduced example of the output returned by this
procedure for a small set of target points is shown in Fig. 2.

2) Configuration Clustering: Given the input set ()’, an op-
timal sequence S could be obtained by adopting a TSP for-
mulation. However, numerous works have observed that the
complexity of a TSP is exponential in practice [15], [19], [20].
The Cluster-RTSP overcomes these challenges by employing
clustering techniques to partition Q" into smaller sequencing
subproblems, which are collectively faster to solve.

We choose to apply the X-means algorithm [21] for clustering,
which is an extension of the well-known k-means clustering
algorithm. While both algorithms adopt a spherical Gaussian
model assumption, k-means requires the number of clusters K
to be specified explicitly. X-means removes this limitation by
computing the optimal number of clusters from a predefined
range [ Kin, Kmax] to best fit a set of data.

The X-means algorithm uses a model selection criterion to
evaluate the quality of fit between a set of clusters and a set of
configurations. Starting with an initial instance of k-means clus-
tering where K = K,,j,, the algorithm iterates through each re-
sulting cluster and determines whether better fit can be achieved
by bisecting this (parent) cluster into two children clusters. If
the fitness improves, K is increased by one. This continues up to
the upper bound K, ,«. A second instance of k-means is applied
to obtain the membership of all configurations given the final K
value.

The model selection criterion must adequately determine
whether an additional cluster would result in overfitting. We

3This separate instance of clustering provides a best-fit assignment of clusters
for the reduced set of configurations, @', in contrast to the groups originally
assigned during configuration selection.
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adopt the Bayesian information criterion (BIC) formulation
presented in [22], which was originally used by the authors who
introduced the X-means algorithm [21]. The BIC is made up of a
component based on the likelihood function and additionally pe-
nalizes the number of parameters in the model (i.e., the number
of DoFs d, and the number of clusters K) to avoid overfitting.
It adopts the spherical Gaussian assumption for k-means and is
obtained by

N he ,
BIC(M,) = (@) = 2 - log || ®)

where M, is the ath model, h,, is the number of parameters for
model a and I,(Q') is the log-likelihood of the set of selected
configurations. Let 52 denote the maximum likelihood estimate
for the variance under identical spherical Gaussian assumption

. e
0t = D (i~ ) ©)

i=1

where fi; is the centroid associated to the i configuration and
rn, = |Q’|. By denoting @), as the set of points in cluster ¢ and

r. = |Q|, the log-likelihood of a cluster is given by
7 c c’ d ~
QL) = = 5 log(2m) — 75~ log(57)
—k
_re 5 +r.logr. —relogr,. (7)

Now suppose a model A is the parent cluster and model B
represents two children clusters. Model B is considered better
than model A when the inequality in the following holds:*

After applying configuration clustering, the set of clusters X - =
{Q), Q% ..., Q' }, where Q. C (), is returned.

3) Clustered TSP: Given the set of configuration clusters
Xk, we solve for a configuration sequence by treating the
problem as a CTSP, which was first introduced by Chisman in
1975 [24]. In a standard CTSP, the set of clusters may be visited
in any order, but every point within each cluster must be visited
contiguously (otherwise the problem reverts to the classic TSP).

Following the benchmarking results from [15] for TSP
solvers, we apply the 2-Opt algorithm [25] separately at the
intercluster and intracluster level using the Euclidean distance
metric in C-space as the estimated cost for moving between two
configurations. To apply the 2-Opt algorithm at the inter-cluster
level, we generate a pairwise distance matrix between all clusters
by selecting the lowest distance between any two points in each
cluster pair. Here, we include a dummy cluster containing only
qo that is predefined as the start and end of the cluster visiting
order to take into account the cost of advancing between the
home configuration and the first and last clusters, respectively.
Once a visiting order for each cluster is determined, the pairs of
points corresponding to the lowest distance between clusters are
used as prespecified entry and exit points for each TSP instance
at the intracluster level.

4For further details on the derivation and explanation of the BIC, we direct
readers to [23].

Finally, the configuration sequence S is obtained by aggregat-
ing the local sequences of configurations with the visiting order
of clusters. This information can then be used to obtain the set
of collision-free trajectories by calling an appropriate motion
planner for each successive configuration in .S.

C. Complexity Analysis

Suppose R is the upper-bound on the number of feasible IK
solutions for any input target point p. For n target points, the
complexity for computing all IK solutions is O(Rn). For con-
figuration clustering, finding the globally optimum clustering
of a set of points using k-means is known to be an NP-hard
problem [26]. However, practical implementations of the algo-
rithm commonly define a number of iterations, ¢, where each
run of the algorithm is initialized with randomized centroids.
Thus in practice, the complexity of clustering is O (tkdn), where
k is the number of clusters and d is the dimensionality of the
problem. For configuration selection, let /& be the upper-bound
on the number of clusters obtained by clustering. The number
of queries to the dissimilarity computation in a single iteration
gives O(Kn). Since the configuration selection converges log-
arithmically, the overall complexity of step 2 of our algorithm
is O(Knlogn).

The theoretical proof of the time complexity of the 2-Opt
algorithm is complex. Several authors have conducted studies
to analyze its complexity under different instances based on the
type of distribution of points [19], [20]. We highlight in particular
that the analysis presented in [19] derived an upper bound of
O(n“*%) for Euclidean instances with a uniform distribution
and an arbitrary dimension d > 2. However, as noted by the
authors, there is a notable gap between theory and experimental
observations. Nevertheless, by applying a CTSP strategy to
2-Opt, the upper bound on step 4 of our algorithm can be
approximated as O(km**3), where m < n.3

The last step of our algorithm has a linear complexity, O(n),
that is determined by the computational complexity of motion
planning, which varies considerably depending on the spatial
constraints present in the environment. We show empirically that
for planning problems involving substantial spatial constraints,
the majority of computational resources are consumed by motion
planning.

[V. BENCHMARKING IN SIMULATION

In this section, we evaluate the performance of our algorithm
against the state-of-the-art RoboTSP algorithm [15] as a baseline
using simulation-based tasks implemented on OpenRave [17].
All experiments were conducted on a system with Intel Core i5
3320 M 2.6 GHz processor with § GB RAM.

A. Benchmarking on Airbus Shopfloor Challenge

We first evaluate our proposed algorithm against RoboTSP
on the Airbus Shopfloor Challenge task originally used by the
authors of RoboTSP to benchmark their algorithm. The task

SThis approximation assumes an equal distribution of points across clusters.
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Fig. 3. Airbus Shopfloor Challenge environment originally used to
benchmark RoboTSP [15].

TABLE |
PARAMETER SETTINGS FOR ALGORITHM IMPLEMENTATION

RoboTSP Cluster-RTSP
Parameter Value Parameter Value
Motion planner Bi-RRT Motion planner Bi-RRT
TSP metric Euclidean (task TSP metric Euclidean
space) (C-space)
C-space metric Max joint Config. select Weighted Sq.
difference metric Euclidean
- - Clustering Sq. Euclidean
metric
- - bs, bo {0.9, 0.1}
- - Kmina Kman: {3’ 40}

involved drilling a set of holes across a panel mounted on a
jig as shown in Fig. 3. While the environment setup exposes
the robot to potential collision, the nature of the task to drill
along a planar surface means that the robot does not encounter
significant spatial constraints that hinder its motion between
target points. Hence we consider the spatial constraints for this
task to be relatively relaxed. The evaluations were conducted
on the Denso VS060 6-DoF industrial robot, with RoboTSP
implemented using the open-source package developed by the
original authors. Parameter values used for each algorithm are
shown in Table I. While both algorithms utilise the Bi-RRT
for motion planning, the random effects due to the stochastic
nature of the algorithm were reduced by resetting the random
seed for sample generation during each motion planning query.
Furthermore, trajectory smoothing was applied to the Bi-RRT
path to increase the likelihood of returning an optimal solution.

In many industrial applications such as inspection and drilling,
the yaw angle of the end effector at each target point is typically
unspecified. Hence the DoF corresponding to the end effector
yaw rotation is often treated as a free DoF. Indeed there can be
infinitely many configurations for any given target point as a
result. To address this redundancy in a consistent way, we adopt
the strategy of discretizing the sixth DoF g¢g, to generate a finite
set of IK solutions as used in the RoboTSP algorithm. This was
achieved by assigning fixed values to g and, for each value,
the IK solutions were computed for the remaining 5 DoFs as
explainedin [15]. The set of fixed values were generated between
[0, 27] for a specified discretization step size. OpenRAVE’s
IKFast module [17] was used to generate this discretized set
of IK solutions.

step size T
5 ize = —
P 2

. T
step size = —
200 200 3

P
o [ Z
£ 150 £ 150
= 2
ES S
£ 100 £ 100
3 =
33 53
3 1]
g g
V- —A—RoboTSP MY —A—RoboTSP
S —© - Cluster-RTSP 3 —0 - Cluster-RTSP
& &
0 0
0 500 1000 0 500 1000
Number of target points Number of target points
. ™ . ™
step size = — step size = —
200 4 200 6
o o
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B =]
g g
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31 o
3 ]
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, 9 A RoboTSP . % A RoboTSP
e 0 ™ obo'
S —© - Cluster-RTSP 3 —G - Cluster-RTSP
= =
0 0
0 500 1000 0 500 1000
Number of target points Number of target points
Fig. 4. Task execution time for RoboTSP and Cluster-RTSP algorithms

applied to the Airbus Shopfloor Challenge.

We conduct a number of trials consisting of {93, 130, 180,
245,354,432,542, 627, 843} points for discretization step sizes
of % % %, and % using both the RoboTSP and Cluster-RTSP
algorithms. The resulting task execution times for all trials are
shown in Fig. 4. In all trials we observe that our proposed algo-
rithm provides comparable performance with RoboTSP, which
has already been benchmarked against other existing methods
for solving RTSP. However, as the discretization step size in-
creases, the quality of the solution returned by Cluster-RTSP
marginally deviates from the baseline, which is representative
of the algorithm’s lack of optimality guarantee. We discuss
this further in Section VI. Nevertheless, we conclude that for
planning problems involving relaxed spatial constraints, the
Cluster-RTSP is able to find plans of comparable quality to
existing methods in literature irrespective of the number of input
target points.

To benchmark the speed of the solvers, the computation time
required for solving each problem instance is shown in Fig. 5.
For small problems (<300 points) both algorithms required ap-
proximately the same computation time. However, as the number
of target points increased, RoboTSP began to consume signifi-
cantly greater computation time compared to Cluster-RTSP. For
example, for 843 points with a discretization step size of 7,
Cluster-RTSP solved the problem 75.5% faster. As RoboTSP
had already been shown to outperform existing approaches in
terms of planning speed, we conclude that the Cluster-RTSP is
a competitive solver for RTSPs.

B. Benchmarking on Environments A-D

While Section IV-A shows that our proposed algorithm pro-
duces solutions of comparable quality in relaxed problems, here
we consider the algorithm’s performance under different types
of spatial constraints. Using the environments shown in Fig. 6,
we test the behaviour of the algorithm for solving RTSPs that
involve a combination of the following:

1) target points distributed across multiple planes;
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applied to the Airbus Shopfloor Challenge.

(c) (d)

Fig. 6. Environments used for evaluating the performance of RTSP
algorithms. (a) Environment A: Clutter-free and shown with sample in-
put target points. (b) Environment B: Contains three planar obstacles.
(c) Environment C: Contains a single bar obstacle limiting motion of
joint two. (d) Environment D: Cluttered environment imposing significant
spatial constraints on robot.

2) planar obstacles that do not invalidate many IK solutions
but obstruct linear motion between neighbouring points;

3) obstacles located close to the robot that substantially re-
duce C'fyce, and (iv) highly cluttered environments posing
significant spatial constraints.

‘We run both algorithms on problems consisting of {220, 326,
554,747,907, 1379, 1816} input target points for environments
A-D with the discretization step size set to 5. Fig. 7 shows the
task execution times for all trials conducted. In environments A
and B, the algorithms produced solutions of comparable quality,
which is in agreement with the results in Section IV-A that
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Fig. 8.  Computation time for problem instances shown in Fig. 6.

considered relatively relaxed problems. In contrast, Cluster-
RTSP outperformed RoboTSP for all trials conducted in en-
vironment C, with an improvement of up to 14.5% shorter
solutions. Likewise for environment D, Cluster-RTSP consis-
tently achieved better solutions than RoboTSP, with a maximum
reduction of 22.2% in task execution time for 1095 visited
target points. These results show that RoboTSP can indeed miss
optimal solutions for problems that involve spatial constraints.
Conversely, the Cluster-RTSP algorithm is able to find better
solutions as it makes informed selections of configurations
relative to the entire task. By solving the TSP in C-space, the
algorithm considers the actual robot states required to reach each
target point, which provides a better approximation to the cost of
required motions between target points for sequencing compared
to the task space counterpart.

Fig. 8 reports the computation time required by each algorithm
to solve the RTSPs. Clearly, the Cluster-RTSP achieved compar-
atively faster planning times for all environments, particularly
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TABLE Il
MOTION PLANNING PERFORMANCE FOR 1816 TARGET POINTS

Environment: A B C D
Success rate (%) RoboTSP 100.0 100.0 100.0  99.9

Cluster-RTSP 100.0 100.0 100.0  99.9
Mean CPU time RoboTSP 53 86 175 433
per query (ms) Cluster-RTSP 33 96 74 339

The numbers in bold signify the better result between the two algorithms for each environ-
ment.

Configuration Selection Clustering
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B B
C [¢]
D D
I 220 targets
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Fig. 9. Breakdown of computation time for the Cluster-RTSP

algorithm.

when the number of target points increased. For example, our
proposed algorithm was able to reduce the computation time
by 58.5% in environment A when n = 1816. In Table II, the
motion planning success rate and average computation time for
a single motion planning query are reported for both algorithms.
While the average computation times for motion planning were
comparable between the two algorithms for Environments A
and B (varying by 10-20 ms), we observe that the computa-
tional cost of motion planning is approximately 100 ms less for
Cluster-RTSP in Environments C and D. This can be explained
by the higher quality task sequence obtained by Cluster-RTSP,
which subsequently reduces the number of complex motions
required to move between successive configurations. These are
generally more costly to compute. Looking at the success rate,
both algorithms had encountered a failure in motion planning for
Environment D. Indeed, a limitation of both algorithms is the
absence of reachability analysis to evaluate whether assigned
configurations can be reached prior to motion planning. This is
discussed in more detail in Section VI.

Fig. 9 gives a breakdown of the computation time required
for each step of the Cluster-RTSP algorithm across all trials.
Importantly, the computation times required by the configuration
selection and CTSP procedures vary according to the number of
reachable targets points (and IK solutions), while the computa-
tion time for motion planning varies according to the complexity
of the environment. In all trials, the time required for clustering
was negligible in comparison.

Fig. 10. Physical setup for surface inspection of pipes task. (a) Top-
down view. (b) Side view.

Finally, we observe that the computation time for Environ-
ment D does not monotonically increase with the number of
target points. We speculate that this is caused by the varying
distribution of target points across trials. Each set of target points
were generated by adjusting the uniform spacing between points
within defined task space boundaries. In a cluttered environment,
this can produce numerous points that lie very close to obstacles,
which leads to added complexity in motion planning (as reported
in Fig. 9).

V. CASE STUDY: SURFACE INSPECTION OF PIPES

Following the experiments conducted in simulation, we now
present a case study consisting of a mock-up of a physical
pipe surface scanning task. The inspection task consists of four
hollow pipes whose outer surfaces should be inspected by a
tool mounted on the end effector of a KUKA KR 6 R900 sixx
manipulator. These pipes were placed on a level surface within
the workspace of the robot as shown in Fig. 10. In addition
to avoiding collision with these pipes, the robot was mounted
within an enclosed cell that introduced additional spatial con-
straints. Several sets of inspection points were generated by
equally distributing points across the surfaces of the pipes with
defined separation distances and an approach direction normal
to the surface. These correspond to n = {425, 645,948, 1499}
reachable inspection points, respectively. We formulate an RTSP
comprising of the inspection points as target points to be visited
and solved for a configuration sequence using both the Cluster-
RTSP and RoboTSP algorithms as before.

We deploy the obtained solutions on the physical robot using
the ITRA toolbox developed for KUKA KR C4 controllers
described in [27]. Specifically, we use the computer approach
for external control, which updates the robot command posi-
tion (specified in joint space) along the trajectory at 12 ms
interpolation cycles. When computing robot trajectories in the
motion planning stage, we limit the robot’s joint velocity and
acceleration limits to 50% of its rated maximum according to
the manufacturer’s specification.

Fig. 11 plots the execution times obtained from both algo-
rithms. As this shows, the Cluster-RTSP was able to reduce the
execution time by up to 60% across the four trials conducted
in comparison to RoboTSP. This level of performance was
achieved by identifying the minority of points with assigned
configurations that were drastically different from the default
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Breakdown of computation time for the pipe surface inspection

TABLE Il
MOTION PLANNING PERFORMANCE FOR PIPE INSPECTION

# of targets: 425 645 948 1499
Success rate (%) RoboTSP 100.0  98.6 99.4 99.8
Cluster-RTSP ~ 100.0  100.0  99.9 99.9
Mean CPU time RoboTSP 0.332 0279 0.257 0.158
per query (s) Cluster-RTSP ~ 0.087  0.080  0.060 0.049

The numbers in bold signify the better result between the two algorithms for each trial and
performance criteria.

“elbow-up” configurations seen in Fig. 10(b). Our algorithm
clustered these points together and visited them contiguously
while RoboTSP found itself alternating frequently between these
two groups of points.®

Fig. 12 shows a breakdown of the computation time required
by each major component of the respective algorithms. This
includes solving the TSP, motion planning for pose-to-pose mo-
tions along the sequence, and miscellaneous operations unique
to each algorithm. Here the computation time for solving the
TSP was almost negligible for Cluster-RTSP, while the com-
putation time for RoboTSP was dominated by this step for
large values of n. Additionally, as Table III further shows, the
average computation time for a single motion planning query
was substantially longer for RoboTSP. Like before, this was due

©A video showing the respective solutions of each algorithm executed on the
physical setup is available at: https://youtu.be/3PolyxXkWPk.

Trajectory tracking error using Cluster-RTSP
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Fig. 13. Trajectory tracking error for
experiments.

pipe surface inspection

to the increased number of complex motion planning queries that
arose from a suboptimal sequence in a cluttered environment. A
further consequence of this was an increase in motion planning
failures due to time-out of the Bi-RRT planner. Overall we
observed reductions of up to 90.9% in total computation time
for Cluster-RTSP. Combining these improvements with the re-
duction in task execution time show that the proposed algorithm
is capable of reducing the absolute time required to complete a
task by up to several folds (e.g. for n = 1499 inspection points,
the Cluster-RTSP method saved 2101.3 seconds from planning
through to execution). This is particularly important for one-off
applications where extensive offline planning is costly.

In the remainder of this section, we briefly discuss a number
of real-world implementation considerations relevant to practi-
tioners. To give context to this discussion, we present trajectory
tracking results that were obtained by deploying the solution
from Cluster-RTSP to the robot via the ITRA toolbox. To
assess the tracking performance of the test system across its
full working range, we vary the maximum joint velocity and
acceleration limits of the robot from 10% through to 100% for
n = 425 inspection points. During these trials, we considered
three aspects of error.

1) Max joint error: The joint error in degrees given as the
maximum difference between any individual joint

2) Total joint error: The joint error in degrees given by the
Euclidean metric in C space.

3) Total position error: The position error of the end effector
given as the Euclidean distance in task space.

Fig. 13 plots the maximum tracking error recorded between
the executed trajectory and the sent trajectory as the velocity and
acceleration limits were varied across its full range. The largest
tracking errors were recorded for velocity and acceleration limits
below 50%, where the total position error reached approximately
15.2 mm, while the max joint error and total joint error reached
2.8° and 3.7°, respectively.

First of all, these errors were unrelated to the solution of the
Cluster-RTSP. Unlike existing methods of solving RTSP in task
space, where manipulability and singularity occurrences must be
explicitly accounted for [8], the Cluster-RTSP avoids reaching
singularities by planning entirely in the C-space. Evidently then,
these positioning errors arose from the limitations of hardware
used in our test system. While efforts to advance control systems
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can mitigate these errors to some extent, considerations at the
planning level can further reduce the risk of unexpected events
occurring (such as collision) for applications that cannot tolerate
these degrees of errors.

In applications that demand a minimum clearance from obsta-
cles, a common practice used in the robotics community is the
inflation of obstacles, either by preserving its 3-D form during
enlargement or by applying a bounding box representation.
An example can be found in [28], where the use of voxels to
represent obstacles in the 3-D environment enabled inflation to
take place by appending additional voxels in the horizontal and
vertical directions to enhance navigational safety. In contrast,
Chen et al. [29] used an axis-aligned bounding box (AABB) tree
to approximate obstacles represented by a point cloud, where
nodes higher up in the tree level corresponded to AABBs with
greater levels of obstacle clearance. Indeed such approaches are
considered conservative and could introduce narrow passages in
the C-space, leading to increased computational cost for motion
planning. As we have shown, the Cluster-RTSP algorithm is
able to handle cluttered environments comparatively well as it
is able to efficiently maintain a high-quality task sequence that
reduces the number of complex motion planning queries. This
is not equally true for existing solvers that are not informed by
spatial constraints when developing task sequences, while others
have not been proven to do so efficiently. However, inflating
obstacles in this way can lead to an increased likelihood of
failure in finding a feasible trajectory during motion planning
(see Section VI).

When considering the interaction of the robotic end effector
with a workpiece, it may be inappropriate to virtually inflate the
workpiece to avoid minor collisions resulting from tracking error
(the robot may need to move close to the surface to accomplish its
task). To address this, a sufficient standoff distance (determined
by the maximum Cartesian error of the system) may be applied
to all target points such that the robot does not immediately
make contact with the surface of the workpiece. Where contact
is then required for a given task (e.g., drilling or contact-based
inspection), force sensing could be used for fine precision in
achieving contact with the workpiece.

VI. DISCUSSION

The proposed Cluster-RTSP algorithm possesses several lim-
itations in its current implementation. First, distance metrics are
used to estimate the closeness of configurations in the C-space,
which provide an estimate of the true cost of motion between
any two configurations. However, these metrics only represent
the likelihood of two configurations being connected in the
C-space [30]. In cluttered environments comprising of many
obstacles, the C-space may be composed of disconnected regions
for which no feasible path exists between two configurations.
The current implementation of the configuration selection pro-
cedure (see Section III-B1) fails to identify such configurations.
This remains a challenge in RTSP as explicit planning is gen-
erally required to determine the connectivity of configurations.
Yet the sheer number of configurations considered in a typical

RTSP’ renders this a highly inefficient solution. Mapping the
free regions of the C-space (e.g., [31]) prior to planning could
provide a viable approach to evaluating the connectivity of
configurations in configuration selection, but this inadvertently
introduces a computationally costly preprocessing step.

Due to the varying topology and complexity of C-spaces
across different robotic applications, the adoption of the
weighted squared Euclidean distance for computing the simi-
larity measure in step 2 of the algorithm (see Section III-B1)
may not necessarily be the best selection criteria. As we saw
in Fig. 4, the algorithm consistently found a marginally poorer
solution than the baseline as the number of discrete values for the
free DoOF increased, suggesting that the chosen distance metric
does not effectively differentiate the optimal configuration from
among multiple “good” candidates. The authors in [32] studied
the effects of different metrics on the behavior of a 7-DoF robot
and found that some metrics such as the Euclidean distance
were more effective for contraction tasks while others performed
well for expansion tasks. Similarly, the authors of [30] found
that different distance metrics (when used in conjunction with
different local planners) provided different connectivity in the
construction of probabilistic roadmaps for path planning. These
findings suggest that no metric is universally superior across all
robot tasks. Further study into the effects of different metrics for
specific RTSP applications could provide greater insight into the
effectiveness of certain metrics for specific tasks. For example,
evaluating the shortest distance of a robot to nearby obstacles
at each configuration may provide a selection of configurations
that maximises the likelihood of finding feasible paths in highly
cluttered environments (but this would likely incur additional
computation time).

In the current implementation of the algorithm, any failures
in computing a feasible trajectory during motion planning are
handled by simply skipping the configuration and moving to
the next target point in the sequence.® Indeed by addressing the
limitations discussed above, the probability of failure in motion
planning could be drastically reduced or eliminated entirely.
Alternatively, an ad hoc solution could involve iterating through
each of the originally dismissed configurations to determine a
new candidate configuration (if it exists) when an instance of
motion planning fails.

Lastly, this work has so far demonstrated the effectiveness
of formulating the RTSP as a two-layer CTSP. In the future,
an in-depth study on how additional layers of clustering might
further improve computational performance (and whether this
would impact solution quality) could provide greater insight into
the use of clustering techniques within this domain.

VIl. CONCLUSION

In this article, we have presented a novel clustering-based
algorithm for solving spatially constrained RTSPs. Through
detailed benchmarking, we have evaluated the competitiveness
of our algorithm in terms of computation speed and the quality

7Up to 96 configurations were found per target point in the experiments
conducted in this article.
8These failures are reported to the user on the host PC.
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of solutions obtained. We have addressed challenging problems
consisting of the combination of large sets of target points
and substantial spatial constraints, which, to our knowledge, no
other work in RTSP to date has considered before. In particular,
we have shown that our algorithm significantly outperforms a
state-of-the-art approach when applied to these problems, with
up to 60% reduction in task execution time and 91% reduction
in computation time observed in our experiments.

The capabilities of our algorithm are relevant to many indus-
trial tasks such as free-form surface inspection, surface profiling,
drilling, and screw fastening. Indeed for those applications
where extensive offline planning is too costly, our approach
offers significant benefit by providing near-optimal solutions
within minutes. Through a case study involving the deployment
of our algorithm on a common industrial robot, we have further
discussed some implementation considerations for applications
where precision is an important factor.
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