
The great power and versatility of
GEPOC lie in its extensions: the ability
to add various modules and layers to the
model. For example, having the precise
geographic and demographic location
of the population, incorporating infor-
mation about railroads, stations and
timetables, as well as information about
schools and workplaces, allows us to
determine where rail services are
needed. Information about locations,
specialisation and opening hours of
doctors, and available healthcare serv-
ices show which areas are undersup-
plied and where different infrastructure
might be needed in ten years due to
demographic changes.

Modules that simulate diseases can also
be incorporated. There are containing
rules describing the disease, such as
predisposing factors (e.g. sex, age, pre-
disposition, underlying health condi-
tions or medication), patient pathways
and the epidemiology of the disease. Of
course, disease modules can be coupled
with infrastructure layers, e.g. to assess
the impact of epidemics on the health-
care system or areas where resources
will become critical. Due to the modu-
larity of the tool, it is possible to add
more than one disease module to simu-
late and study the reciprocal effects of
concurrent diseases.

It is always challenging for decision-
makers to formulate an adequate
response to diseases – especially epi-
demics. Possible actions are added
through “policy modules” where imple-

mentations of interventions such as
immunisation, medication, contact-
reduction policies, contact tracing, clo-
sures of organisations such as schools
and workplaces and quarantine are
described.

This framework has been proven and
tested in several research projects with
such diverse applications as: (i) evalu-
ating Austrian vaccination rates for
measles and polio (for the Austrian
Ministry of Health’s report to the WHO
[L2]); (ii) modelling re-hospitalisation
rates of psychiatric patients (in DEX-
HELPP, funded by CEPHOS-Link FP7)
and (iii) optimising locomotive sched-
uling (for ÖBB Rail Cargo Group
Austria).

When it became evident that COVID-
19 was going to be a global problem,
the flexible nature of GEPOC meant
that our research team could adapt an
existing module for influenza (the
mechanics of which seemed acceptably
similar to COVID-19) for this new dis-
ease [L3].

Naturally, in the early stages of the pan-
demic, comprehensive knowledge
about the disease was not available.
Nevertheless, the simulations gave
highly accurate predictions, which
quickly improved with increasing
knowledge. The model proved useful
for tasks such as: evaluating testing and
tracing strategies; determining the
effectiveness of different measures (e.g.
how much contact reduction is neces-

sary to bend the curve?); and calcu-
lating numbers of undetected [2] and
pre-symptomatic cases (Figure 1). The
research team thus became part of the
advisory board for the Austrian
Ministry of Health, and the Viennese
and the Lower Austrian associations of
hospitals commissioned dwh GmbH to
simulate weekly short-term forecasts of
required ICU capacities.

With the second lockdown just pro-
claimed by the Austrian government,
the next steps will be to evaluate poli-
cies to maintain infection at a low level
afterwards and to study the concurrent
effect of COVID-19 and the influenza
season.

Links:

[L1] http://dexhelpp.at/
[L2] https://kwz.me/h2U
[L3] https://kwz.me/h2V
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Computational models are increasingly
used in decision- and policy-making at
various levels of society. Well-known
examples include models used to make
climate projections, weather forecasting
models, and more recently epidemiolog-
ical models. The latter are used to model
the time evolution of epidemics and the
effect of interventions, e.g. social dis-
tancing or home quarantine. These

models have assisted governments in
their response to the COVID-19 epi-
demic.  

When performing a physical experi-
ment, it is common practice to provide
not only the measured values them-
selves, but also an estimate of the uncer-
tainty in the measurement, via error
bars. This is not yet standard practice,

however, when presenting predictions
made by computational models. We
argue that due to the increased impor-
tance of computational models for deci-
sion-making, a similar practice should
be adopted. A model output without
some type of uncertainty measure can
lead to an incorrect interpretation of the
results. This is especially relevant if
there are hard thresholds that should not
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be exceeded. In the case of epidemio-
logical models, for instance, such a hard
threshold could be the maximum
number of hospital ICU beds that are
available for COVID-19 patients. A
single, deterministic model prediction
can give a value on the safe side of that
threshold, but models nearly always
have some degree of uncertainty so that
there might well be a (significant) non-
zero probability that the model is indeed
able to cross the threshold if only the
uncertainty was taken into account.

Assessing the uncertainty in computa-
tional models falls under the domain of
uncertainty quantification (UQ). A
common breakdown of uncertainty is
that of parametric and model-form
uncertainty. The latter is related to
structural assumptions made in the deri-
vation of the model form. In the case of
epidemiological models one can think
of missing intervention measures, e.g. a
model in which contact tracing is not
implemented. Parametric uncertainty
deals with uncertainty in the input
parameters. Models can have a large
number of parameters, and in many
cases their values are estimated from
available data. These estimates are not
perfect, and so some uncertainty
remains in the inputs, which will get
transferred to the predictions made by
model. If the model is nonlinear, it is
quite possible that the computational
model actually magnifies the uncer-
tainty from the input to the output.

Within the EU-funded Verified
Exascale Computations for Multiscale
Applications project (VECMA) [L1],
we are developing a UQ toolkit for
expensive computational models that
must be executed on supercomputers. In
a recent study we used the VECMA
toolkit to assess the parametric uncer-
tainty of the CovidSim model devel-
oped at Imperial College London [1], by
treating its parameters as random vari-
ables rather than deterministic inputs.
CovidSim has a large number of param-
eters, which complicates the propaga-
tion of uncertainty from the inputs to the
outputs due to the “curse of dimension-
ality”. This essentially means that the
computational cost rises exponentially
with the number of parameters that are
included in the UQ study. We first iden-
tified a subset of 60 parameters that
were interesting, which we further nar-
rowed down to 19 after an iterative sen-
sitivity study. As a 19 dimensional
space is still a rather large, we used a
well-known adaptive uncertainty propa-
gation technique [3]. Such techniques
bank on the existence of a lower “effec-
tive dimension”, where only a subset of
all parameters has a significant impact
on the output of the model. Our study
[2] found that CovidSim is quite sensi-
tive to variations in the input parame-
ters. This work was commissioned by
the Royal Society’s RAMP (Rapid
Assistance for Modelling the Pandemic)
team, and is a collaboration between
CWI, UCL, Brunel University,

University of Amsterdam and PSNC in
Poland. Relative perturbations in the
input parameters can be amplified to the
output by roughly 300%, when the vari-
ation around the mean is measured in
terms of standard deviations. Figure 1
shows the output distribution of the pre-
dicted cumulative death count, for one
of the intervention scenarios we consid-
ered. It also depicts the actual death
count data as recorded in the UK, and a
single deterministic baseline prediction
made with default parameter settings.
Furthermore, in a UQ study like this,
sensitivity estimates can be obtained
from the results in a post-processing
step. In this case we found that only 3 of
the 19 considered inputs were respon-
sible for roughly 50% of the observed
output variance.

Note that none of this is an argument
against modelling. CovidSim provided
valuable insight to the UK government
at the beginning of the pandemic, e.g.
about the need to layer multiple inter-
vention strategies [1]. Instead, it is an
argument for the widespread adoption of
including error bars on computational
results, especially in the case where
models are (partly) guiding high-impact
decision-making. In [L2] and [L3] it is
suggested to investigate ensemble
methods for this purpose, drawing on
the experience from the weather and cli-
mate modelling community.

Links: 

[L1] https://www.vecma.eu/
[L2] https://kwz.me/h2A
[L3] https://kwz.me/h2D
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Figure�1:�The�distribution�of�the�predicted�cumulative�death�count�in�the�UK,�when�the�19�input

parameters�were�varied�within�20%�of�their�baseline�values.�Blue�is�the�mean�prediction,�and

the�purple�shaded�areas�indicate�68�and�95%�confidence�intervals.�Day�0�is�January�1st�2020

and�the�green�squares�indicate�recorded�UK�death�count�data.�The��striped�line�is�a

deterministic�prediction�using�default�input�values,�which�clearly�shows�that�a�single�model

prediction�paints�an�incomplete�picture.




