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Highlights

• High resolution 2D space-time data of water surface and velocity oscillation are provided.

• Seiche amplitude maps are presented for different oscillation modes.

• A virtually 1D longitudinal seiche is observed for high Froude numbers (Fr = 0.8).

• The experiments are well reproduced using a 2D third order shallow water model.

• The experimental dataset can serve as a benchmark for other numerical models.
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Abstract

Steady shallow flows past an open channel lateral cavity can induce the excitation of an eigenmode
of a gravity standing wave inside the cavity, called seiche, which may be coupled with the shedding of
vortices at the opening of the cavity. The presence of the seiche is of fundamental interest as it enhances
the mass exchange between the main channel and the cavity. Measurements of the time evolution of the
water surface are not often found in the literature for this type of flows. In this work, an experimental
and numerical study of a shallow flow past a channel lateral cavity is carried out. The main novelty
is the use of a pioneering non-intrusive experimental technique to measure the water surface at the
channel-cavity region. This optical technique offers high resolution 2D data in time and space of the
water surface evolution, allowing to determine the relevant features of the seiche oscillation. Such data
are supplemented with Particle Image Velocimetry measurements. Furthermore, the experiments are
numerically reproduced using a high-resolution depth-averaged URANS shallow water model, under the
assumption that shallow water turbulence is mainly horizontal. The experimental and numerical results
are analyzed in the frequency domain. High-resolution two-dimensional amplitude oscillation maps of
the seiche phenomenon, as well as velocity fields, are presented. The high quality of the experimental
data reported in this work makes this data set a suitable benchmark for numerical simulation models
in order to evaluate their performance in the resolution of turbulent resonant shallow flows.

Keywords:
Shallow flows; resonance phenomenon; channel lateral cavity; PIV; transient experimental water
surfaces; RGB-D sensor

1. Introduction

Shallow water flows are present in a wide variety of scenarios, such as riverine and coastal areas
[1, 2]. They are characterized by a water depth smaller than the horizontal dimensions of the flow
and those of the relevant wavelength. Shallow flows are usually fully turbulent, with a characteristic
length scale of the 3D turbulent eddies smaller than water depth. Furthermore, large scale horizontal5

vortical structures with a characteristic length larger than the water depth are usually observed in these
flows [3]. Such structures normally appear in presence of geometrical singularities. These singularities
may span from cavities or obstacles inside the channel, to strong variations in the bed profile or cross
sectional area (e.g. compound channels) [3, 4, 5]. As a result, the turbulence spectrum of shallow
flows is divided in two separated regions: the low-wavenumber region where the kinetic energy cascade10

associated to 2D turbulence (i.e. large horizontal vortices) appears and the high-wavenumber region
where the 3D kinetic energy cascade is located [3, 6], as depicted in Figure 1. It must be noted that
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the presence of such large scale coherent vortices on the horizontal plane plays an important role in
the mass and momentum exchange between the different flow regions, and even in other aspects of
hydro-morphological and even biological interest (e.g. the conveyance of fine sediments in suspension15

[7, 8], the transport of pollutants [9], etc.).
Shallow flows are also characterized by the presence of a free surface and a bottom surface. Free

surface variations are due to the intrinsic mechanisms governing the flow and may sometimes appear
in the form of gravity waves. A particular type of gravity waves are seiches, which are standing
resonant waves usually appearing in bounded flows such as channel lateral cavities [10, 11, 12, 13].20

The complex hydrodynamic patterns arising in presence of lateral cavities play an important role in
the bed morphodynamics and other aspects of biological interest. Some authors [15, 16, 17] analyzed the
effect of sediment siltation in groyne fields for the sediment budget of rivers. Juez et al. experimentally
measured the trapping efficiency of different macro-roughness (i.e. multiple lateral cavities) geometries
and their suitability for river restoration purposes [14].25

Shallow flows past a lateral cavity can induce the excitation of an eigenmode of a gravity standing
wave (i.e. the seiche) inside the cavity, due to the coupling with the hydrodynamical instability
associated to the separated shear layer at the opening of the cavity [12, 18]. In [18], it was observed
that such coupling is a global phenomenon that persists for regions close to and well above the bottom
surface. This was reported to be associated with the presence of large-scale coherent vortical structures30

in the unstable shear layer. Near the water surface, the undulation of the shear layer gives rise to
the formation of highly coherent vortices, which are advected downstream along the shear line and
eventually impinge upon the trailing edge of the cavity (i.e. the impingement corner). Close to the
bed, the overall undulating pattern is maintained but the degree of coherence is decreased [18]. It must
be pointed out that the presence of the seiche is of fundamental interest as the mass exchange between35

the main channel and the cavity exhibits a substantial enhancement when present [18].

Figure 1: Sketch of the kinetic energy cascade in turbulent shallow water flows and regions of the turbulence spectrum
resolved and modelled by the URANS approach. Adapted from [3].

There is an extensive literature dealing with the problem of shallow flows past a lateral cavity.
Maybe one of the earliest works is the pioneering study by Kimura and Hosoda [12] where the authors
measured and simulated the formation of periodic vortical structures along the opening of the cavity
and their coupling with a seiche wave. Later on, Uijttewaal et al. [19], Le Coz et al. [20], Ekmekci40

and Rockwell [21], Meile et al. [22], Wolfinger et al. [23], Tuna et al. [18], Sanjou and Nezu [24],
Uijttewaal [2], Akutina [25] , Mignot et al. [26], Mignot et al. [27] and Perrot-Mignot et al. [28]
carried out a series of experimental studies which shed light on the coupling mechanisms and flow
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structure of these particular configurations. It must be noted that, whereas spatio-temporal velocity
measurements are often found in the literature thanks to well-stablished measurement techniques such45

as Particle Image Velocimetry (PIV), measurements of the time evolution of the water surface are
normally carried out at single points. To this end, ultrasonic gauges, pressure gauges and electrically
resistive rods are often used. In the last years, special attention has been paid to development of
non-intrusive optical techniques able to obtain the spatial-temporal evolution of the flow free surface
under controlled conditions [11, 29, 30, 31, 13, 28]. Most of these recent techniques are based on50

the stereo-refraction principle, consisting of comparing the apparent displacement between a reference
pattern and its refracted image. These optical techniques allow the reconstruction of smooth free
surface variations with a relatively good accuracy and resolution, but require corrections for optical
aberrations, reflections at the free surface and (most of the times) complex experimental setups and
processing algorithms.55

Numerical studies of shallow flow past a lateral cavity are more scarce. Hinterberger et al. [4] and
McCoy et al. [32] presented numerical computations using 2D-depth averaged and 3D LES and RANS
models. Recently, Ouro et al. [33] applied a 3D LES model to a channel with symmetrically-distributed
lateral bank cavities, throwing light on the exchange processes. Even though the flow patterns show
three-dimensional characteristics [33], depth-averaged computations have proved to be successful in the60

determination of the fundamental features of the flow [12, 34]. The numerical simulation of channels
with single and multiple lateral cavities which involve longitudinal and transverse seiches using the
shallow water equations (SWE) with turbulence diffusion was addressed in [34]. The model therein
used consisted of a 2D depth-averaged (DA) URANS high-resolution model, able to resolve the large-
scale coherent vortical structures (see Figure 1) and their inherent coupling with standing gravity waves.65

The results evidenced that the frequency and amplitude of the seiche can be accurately predicted (and
mesh convergence achieved) as long as a high order of accuracy for the approximation of the convective
fluxes in combination with a suitable turbulence model is used. Furthermore, it was shown that the
model over predicted the magnitude of the velocity in the recirculation region, near the walls [12, 34].

This work aims at the experimental and numerical study of a shallow flow past a lateral cavity70

with a longitudinal seiche. The aim of the paper is threefold: (a) to study the properties of the seiche
and its coupling with the shedding of vortices at the opening of the cavity in a high Froude number
channel-cavity configuration; (b) to provide a complete data set which can serve as a benchmark for
numerical simulation models to evaluate their performance in the resolution of turbulent resonant
shallow flows; (c) to fully assess the performance of the WENO-ADER model in [34] using 2D space-75

time water surface and velocity measurements. The main novelty of the work is a high resolution
spatio-temporal measurement of the water surface elevation, which allows to extract and analyze
the relevant features of the seiche, i.e. the spatial distribution of oscillation nodes and anti-nodes
and the oscillation modes, supplemented with PIV velocity measurements at channel-cavity region.
Furthermore, numerical results for the measured flows are also presented. The numerical simulations80

are computed by a 2D depth-averaged (DA) URANS high-resolution model. The present set of 2D
measured data allows a much more detailed evaluation of the performance of the model using seiche
amplitude maps. Only when comparing such data, the actual performance of the model is brought out
and we can affirm that we have carried out a proper assessment of the model.

The paper is structured as follows. In Section 2 the experimental setup for the water surface and85

flow velocity measurement is described. Section Appendix A is devoted to the governing equations and
the numerical model. Experimental and numerical 2D high resolution maps of the intensity of the seiche
are presented in Section 4. The locations of the oscillation nodes and anti-nodes are clearly evidenced
and a good correspondence between experimental and numerical data is also reported. Additionally,
the experimental and numerical time-averaged velocity results in the horizontal plane are presented90

and the spectral analysis of the mean velocity fluctuation in time along different longitudinal cross
sections is also presented. The numerical model is used to study the coupling mechanism between the
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vortex shedding and the seiche. Different phase-portrait representations of the solution in the limit
cycle allow to correlate the phases of the shear layer oscillation (i.e. vortex shedding) and the seiche.
Finally, the main conclusions are drawn in Section 5. Furthermore, additional information regarding95

the experimental results has been included: (Appendix B) components of the averaged velocity at
the channel-cavity region; (Appendix C) detailed information about processing of the water surface
measured data and (Appendix D) the algorithm used for the spectral analysis of the measured water
surface evolution.

2. Experimental setup100

The experimental facility herein considered consists of a recirculating, free-surface open channel
made of methacrylate. The channel is 6m long with a constant width rectangular cross-section of
B = 24 cm. The height of the channel’s walls is H = 16 cm. The measurement reach started 2.66m
downstream the channel inlet and was 3.34m long with 0.25% longitudinal slope. A square lateral
cavity 24× 24 cm (width to length ratio W/L = 1) also made of methacrylate was placed on one side105

of the channel, separated 1.80m meters from the measurement reach beginning in order to satisfy
the criterion of L/h proposed by Uijttewaal et al. [2] required to guarantee a fully developed flow.
The inflow to the channel was from an upstream reservoir, which was fed using a recirculation system
from a recovery tank placed at the end of the channel. The inflow discharge was controlled using a
flowmeter inserted in the recirculation conduit. The outlet of the channel was set free and far enough110

to the cavity to avoid the disturbance of the uniform flow at the measurement region. The uniform
flow conditions at the measurement reach were varied by adjusting the discharge at the channel inlet.
Five different steady experiments with constant inflow discharges Qin were carried out (see Table 1).

Case Qin (m3/s)

S1 0.0016
S2 0.0022
S3 0.0028
S4 0.0033
S5 0.0041

Table 1: Inlet discharges for each experiment.

A sketch of the theoretical flow configuration at the channel-cavity region is shown in Figure 2,
where the geometry and the main flow structures expected in the channel-cavity region are summarized.115

2.1. Water surface measurement

The measurement of the water surface elevation at the channel-cavity region was carried out using
a pioneering technique which allows to obtain 2D transient measurements of the flow free surface [35].
A RGB-D sensor (Microsoft Kinect, 2010) was suspended 70 cm above the flume floor, ensuring a good
compromise between field-of-view, 2D spatial resolution (millimeters-per-pixel) and depth-accuracy120

[36], and approximately covering the channel-cavity region. A sketch of the experimental setup is shown
in Figure 3. This device provides a sequence of 640× 480 px RGB+Depth VGA binary images of the
objects placed into its field-of-view. Briefly, the Kinect sensor works using the standard structured light
(SL) principle, i.e. projecting an infrared pattern by means of a NIR laser diode at 850nm wavelength
onto the objects. The apparent pattern deformation due to the position and shape of the objects125

is recorded by a monochrome NIR camera observing from a slightly different angle. This apparent
deformation allows the device to produce –in hardware– a depth map for the VGA image. The 2D
spatial resolution of the VGA images was 1.4mm and the depth accuracy was ∼ 1mm for the distance
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Figure 2: Sketch of the expected flow structures.

between the sensor and the water surface considered in these experiments [37]. In order to allow the
sensor to observe the water surface, the projected infrared pattern needs to be reflected by the flow130

free surface. A simple solution is to tint the water until it is quasi-opaque. In the present work, water
was tinted with titanium dioxide (TiO2) at a concentration of 0.15% in mass. The TiO2 was previously
mixed with the upstream reservoir fluid and the tinted water was recirculated continuously avoiding
deposition. The required concentration was calibrated in a separated facility before performing the
experiments. This technique allows to directly reflect the infrared points pattern off the water surface,135

thus not requiring any correction of the measured depth data [35].

Figure 3: Experimental setup for the water surface elevation measurement using Microsoft Kinect: (top) side-view and
(bottom) top-view.

The device streams both the RGB and depth binary images, which are directly recorded in a
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solid-state disk using an ad-hoc C++ code based on the open-source libfreenect library [38] with an
acquisition rate of 30Hz approximately. Each captured RGB and depth binary image was timestamped
with millisecond resolution. The flow free surface was recorded during 60 sec for each experiment. In140

order to easily georeference the recorded binary images, spatial reference points were placed on the
channel-cavity region within the field-of-view of the RGB-D sensors. The global coordinate system
was chosen to agree with the upstream corner of the cavity. Once an experiment was carried out,
a post-processing ad-hoc C++ code was used to combine the stored RGB-Depth binary images into
an unstructured 3D point-cloud for each measurement time, allowing us to reconstruct the temporal145

evolution of the flow free surface at the channel-cavity region. Finally, the 3D point-clouds were
projected onto a 2D raster grid of 1.4mm spatial resolution along the x and y coordinates in order to
obtain uniformly distributed experimental data of the flow free-surface position at each measurement
time. The complete processing procedure is detailed in Appendix C.

2.2. Velocity measurement150

Two in-plane components of the velocity were determined at different depths using Particle Image
Velocimetry (PIV), according to the experimental setup depicted in Figure 4. A PILS double-cavity
Nd:YAG laser (Quanta System) capable of generating 6 ns pulses with a maximum energy of 80mJ
at 532nm was used as the light source. The point beam was expanded forming a divergent horizontal
sheet that covered the whole area of the cavity. Instantaneous image pairs were recorded with a155

1024 × 1344 pixels 12-bit CCD camera (Hamamatsu Photonics) equipped with a 50mm F#1.2 lens
(Nikon Corporation) placed perpendicular to the laser sheet above the channel-cavity region to avoid
geometric distortions. The field of view of the CCD camera was 170 × 223mm which resulted in a
resolution of 166µm/pixel. It was determined imaging a grid exactly overlapping the laser sheet. The
time interval between the two images in each pair was fixed to 1ms. Recording frequency was 8 frames160

per second.
For each experiment, the 2D velocity field at the opening of the cavity region at different depths was

measured. Initially, the distance between the measurement plane and the flume floor was a = 1 cm for
all the experiments. With increasing water flow rates and hence increasing flow depths, measurements
were also obtained for laser plane heights of both a = 2 cm and a = 3 cm above the flume floor as165

the flow depth allowed it. For each one of the measurement planes, 200 image pairs were acquired.
Image pairs were processed using the CCD-PIV software code developed at the LTRAC in Monash
University [39]. Analysis was performed in 32× 32 pixel windows with 50% overlap resulting in maps
with 82× 62 velocity vectors. To obtain time-averaged velocities at each measurement plane, the 200
instantaneous velocity maps were averaged. Finally, in order to obtain an assembled 2D velocity field170

for each experiment, the time-averaged velocity maps were averaged along the flow depth.
It must be noted that velocity and surface deformation could not be measured simultaneously,

as the water had to be made opaque for the RGB-D sensor. Furthermore, the spatial deformation
introduced by the free surface oscillations into the PIV images were determined by a previous analysis
of the spatial distortion of a black-white 1×1 cm squares check-board placed at different water depths.175

The maximum spatial distortion under seiche regime caused by the free surface movement was found
at the corner squares of the check-board and was lower than 5% the original square side.

3. Mathematical and numerical modelling

3.1. Governing equations

The flows herein considered are modelled by a 2D depth-averaged hydrostatic model, which accounts180

for bed topography, friction and turbuent mixing [34]. The choice of this model is motivated by the
advantageous ratio between accuracy and computational cost it provides when dealing with multi-scale
and large scale flows. Detailed 3D LES models proved to be more accurate as they are able to resolve
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Figure 4: Experimental setup for the velocity measurement using PIV: (top) side-view and (bottom) top-view.

the small features of the flow without extra assumptions, however, they become unaffordable when
dealing with multi-scale flows and very large computational domains. By contrary, SWE-based models185

are able to provide fast predictions of transient events in presence of turbulence and gravity waves
in very large domains, at the cost of producing higher discrepancies between the numerical solutions
and the physical phenomena of interest. Details about the SWE model used in this study and the
numerical scheme are detailed in Appendix A.

3.2. Model configuration190

The computational domain used in the simulation is given by Ω = [−600, 1200] × [−240, 240] mm
and the simulation time is set to t = 60 s, which proved to be sufficient for the solution to reach a
limit cycle (i.e. a periodic shedding of vortices). The computational mesh is constructed using square
cells with ∆x = 2.4 mm, which yields to a solution within the asymptotic range as shown in [34] for a
very similar test case. The grid convergence index (factor of safety 1.25) is around 0.5 % for the pair195

of grids with ∆x = 2.4 and ∆x = 1.2 mm. The CFL number is set to 0.45. The turbulence model
parameters, λ and β, are chosen as in [34]. The channel bed roughness coefficient is set to nb = 0.01
sm−1/3 The boundary conditions are imposed using the characteristic variables. The unitary discharge
is imposed upstream whereas the water depth is imposed at the outlet. Both are constant values in
time.200

4. Results

In this section, the experimental results for the open channel with lateral cavity configuration
detailed in Section 2 are presented. Furthermore, the numerical results obtained with the model
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presented in Appendix A are also reported for comparison. The main experimental measurements
are summarized in Table 2 for the five cases considered in the experimental stage. The water depth205

at the main channel center upstream the cavity, hup, varied from 20 mm (S1) to 35 mm (S5), whereas
the Froude number Fr = U/

√
ghup was between 0.756 (S1) and 0.83 (S5), being U = Qin/(Bhup) the

averaged velocity at the main channel. The Reynolds number Re = Uhup/ν was from about 6676 and
16693 for S1 and S5 respectively, being ν the kinematic viscosity of water. For this Froude number
range, the seiche exhibits a large ratio between the longitudinal and the transverse mode amplitude.210

This seiche is observed in all the experiments, being stronger for the cases with higher discharge. The
measured periods Texp for the fundamental mode of the longitudinal seiche are presented in Table
2. An analytical estimation of the longitudinal seiche period (fundamental mode) can be calculated
considering a purely 1D seiche as [12, 45]:

Ta,1D =
2L

c
(1)

or a 2D seiche [45]:215

Ta,2D =
2L√
5c
. (2)

where L = 0.24 m and c =
√
ghcav, with hcav being the average water depth in the cavity, taken

as hcav ≈ hup. Note that (2) assumes the fundamental mode of the seiche in both the longitudinal
and the transverse oscillation. A good agreement between the experimental, Texp, and the theoretical
estimations, Ta,1D and Ta,2D, of the seiche period is observed. Regarding the maximum amplitude of
the fundamental mode of the longitudinal seiche, denoted as ∆hL1, it is one order of magnitude lower220

than the water depth hup and it is observed to decrease as the discharge in the main channel is reduced.
If calculating a dimensionless seiche amplitude as the ratio ∆hL1/hup, it is observed that this quantity
is around 0.13 for cases S2, S3, S4 and S4. Contrarily, for S1 the strength of the longitudinal seiche is
much lower with ∆hL1/hup = 0.086 (see Table 2).

Case hup Fr Re Ta,1D Ta,2D Texp ∆hL1 ∆hL1/hup
(mm) (-) (-) (s) (s) (s) (mm) (-)

S1 20 0.756 6675 1.08 0.97 1.00 1.72 0.086
S2 24 0.78 9045 0.99 0.89 0.91 3.19 0.132
S3 28 0.80 11695 0.92 0.82 0.84 3.53 0.126
S4 31 0.813 13857 0.87 0.78 0.80 4.04 0.130
S5 35 0.83 16963 0.82 0.73 0.77 4.29 0.123

Table 2: Experimental parameter of the longitudinal seiche oscillation for each case. Analytical estimations of the
longitudinal seiche period are also included.

A sketch of the relevant points and sections, namely P1, P2 and A-A’, B-B’, C-C’ and T-T’, used225

in the analysis of the data is depicted in Figure 5. The location of the measuring sections and points
is shown in Table 3.

4.1. Experimental and numerical results comparison

Figure 6 shows a comparison of the measured and computed time-averaged magnitude of the
velocity in the PIV measuring area, within the time interval t = [40, 60] s. A representation of the time-230

averaged velocity components is provided in Figures B.16 and B.17 in Appendix B. Both experimental
and numerical results evidence a clear vortical flow circulation inside the cavity. The location of the
center of the main vortex is well predicted by the numerical model, however, the magnitude of the
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Figure 5: Sketch of the relevant measuring sections and points inside the cavity.

Point/section x (mm) y (mm)

P1 2.5 2.5
P2 2.5 -120

A-A’ - 2.5
B-B’ - -120
C-C’ - -180
T-T’ 120 -

Table 3: Location of the relevant measuring sections and points in Figure 5.

velocity is overestimated near the cavity walls. This behavior has already been reported when using
depth-averaged 2D hydrostatic models [12, 34].235

Figure 7 shows the spatial distribution of the amplitude of the fundamental seiche frequency,
hereafter called longitudinal mode, for the measured and computed water surface elevation, calculated
using Algorithm 1 in Appendix D. This representation allows to visually analyze the oscillation patterns
in the region of interest (i.e. cavity and channel interaction area). In both the experimental and the
numerical results, it is observed that the strongest water surface elevation variations appears inside240

the cavity and corresponds to the seiche oscillation. Seiche amplitudes range from almost 4.5 mm, for
the case S5 to less than 2 mm, for the case S1. The seiche direction is observed to be streamwise, as
the oscillation node is located at the section T-T’ of the channel-cavity region. This means that the
oscillation wavelength is twice the width of the cavity, which agrees with the analytical definition of
the seiche in Eq. (1). Both experimental and numerical results show that the strength of the seiche245

is reduced as moving from the innermost region of the cavity to the positive region of the y axis.
Furthermore, a particular oscillation pattern composed of two nodes and three anti-nodes is observed
along the shear line at the opening of the cavity (section A-A’), being stronger at the impingement
corner (y = 0 and x = 240 mm). These observations are clearly shown in Figure 8, where a cross-
sectional representation in the streamwise direction of the amplitude of the first oscillation mode along250

A-A’ and C-C’ is depicted.
In Figure 7, the most noticeable discrepancies between the numerical model and the measured data

appear in the main channel area (y > 0). A convection effect of the flow in the oscillation is reported
in the experimental measurements, showing larger amplitudes downstream the cavity. This effect is
not reproduced by the numerical model, which yields a standing oscillation along the middle axis of255
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Figure 6: Experimental (left) and numerical (right) time-averaged magnitude of the velocity inside the PIV measuring
area. From top to bottom, cases S5, S4, S3, S2 and S1.
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Figure 7: Experimental (left) and numerical (right) amplitude of the oscillation, measured for the longitudinal seiche
(fundamental mode). Contour lines are spaced h = 0.5 mm.
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Figure 8: Experimental (solid) and numerical (dots) amplitude of the oscillation along A-A’ (top) and C-C’ (bottom),
for the longitudinal mode, for the cases S1 (purple), S2 (blue), S3 (green), S4 (yellow) and S5 (red).

the cavity, which is not perturbed by the flow in the main channel.
The transverse seiching fundamental mode, of approximately half of the frequency of the longitu-

dinal fundamental mode, has been observed to be very weak in the numerical solutions and absent in
the experimental data. A comparison of the experimental and numerical amplitudes of the transverse
mode for the cases S5 and S1 is presented in Figure 9. Among all the cases studied, these two cases260

show the strongest and weakest transverse seiches. The numerical estimation of the magnitude of the
maximum amplitude of this seiching mode is 0.5 mm and 0.25 mm, for S5 and S1 respectively, which
is one order of magnitude lower than the amplitude of the longitudinal seiche. Such a small magnitude
is below the precision of the RGB-D sensor, which has not captured this oscillation mode as shown in
Figure 9. This 1/10 relation between the transverse and longitudinal seiche is in good agreement with265

[11].
For the specific geometrical configuration used in this work, the seiche has been reported to have

a bidirectional nature. However, in the cases considered here, it shows a highly dominant longitudinal
mode due to the choice of the Froude number. Engelen et al. [11] showed that as the Froude number of
the inflow increases, the ratio between the longitudinal and the transverse mode amplitude increases.270

It is worth noting that, for the case S5, the period of the longitudinal and transverse seiches is 0.72 s
and 1.65 s, respectively, whereas for the case S1, these periods are 0.96 s and 1.85 s.

The Fourier spectrum of the water surface elevation and velocity has been computed along sections
A-A’ and B-B’. The Fourier spectrum for case S5, where the seiche is strongest, is depicted in Figures
10 and 11 for the experimental and numerical water surface oscillation and velocity fluctuations,275

respectively. Note that the available frequency range of Figure 11 (left) is shorter than the others as the
acquisition frequency of the PIV device is lower. The Fourier spectrum distribution of the experimental
free surface elevation data evidences that the most energetic oscillation mode is associated to the
fundamental mode of the longitudinal seiche, with a measured frequency that is in good agreement
with the theoretical estimation (see Table 2). In the numerical results, it is observed that the seiche280

frequency is slightly over predicted, but the error never exceeds a 10% relative to the experimental
value. It is worth noting that the measured and computed velocity oscillation also occurs at the seiche
frequency, according to Figure 11. In general, secondary oscillation modes (e.g. second harmonic at
2.6 ∼ 2.8 Hz) are observed to be very weak in the free surface experimental and numerical data. These
high-frequency secondary modes are also observed in the computed velocity field but are not detected285

13

                  



Figure 9: Cases S5 (top) and S1 (bottom). Experimental (left) and numerical (right) amplitude of the oscillation,
measured for the transverse seiche.

Figure 10: Case S5. Fourier spectrum of the measured (left) and computed (right) water surface elevation along the
streamwise direction inside the cavity along the sections A-A’ (top) and B-B’ (bottom).

in the velocity measurements as they are out of the frequency range of the PIV data. Furthermore,
the numerical data shows the presence of a very weak transverse seiche, as discussed before, but the
RGB-D sensor and the PIV device have not captured any transverse oscillation.
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Figure 11: Case S5. Fourier spectrum of the measured (left) and computed (right) velocity magnitude along the streamwise
direction inside the cavity along the sections A-A’ (top) and B-B’ (bottom). The gray shadowed area is beyond the Nyquist
frequency.

4.2. Assessment of the mass exchange

The performance of the model to predict the mass exchange between the main channel and the290

cavity is next assessed. The depth averaged exchange velocity, E(t), and the mass exchange coefficient,
kveloc, are used for this evaluation [18, 46]. The former is computed using the distribution of transverse
velocity along the mouth of the cavity as follows:

E(t) =
1

L

∫ L

0
|v(x, t)| dx, (3)

with L = 0.24 m. A time-averaged exchange velocity along the mouth of the cavity can also be defined
as follows:295

Ē(x) =
1

T

∫ T

0
|v(x, t)| dt, (4)

with T the integration time. The space-time averaged exchange velocity and mass exchange coefficient
are defined as

¯̄E =
1

LT

∫ T

0

∫ L

0
|v(x, t)| dxdt, kveloc =

¯̄E

2U
, (5)

with U the free stream mean flow velocity in the channel. Note that such coefficients are depth averaged
quantities.

Figure 12 shows a comparison between the experimental and numerical time-averaged exchange300

velocity and streamwise velocity along the mouth of the cavity for test case S3. The model is able
to provide a good overall approximation of Ē(x), slightly overestimated for x/L < 0.3. The model is
also able to provide a good estimation of ū(x), however, the numerical predictions exhibit a smoother
transition at the impingement corner.
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Figure 12: Case S3. Time averaged exchange velocity, Ē, and streamwise velocity, ū, along the mouth of the cavity.

The spatial average of Ē(x) in Figure 12 (corresponding to Equation (5)) yields ¯̄E = 0.0321 m/s305

and ¯̄E = 0.0349 m/s for the experimental and numerical data, respectively, showing a good agreement
between them. From this, the mass exchange coefficient is computed, yielding kveloc = 0.038 and
kveloc = 0.042 for the experimental and numerical data, respectively. These depth averaged values are
in good agreement with kveloc = 0.02 ∼ 0.04 as reported in [18]. It must be noted that to further
investigate the physical mechanisms determining the mass exchange, a complete understanding of the310

large- and small-scale turbulent structures at the shear layer would be required [33].

4.3. Analysis of the coupling mechanism using the numerical model

The numerical model is used to analyze the coupling mechanism between the vortex shedding at
the opening of the cavity, the seiche and the mass exchange between the cavity and the main channel.
The transport of a passive solute with a depth-averaged concentration φ has been included in the315

numerical computation of case S3. The solute is injected upstream at t = 40 s with a concentration
of φ = 1. The diffusion coefficients in Eq. (A.14) are set to zero, i.e. εx = εy = 0. Note that those
coefficients account for the mixing processes in the unresolved scales. Setting εx = εy = 0 allows to
better understand the relation of the exchange of solute between the main channel and the cavity with
the large-scale vortices resolved by the model. It must be borne in mind that in reality, εx and εy320

would be greater than zero as the numerical model does not resolve the small-scale turbulence, where
the mixing processes are also relevant.

For the analysis, we define the mass of solute inside the cavity as m =
∫

Ωc
hφdA, with Ωc the

cavity bottom surface, and the flux of solute through the mouth of the cavity f = dm/dt. Figure
13 shows the computed water depth at the upstream (P2) and downstream edges, the mass of solute325

inside the cavity, the solute flux at the mouth of the cavity, the exchange velocity at the mouth of the
cavity and the location of the center of the vortices. The vertical red lines mark the minimum and
maximum values of E in a period, at t = 52.29 s and t = 52.56 s, respectively. At those times, the
vorticity (computed and measured) and the solute concentration (computed) have been depicted in
Figure 14. A representation of the phase portrait of the computed water depth at P2 (seiche) depth330

versus vorticity at P1, for 40 < t < 60, is also shown in Figure 15.
It is observed that the vortices are shed at P1 when the water surface elevation reaches the minimum

value of the seiche oscillation at the upstream edge of the cavity and near the maximum at the
downstream edge. A green dashed line in Figure 13 shows the time at which the vortex is emitted
(t = 52.78 s). This is also observed in the phase portrait of Figure 15, where the emission point335

corresponds to the point of maximum vorticity (at P1) and minimum water depth (at P2). After
its emission, the vortex travels downstream during a time of approximately 1.5T , with T the seiche
period, until it breaks at the impingement corner. At that moment, the water surface elevation is
maximum at the upstream edge of the cavity and minimum at the downstream edge. These findings
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Figure 13: Case S3. Computed water depth at the upstream (black solid line) and downstream edge (gray dashed line),
mass of solute inside the cavity, m, solute flux at the mouth of the cavity, f , exchange velocity at the mouth of the cavity,
E, and location of the center of the vortices. The vertical red lines mark the maximum and minimum values of E in a
period, at t = 52.29 and t = 52.56 s, respectively. The green line marks the vortex shedding.

are in good agreement with [28]. When the vortex hits the impingement corner, it is split. One part340

of it is recirculated inside the cavity while the other part is advected downstream in the main channel.
The period of the vortex succession is equal to the seiche period, T = 1.19 s. On the other hand,

its average wavelength can be approximated from Figure 14 (bottom), yielding λ ≈ 2L/3 = 0.16 m.
The relation vp = λ/T = 0.18 m/s gives an estimation of an average phase velocity, which is of the
order of magnitude of ū(x) along the mouth of the cavity (see Figure 12). Note that the streamwise345

velocity of the flow, u, is responsible for the vortex advection along the mouth of the cavity. Since
1 < L/λ < 2, there is a time interval in the seiche period with two vortices coexisting simultaneously
in the mixing layer. Note that these findings agree with those in [28], where the relation λ = 2L/3 was
also obtained.

During the seiche period, the minimum and maximum exchange velocities occur at t ≈ t0 + 0.4T350

and t ≈ t0 + 0.75T , with t0 the vortex emission time. In Figure 13, the vortex emission time is marked
in green at t0 = 51.95 s and the minimum and maximum exchange velocities are marked in red, at
t = 52.29 and t = 52.56 s. The vorticity and the solute concentration at those times inside the cavity
is depicted in Figure 14. It is observed that the minimum and maximum exchange occur when the
vortex is located at x/L ≈ 0.22 (and second vortex at x/L ≈ 0.95) and x/L ≈ 0.45, respectively. It is355

observed that the time evolution of the mass flow inside the cavity exhibits the same trend as that of
the exchange velocity. The maximum and minimum mass flow and exchange velocity happen at the
same time, respectively.
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Figure 14: Case S3. Computed vorticity (left), measured vorticity (middle) and computed solute concentration (right)
at t = 52.29 (top) and t = 52.56 s (bottom). The measured vorticity has been improved using an averaging filter.

Figure 15: Case S3. Phase portrait of the computed water depth at P2 versus vorticity at P1.

It must be pointed out that the numerical model used in the simulations may increase the sharpness
of the seiche, since shock waves in hyperbolic systems are modelled as pure discontinuities. Further-360

more, the SWE model works under the assumption of shallowness and hydrostatic pressure, with
negligible vertical accelerations. These may be the reasons why the seiche evolution in time shown in
Figure 13 (top) exhibits those peaks, differing from a sinusoid.

5. Conclusions

In this work, a high resolution experimental and numerical study of a shallow flow past a channel365

lateral cavity is presented. Five different experiments are conducted in a large-scale recirculating
channel using a fixed Froude number, Fr = 0.8. All of them are characterized by the presence of a
longitudinal seiche, i.e. a standing gravity wave which is coupled with the hydrodynamical instability at
the shear layer. A complete understanding of this resonant phenomenon is of paramount importance to
shed light to the mass exchange mechanisms, as the seiche substantially enhances the mixing between370

the main channel and the lateral cavity.
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The main novelty of this work is the use of a pioneering non-intrusive experimental technique to
measure the 2D water surface at the channel–cavity area. It must be noted that 2D measurements of
transient water surfaces are not usually performed due to the complexity of the traditional measurement
techniques. In this work, we use a RGB-D sensing device, which allows to capture a succession of color-375

coded point clouds at a high frequency. Particle Image Velocimetry measurements are also obtained
and are used to carry out a combined study of the water surface evolution and velocity fluctuations at
the channel–cavity area, and their interaction. Furthermore, the measured flows are also numerically
reproduced using a 2D depth-averaged (DA) URANS high-resolution model which is able to resolve the
large-scale coherent vortical structures and model the effect of small-scale turbulence. The high quality380

of the experimental data reported in this work makes this data set a suitable benchmark for numerical
simulation models in order to evaluate their performance in the resolution of turbulent resonant shallow
flows.

A frequency analysis of the experimental and numerical data is carried out using the FFT algorithm
allowing to obtain 2D high resolution maps of the seiche amplitude for the five different flow config-385

urations. The location of the oscillation nodes and anti-nodes is shown and a good correspondence
between experimental and numerical data is reported. The results evidence that the seiche amplitude
decreases as the discharge is reduced. On the other hand, the relative seiche amplitude (i.e. seiche
amplitude versus water depth ratio) is approximately constant for the experiments S2, S3, S4 and
S5. The post-processed spatial distribution of the seiche shows a single oscillation node line along390

the T − T ′ section in the inner part of the cavity. Contrary to this, two nodes and three anti-nodes
are observed along the opening of the cavity. This particular distribution of nodes and anti-nodes is
observed both in the numerical and experimental data. The most relevant difference between numer-
ical and experimental data in the spatial distribution of the seiche is observed at the main channel.
The experimental measurements show that the convection effect of the main flow interacts with the395

seiche, producing larger amplitudes downstream the cavity. Contrarily, the numerical model does not
reproduce this effect and shows a more symmetrical distribution of the seiche in the main channel with
respect to the middle axis of the cavity.

The Fourier spectrum of the water surface and velocity fluctuations is computed along different
cross sections in order to analyze the location of the fundamental oscillation mode and whether or400

not secondary modes are present. The results evidence that the fundamental mode is associated to
the seiche, with a measured frequency close to the analytical estimation. Both the water surface and
velocity oscillations match the eigenmode of the cavity and do not show appreciable secondary modes.
It must be noted that the numerical model overpredicts the seiche frequency to some extent, but the
error never exceeds a 10% relative to the experimental value.405

The comparison between the time-averaged PIV velocity data and the numerical predictions also
evidences that the experimental and numerical data are in good agreement. It is observed that the
numerical model provides a slightly higher velocity magnitude in the recirculation region, as already
reported in [34]. This may possibly be due to the fact that the model is 2D and the vertical movement is
not allowed, hence the horizontal velocities are overpredicted. In spite of this, the spatial distribution410

of the time-averaged flow inside the cavity is correctly predicted (e.g. the location of the center of
the main vortex). The analysis of the instantaneous vorticity computed from the PIV data shows the
periodic shedding of coherent vortices. These observations match the numerical predictions, evidencing
that the proposed numerical model is able to resolve the large coherent turbulent fluctuations and to
adequately reproduce the transient (resonant) flow.415

The model is used to analyze the coupling mechanism between the shedding of vortices (i.e. the
selective vortex amplification mechanism), the seiche and the mass exchange between the main channel
and the cavity. A comparison of the measured and computed exchange velocity along the shear layer
is presented, showing an overall good correspondence between them. A solute transport module is
coupled to the hydrodynamic model to simulate the entrainment of solute in the cavity. It is observed420
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that the time evolution of the mass flow inside the cavity exhibits the same trend as that of the
exchange velocity.
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Appendix A. Mathematical and numerical modelling

Appendix A.1. Governing equations435

The flows herein considered are modelled by a 2D depth-averaged hydrostatic model. The choice
of this model is motivated by the advantageous ratio between accuracy and computational cost it
provides when dealing with multi-scale and large scale flows. Detailed 3D LES models proved to be
more accurate as they are able to resolve the small features of the flow without extra assumptions,
however, they become unaffordable when dealing with multi-scale flows and very large computational440

domains. By contrary, SWE-based models are able to provide fast predictions of transient events
in presence of turbulence and gravity waves in very large domains, at the cost of producing higher
discrepancies between the numerical solutions and the physical phenomena of interest. The SWE are
expressed in matrix form as follows [34]:

∂U

∂t
+
∂F(U)

∂x
+
∂G(U)

∂y
= S + D , (A.1)

with445

U =




h
hu
hv


 , F =




hu
hu2 + 1

2gh
2

huv


 , G =




hv
hvu

hv2 + 1
2gh

2


 , (A.2)

where g is the acceleration of gravity, h is the water depth, hu and hv are the depth averaged unitary
discharges in the x and y direction, respectively. The longitudinal and transverse velocities, u and
v are depth-averaged mean components in the term of the definition of the Reynolds decomposition.
The water depth, h, also corresponds to a mean value.

The source term, S = Sz + Sf , accounts for the stress exerted by the bottom topography, Sz, (i.e.450

bed slope source term) and by the bed roughness, Sf (i.e. friction source term) and are written as:

Sz =




0

−gh dzdx
−ghdzdy


 , Sf =




0
−cf |u|u
−cf |u| v


 , (A.3)

where |u| =
√
u2 + v2 is the velocity magnitude, z = z(x, y) represents the bottom topography and cf

is the friction coefficient, computed by means of Manning’s formulation as follows:

cf =
gn2

h1/3
. (A.4)

where n is the Manning coefficient. Using the Manning roughness coefficient for the estimation of the
shear stresses in the flow could not be optimal in some regions inside the cavity. However, this formula-455

tion is the most adequate for other regions of the domain and is generally adopted. On the other hand,
the term D includes the molecular and the turbulent stresses in the momentum equations according
to the (U)RANS approach and considering the Boussinesq approximation [34], D = (0, τx, τy)

T , where
:

T =

(
τx
τy

)
= ∇ · (νh∇u) +∇ · (νthK) (A.5)

with K = 1
2(∇u + (∇u)T ) the strain rate tensor, ν the kinematic viscosity of the fluid and νt the460

turbulent (eddy) viscosity, computed with a suitable closure equation. Note that under the Boussinesq
approximation, the Reynolds stress tensor is proportional to the mean strain rate tensor. Different
formulations of the viscous and turbulent diffusion terms in (A.5) can be found in the literature
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[40, 12, 41, 42]. Here, the approach provided in [41, 42, 43] is considered. The diffusion terms are thus
expressed as D = Dx + Dy, with:465

Dx =
∂

∂x




0
hTxx
hTyx


 , Dy =

∂

∂y




0
hTxy
hTyy


 , (A.6)

where Txx, Txy, Tyx and Tyy are the depth-averaged stresses, which read [42]:

Txx = 2(ν + νt)
∂u

∂x
, (A.7)

Txy = Tyx = (ν + νt)

(
∂u

∂y
+
∂v

∂x

)
, (A.8)

Tyy = 2(ν + νt)
∂v

∂y
. (A.9)

The depth-averaged mixing length model is used to compute νt as:

νt =
√

(νvt )2 + (νht )2 (A.10)

where νvt and νht are the 3D and 2D eddy viscosities. The 3D component is mainly produced due to
the bed friction and it is calculated as:

νvt = λU∗h , (A.11)

where λ is an empirical coefficient, U∗ =
√
cf (u2 + v2) is the bed shear velocity and cf is the friction470

coefficient defined in Equation (A.4). The parameter λ is normally retained as a calibration parameter
[42].

Additionally, the horizontal component of turbulence is mainly produced by horizontal velocity
gradients and is computed as:

νht = βl2s

√
2

(
∂u

∂x

)2

+ 2

(
∂v

∂y

)2

+

(
∂u

∂y
+
∂v

∂x

)2

(A.12)

with ls=κ min(cmh, yw) [42, 40], where cm is an empirical coefficient [40], yw is the distance to the475

nearest wall and β is a calibration constant. It must be noted that a detailed dispersion-diffusion
analysis of the numerical scheme would be required for a fine adjustment of β. An implicit LES
approach might be suitable for the horizontal unresolved eddies. In this work, we use a previous
calibration from [34].

In order to analyze the mass exchange between the main channel and the cavity, an equation for480

the transport of solute is included in the model:

∂ (hφ)

∂t
+
∂ (hφu)

∂x
+
∂ (hφv)

∂y
= ∇ (K∇φ) , (A.13)

where φ is the depth averaged concentration of a virtual solute and K is the diffusion matrix which
accounts for the under-resolved mixing:

K =

(
KL 0
0 KT

)
=

(
εxhU

∗ 0
0 εyhU

∗

)
, (A.14)

with εx and εy the diffusion coefficients in the x and y directions.
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Appendix A.2. Numerical model485

The problem to solve is composed by the SWE in (A.1)–(A.2) and some boundary and initial
conditions, constituting the following Initial Boundary Value Problem (IBVP):





PDEs:
∂U

∂t
+
∂F(U)

∂x
+
∂G(U)

∂y
= S + D

IC: U(x, 0) =
◦
U(x) ∀x ∈ Ω

BC: U(x, t) = U∂Ω(x, t) ∀x ∈ ∂Ω

(A.15)

defined in the domain Ω× [0, T ], where Ω = [a, b]× [c, d] is the spatial domain. The initial condition is

given by
◦
U(x) and the boundary condition by U∂Ω(x, t). The spatial domain is discretized in Nx×Ny

volume cells, denoted by Ωij ⊆ Ω and defined as:490

Ωij =
[
xi− 1

2
, xi+ 1

2

]
×
[
yj− 1

2
, yj+ 1

2

]
, i = 1, ..., Nx, j = 1, ..., Ny (A.16)

Cell sizes will be denoted by ϑij and considered constant as ϑij = ∆x2 (i.e. regular Cartesian grid
where ∆x = ∆y). Inside each cell, the conserved quantities are generally defined as cell averages at
time tn as:

U
n
ij =

1

ϑij

∫

Ωij

U(x, tn)dA i = 1, ..., Nx, j = 1, ..., Ny . (A.17)

where dA = dxdy. Integration of the system in (A.15) over the discrete domain Ωij × ∆t, where
∆t = tn+1 − tn yields to the following fully-discrete updating formula [34]:495

U
n+1
ij = U

n
ij −

∆t

∆x2

(
F−i+1/2,j − F+

i−1/2,j

)
− ∆t

∆x2

(
G−i,j+1/2 −G+

i,j−1/2

)
+

∆t

∆x2

(
S̄ij + D̄ij

)
, (A.18)

where F±i∓1/2,j and G±i,j∓1/2 are the numerical fluxes at cell interfaces and

S̄ij ≈
1

∆t

∫ ∆t

0

∫ xi+1/2

xi−1/2

∫ yj+1/2

yj−1/2

S dydx dτ , D̄ij ≈
1

∆t

∫ ∆t

0

∫ xi+1/2

xi−1/2

∫ yj+1/2

yj−1/2

D dydx dτ . (A.19)

are the approximation of the space-time integral of the source terms and diffusion terms inside the cell.
Both approximations are explicit and are detailed in [34]. The time step, ∆t, is computed dynamically
according to the CFL condition to preserve the stability of the numerical solution.

The numerical fluxes are computed as the space-time integral of the numerical fluxes over the500

cell edges. To construct a numerical scheme of order (2k − 1)-th, it is sufficient to approximate such
integrals using a (2k − 1)-th order Gaussian quadrature, thus requiring k quadrature points. For the
sake of brevity, details of the calculation of the numerical fluxes at those points are not given here and
can be found in [34].

Appendix B. Experimental and numerical averaged velocities505

Figures B.16 and B.17 show the X and Y components, respectively, of the averaged experimental
velocity at the channel-cavity region for all the experiments carried out. The numerical results have
also been depicted for comparison. The center of the main cavity vortex can be clearly identified for all
the experiments. In general, the numerical method slightly overestimates the depth averaged velocity
of the flow.510
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Figure B.16: Experimental (left) and numerical (right) time-averaged streamwise component of the velocity, u, inside the
PIV measuring area. From top to bottom, cases S5, S4, S3, S2 and S1.
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Figure B.17: Experimental (left) and numerical (right) time-averaged spanwise component of the velocity, v, inside the
PIV measuring area. From top to bottom, cases S5, S4, S3, S2 and S1.
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Appendix C. Kinect data processing

A scheme of the complete procedure to process the raw binary data recorded in laboratory using
the RGB-D sensor Microsoft Kinect is shown in Figure C.18. The Kinect device streams a sequence
of 640 × 480 px 8-bit binary RGB images of the objects placed into its field-of-view, together with
the corresponding 640× 480 px 16-bit binary depth maps. Both the RGB and the depth binary VGA515

images are directly recorded in a solid-state disk using an ad-hoc C++ code based on the open-source
libfreenect library [38] with an acquisition rate of 30 ± 2Hz. Each captured RGB and depth binary
image is timestamped with millisecond resolution. Then, a post-processing ad-hoc C++ code was
used to combine the stored RGB-Depth binary images into an unstructured 3D point-cloud for each
measurement time. The X − Y spatial resolution of the resultant 3D point-cloud and the depth520

accuracy (Z axis) depend on the distance between the sensor and the measured surfaces [37]. For the
experimental setup used in this work, with a separation of 70 cm approximately between the Kinect
sensor and the measured surfaces, the spatial resolution was 1.4 ± 0.1mm and the depth accuracy
was estimated as 1.5± 0.5mm based on previous works [35]. The 3D point-clouds are projected onto
a 2D raster grid of the same X − Y spatial resolution as the point-cloud using an ad-hoc Matlab525

code. This allows to obtain uniformly distributed experimental data of the flow free-surface position
at each measurement time. The final step of the processing is carried out using ad-hoc Python filters
in Paraview in order to perform the proper reconstruction of the three-dimensional surfaces.

Figure C.18: Scheme of the Kinect raw data processing.
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Appendix D. Spectral analysis of the free surface evolution

Seiche amplitude distribution plots can be extracted from the numerical solution using Algorithm530

1, where a set of n 2D water surface distribution matrices (i.e. computational grid cells), spaced in
time Ts, are the input data and a 2D seiche amplitude distribution matrix is given as output (i.e.
∆h[i, j]). This algorithm is based on the application of the Fast Fourier Transform (FFT) to each grid
cell. Note that the sught mode is identified using a search range given by [fl, fr], where fl = f1 − δ
and fr = f1 + δ, f1 is the theoretical seiche frequency of the sought mode and δ is a tolerance.535

Algorithm 1 Spectral analysis of the free surface evolution

1: procedure SeicheAnalysis2D
2: initialization:
3: {px, py} ← image (raster) resolution
4: n← number of frames
5: Ts ← sampling time
6: η[1 : px, 1 : py, 1 : n]← recorded frames of surface evolution
7: matrix loop:
8: for i = 1 : px do
9: for j = 1 : py do

10: ηij ← η[i, j, :] . extracting time evolution at each pixel
11: η̂ij ← FFT(ηij) . applying the Fast Fourier Transform (FFT)

12: η̂ij ←
∣∣∣ η̂ijn
∣∣∣ . normalization using the number of samples

13: η̂ij ← η̂ij [1 : n/2 + 1] . choosing half of the symmetric spectrum
14: η̂ij ← 2× η̂ij . redistributing energy in half-spectrum
15: η̂ij [1]← 0 . removing the offset
16: ∆h[i, j]← max {η̂ij}[fl,fr] . most energetic mode within [fl, fr]
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