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Abstract

Analysis of Millimeter-Wave Networks:
Blockage, Antenna Directivity, Macrodiversity, and Interference

Enass Hriba

Due to its potential to support high data rates at low latency with reasonable interfer-
ence isolation because of signal blockage at these frequencies, millimeter-wave (mmWave)
communications has emerged as a promising solution for next-generation wireless networks.
MmWave systems are characterized by the use of highly directional antennas and suscep-
tibility to signal blockage by buildings and other obstructions, which significantly alter the
propagation environment. The received power of each transmission depends on the direction
the corresponding antennas point and whether the signal’s path is line-of-sight (LOS), non-
LOS (i.e., partially blocked), or completely blocked. A key challenge in modeling blocking
in mmWave networks is that, in actual networks, the blocking might be correlated. Such
correlation arises, for example, when single transmitter tries to broadcast to pair of receivers
that are close to each other, or more generally when they have a similar angle to the trans-
mitter. In this situation, if the first receiver is blocked, it is likely that the second one is
blocked, too.

This dissertation explores four related but distinct issues associated with mmWave net-
works: 1) Analytical modeling of networks consisting of user devices and blockages with fixed
or random, but independent, locations, 2) The careful characterization of correlated blocking
and analysis of its impact on the performance of mmWave networks, 3) The proposed use
of macrodiversity as an important strategy to mitigating correlated blocking in mmWave
networks and the corresponding analysis, and 4) The proposed use of networks of unmanned
aerial vehicles (UAVs) to provide connectivity in urban deployments.

This work provides insight into the performance of variety of applications of mmWave
communications, ranging from wireless personal area networks (WPAN), device-to-device
networks, traditional terrestrial, cellular networks, and the UAV-based networks where the
UAVs act as the cellular base stations. A common thread throughout this dissertation is the
development of new tools based on stochastic geometry and their application to modeling
and analysis. The analysis presented in this dissertation is general enough to find application
beyond mmWave networks, for instance the results may also be applicable to systems that
use free-space optical (FSO) signaling technologies.
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Chapter 1

Introduction

1.1 Motivation and Challenges

In this section, several recent approaches used to achieve high data rates in wireless

networks are outlined. These approaches involve moving to higher frequency bands that

have significant amounts of bandwidth and good signal propagation features, and using

antenna diversity techniques to increase spectral efficiency. This is followed by a discussion

of the motivation for this research.

The most significant motivations for using millimeter-wave (mmwave) bands are The

large amount of bandwidth available in mmWave frequency bands, good isolation, and

better co-existence due to directional antennas. The global bandwidth shortage facing wire-

less carriers has inspired the exploration of the underutilized mmWave frequency spectrum

for future broadband cellular communication networks [1]. Even with the advances of 4G

LTE, the network is running out of bandwidth. The solution, as seen by 5G wireless network

developers, is to add more bandwidth by using frequency spectrum in the millimeter-wave

frequency range [2, 3]. With hundreds of megaHertz of bandwidth available, 5G wireless

networks will be capable of almost zero-latency communications at extremely high data

speeds [4]. As shown in Fig. 1.1, the amount of bandwidth available at mmWave frequen-

cies is enormous compared to the amount of frequency spectrum used by 4G and previous

wireless network technologies.

At mmWave frequencies, signals are prone to blocking by objects intersecting the
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• Opportunities
• Huge amount of spectrum in mmWave band
• Technology advances make mmWave possible 

for aerial (UAV-based) cellular networks
• Reasonable interference isolation due to beamforming

• Challenges
• MmWave subject to blocking
• Propagation primarily LOS
• Urban areas are the most challenging environments for mmWave

1

0

3GHz 300GHz300MHz 30GHz

Figure 1.1: millimeter wave spectrum is the band of spectrum between 30 GHz and 300

GHz.

Figure 1.2: Example of blocking scenarios.

propagation paths including human bodies as shown in Fig. 1.2. Blocking makes it especially

difficult to provide universal coverage with a cellular infrastructure. For instance, blockage by

walls provides isolation between indoor and outdoor environments, making it difficult for an

outdoor base station to provide coverage indoors [5].Transmission losses at these frequencies

also occur when signals travels through the atmosphere are absorbed by molecules of oxygen,

water, and other gaseous atmospheric constituents [6]. While the path loss could be high, it

can be compensated through the use of highly directional antennas, which is the next

challenge after blocking because it is a requirement for any mmWave network to help with

the path loss and also to isolate interference.

The mmWave band is characterized by high attenuation, which is both a blessing and

a curse [7]. On the one hand, the desired signal is highly attenuated, and to overcome

the attenuation, high gain directional antennas are required. However, due to the small

wavelength, compact multi-element antenna arrays are feasible, even on a compact user

terminal. On the other hand, interference tends to also be highly attenuated, and thus the

band is characterized as having reasonable interference isolation [8].

MmWave has emerged as a promising solution for wireless personal-area networks (WPAN)
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and as an enabler for emerging applications such as high-resolution untethered virtual re-

ality, augmented reality, and mixed reality [9–11]. The performance of mmWave systems

can be characterized by the outage probability, or equivalently, by the cumulative distribu-

tion function (CDF) of the signal-to-interference and noise ratio (SINR). Alternatively, the

performance can be characterized by the coverage probability, which is the complimentary

CDF of the SINR, or the rate distribution, which can be found by using information theory

to link the SINR to the achievable rate. Prior work has considered the SINR distribution

of mmWave personal networks [12–14]. Such work assumes that the blockages are drawn

from a point process (or, more specifically, that the centers of the blockages are drawn from

a point process and each blockage is characterized by either a constant or random width).

Meanwhile, the interferers are either in fixed locations or their locations are also drawn from

a point process. A universal assumption in this prior art is that the blocking is independent;

i.e., each interferer is blocked independently from the other interferers.

In actual networks, blocking might be correlated. This is particularly true when two

interferers are close to each other, or more generally when two interferers have a similar angle

to the reference receiver. In this case, when one interferer is blocked, there is a significant

probability that the other interferer is also blocked. However, correlated blocking can arise

even when interferers are not close. Take, for instance, an extreme case where there is just

one blockage in the environment and two interferers located far apart from each other. If the

first interferer is blocked, then the second one cannot be blocked, giving rise to a negative

correlation.

As blocking has a major influence on the distribution of the interference, it must be

carefully taken into account. Independent blocking is a crude approximation that fails to

accurately capture the true environment, especially when the interferers are closely spaced

or when there are few sources of blocking. We note that blocking can be correlated even

when the sources of blockage are placed independently according to a point process. The

issue of blockage correlation was recently considered in [15,16], but it was in the context of a

localization application where the goal was to ensure that a minimum number of positioning

transmitters were visible by the receiver. As such, it was only concerned with the number of

unblocked transmissions rather than the distribution of the received aggregate signal (i.e.,
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the interference power).

1.2 Summary of Research Accomplishments

Millimeter-wave systems are characterized by the use of highly directional antennas and

the presence of blockages, which significantly alter the path-loss and small-scale fading pa-

rameters. The received power of each interferer depends on the direction it points and

whether it is line-of-sight (LOS), non-LOS (i.e., partially blocked), or completely blocked [3].

While interferers that are sufficiently far away will almost certainly be completely blocked,

a finite number of interferers in close proximity will be subject to random partial blockages.

Previous attempts to characterize mmWave networks have made the simplifying assumption

that all interferers within some radius, called the LOS ball, are unblocked, while interferers

beyond that radius are non-LOS. However, compared to simulation results, the LOS ball

assumption tends to overestimate outage.

This dissertation involves the development of an approach to analyse the SINR

performance of mmWave wireless network. First, the exact outage probability is

found for a finite network with interferers in fixed locations. Then, the spatially averaged

outage probability is found by averaging over the interferer locations. While the focus is on

device-to-device networks, the analysis is general enough to find applications outside of the

present mmWave framework. The impact of user density, the directivity and array gains of

the antennas used at the transceivers can be studied using this model.

Moreover, The dissertation investigates and models mmWave networks when con-

sidering corelated blocking. Closed form expressions for the blockage correlation coeffi-

cient and the distribution of the SINR are provided for the case of two dominant interferers

and a fixed number of blockages drawn from a binomial point process. Finally, the effects

of antenna directivity and the spatial randomness of the interferers are taken into account,

resulting in SINR curves that fully account for correlated blocking, which are compared

against curves that neglect correlation. The results provide insight into the validity of the

commonly held assumption of independent blocking and the improved accuracy that can be

obtained when the blocking correlation is taken into account.
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Macrodiversity is identified as an important strategy for mitigating blocking,

as with macrodiversity, the user will attempt to connect with two or more base stations. Di-

versity is achieved because if the closest base station is blocked, then the next base station

might still be unblocked. However, since it is possible for a single blockage to simultaneously

block the paths to two base stations, the issue of correlated blocking must be taken into

account by the analysis. Our analysis characterizes the macrodiverity gain in the presence of

correlated random blocking and interference. To do so, we develop a framework to determine

distributions for the LOS probability, Signal to Noise Ratio (SNR), and SINR by taking into

account correlated blocking. We validate our framework by comparing our analysis, which

models blockages using a random point process, with an analysis that uses real-world data

in the form of a map of a major university’s campus wherein the actual buildings are the

blockages. We consider a cellular uplink with both diversity combining and selection com-

bining schemes, and compare the performance of the two schemes. We also study the impact

of blockage size and blockage density along with the effect of co-channel interference arising

from other cells. We show that the assumption of independent blocking can lead to an incor-

rect evaluation of macrodiversity gain, as the correlation tends to decrease macrodiversity

gain.

The thesis also focuses specifically on communications in urban environments,

which are especially challenging due to the presences of buildings which are

very large blockages. To compensate for this extreme environment, we explore the use

of a novel architecture wherein the base stations are situated on unmanned aerial vehicles

(UAVs) that provide connectivity to ground assets such as vehicles located on city streets

(background on UAV networks in Sec. 1.4). The UAVs are assumed to be randomly de-

ployed at a fixed height according to a two-dimensional point process. Millimeter-wave

(mmWave) frequencies are used to avail of large available bandwidths and spatial isolation

due to beamforming. The key performance metric considered in this part of the dissertation

is the connectivity probability, which is the probability of an unblocked LoS path to at least

one UAV within some maximum transmission distance. By leveraging tools from stochastic

geometry, the connectivity probability is characterized as a function of the city type (e.g.,

urban, dense urban, suburban), density of UAVs (average number of UAVs per square km),



6

Figure 1.3: Several mobile wearable devices attached around a user’s body a device to device

network.

and height of the UAVs. The city streets are modeled as a Manhattan Poisson Line Process

(MPLP) and the building heights are randomly distributed. The analysis first finds the con-

nectivity probability conditioned on a particular network realization (location of the UAVs)

and then removes the conditioning to uncover the distribution of the connectivity; i.e., the

fraction of network realizations that will fail to meet an outage threshold. While related

work has applied an MPLP to networks with a single UAV, the contributions of this part of

the dissertation are that it extends that work by (1) considering networks of multiple UAVs,

(2) characterizing the performance by a connectivity distribution, and (3) identifying the

optimal altitude for the UAVs.

1.3 Millimeter Wave: Device to Device Networks

From a wireless communications perspective wearable communication networks are the

next frontier for device-to-device (D2D) communication. Fig. 1.3 shows an example of device-

to-device (D2D) communication. Wearable networks connect different devices in and around

the human body including low-rate devices like pedometers and high-rate devices like aug-

mented or mixed-reality glasses. With the availability of newer commercial products, it

seems feasible that many people will soon have multiple wearable devices [12].

Such a wearable network around an individual may need to operate effectively in the
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presence of interference from other users’ wearable networks. This is problematic for ap-

plications that require Gbps throughput like virtual reality or augmented displays. The

millimeter wave (mmWave) band contains a wide range of carrier frequencies capable of

supporting short range high-rate wireless connectivity. Standards like Wireless HD and

IEEE 802.11ad have already made mmWave-based commercial products a reality [7]. Wear-

able networks might use these standards or might use device-to device operating modes

proposed for mmWave-based next generation (5G) cellular systems. Short-range mmWave

communication systems usually focus on high-speed wireless connectivity to replace cable

connections [3].

1.4 Millimeter Wave: UAV to Ground Networks

Aerial base stations, which are also known as Unmanned Aerial Vehicle Base Stations

(UAV-BSs) have emerged in recent years as a viable candidate for mmwave-based networks,

due to their flexible relocation, rapid deployment, and higher chances of experiencing Line-

of-Sight (LoS) propagation path features have been perceived as promising opportunities

to provide service in currently difficult to address service provisioning scenarios like short

duration extremely crowded environments [17,18].

UAVs can be used to enhance existing ground base stations when there is a high demand

for communication services. For example, UAVs can act as an additional base station for

sports events etc. As shown in Fig. 1.4, UAVs can provide coverage for assets on the ground

(i.e., vehicles) and provide services such as surveillance and real-time video transfer. Such

applications are important for public safety, disaster recovery, and military operations. On

the battlefield, UAVs can serve as drone base stations (BSs) in the air, to provide coverage

in cases where ground BS do not exist or have been damaged [19, 20]. However, with the

help of new technologies (e.g., tethered UAVs), UAVs have longer flight times that no longer

limit aerial networks to temporary scenarios. For instance, UAVs are now candidates for

providing cellular coverage, especially for challenging urban environments [21].

At mmWave frequencies, blocking by walls provides isolation between indoor and outdoor

environments, making it difficult for an outdoor base station to provide coverage indoors [5,
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Figure 1.4: Example of UAV to ground communications

7,22]. Outdoor networks in urban environments are challenging to design due to the presence

of a high density of buildings, which serve as sources of blockage [23]. Implementing such

networks using aerial networks is a good solution because the UAVs that serve as base

stations may be quickly repositioned to overcome outages due to blocking, and they may be

deployed at a sufficiently high altitude to avoid blocking by lower buildings.

When considering UAV-based networks, it is necessary to extend the model to three

dimensions. In a city environment, the heights of buildings is a critical factor, because not

all buildings between a ground-based user and a UAV will necessarily be tall enough to block

the LoS path. To characterize a city, the locations of the buildings and their heights may be

modeled through the tool of stochastic geometry.

1.5 Stochastic Geometry: A Tool for Modern Net-

works

Stochastic geometry provides a mathematical approach for modeling wireless networks

[24, 25] and is an effective methodology to study wireless systems in general, and mmWave

systems in particular. The tools of stochastic geometry to analyze the outage, coverage, and

rate of wireless networks [26]. With stochastic geometry, the locations of the user devices
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and blockages are assumed to be drawn from an appropriate point process. Stochastic

geometry has been applied to mmWave cellular systems in [27–30] and mmWave D2D systems

in [12,13].

With stochastic geometry, the transceiver nodes in the network are modeled as randomly

located in the 2-D plane to form a point process of known intensity, and the distribution of

the interferers as seen by a typical user is analyzed as in [12]. Stochastic geometry allows the

derivation of analytic expressions for average performance metrics like the SINR, spectral

efficiency, and the sum throughput for infinite networks [31].

In the context of mmWave-based cellular systems, [27] used results from stochastic geom-

etry to characterize network coverage and capacity. The important propagation features of

the mmWave signal, especially signal blockage due to buildings and human user body were

modeled in [13]. In [5], a distance-dependent blockage model was first derived using results

from random shape theory, and was then used to derive analytic expressions for SINR cover-

age. An important assumption for these derivations was that the sources of signal blockages

(buildings) and the communication devices are drawn from independent Poisson Point Pro-

cesses (PPP). For dense indoor operations using mmWave, human bodies of the users are the

main source of blockages and can result in 30-60 dB of attenuation for mmWave signals [13].

The users that carry potentially interfering devices, hence, also potentially block the interfer-

ence from other users. This is a key difference compared to outdoor cellular based mmWave

systems where independent spatial distribution assumption for blockages and interferers is

easier to justify. Another point of difference between outdoor cellular systems and indoor

mmWave systems is the spatial extent and number of transceiver devices considered in the

analysis. While an infinite region of operation and infinite number of users could be justified

in a cellular setting, system models for indoor operation have to consider finite geometry and

number of users [12]. This provided valuable insight into the nature of surface reflections in

the indoor mmWave setup. While it was assumed that the reflections from the ceilings were

never blocked and the selfbody human blockage was characterized, [32] does not consider

directional antennas at the devices. While [13] reports closed-form analytic expressions for

spatially averaged system performance.

The tool of stochastic geometry has been extensively used to study interference in large
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wireless networks [29]. Prior work on mmWave-based networks has also used the results

from stochastic geometry to analyze coverage and rate [27] while modeling the directionality

of antennas and the effect of blockages [13]. For analytical tractability, most work assumes

an infinite number of mobile devices spread over an infinite area [27]. These assumptions

allow the analytical expressions related to the spatial average of the system performance

to be simplified through application of Campbell’s theorem [29]. Analysis of the outage

probability conditioned on the network geometry in ad hoc networks with a finite spatial

extent and number of interferers was performed in [33].

1.6 Organization

In the sequel, the research work is discussed in more detail. In Chapter 2, an outline

of the completed work related to modeling device to device networks for fixed and random

locations is discussed. The impact of correlated blocking in mmWave networks is presented

in Chapter 3. Chapter 4, identifies and accurately analyzes macrodiversity as a solution

for blockage in presence of correlated blocking and interference. Chapter 5 identifies the

connectivity probability and provides an optimization of UAV to ground networks in urban

environments. Chapter 6 provides a summary of the dissertation and the future work.
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Chapter 2

Accurately Accounting for Random

Blockage in Device-to-Device

Millimeter-Wave Networks

2.1 Introduction

Millimeter-wave (mmWave) has emerged in recent years as a viable candidate for both

device-to-device (D2D) communications as well as infrastructure-based (i.e., cellular) sys-

tems [3,7,12,13,27–30,34]. At mmWave frequencies, signals are prone to blocking by objects

intersecting the propagation paths. While the path loss could be high, it can be compen-

sated through the use of highly directional antennas, which also helps to isolate interference.

Blocking can significantly impact the distribution of the small-scale fading (i.e., resulting

in a non line-of-sight state) and if severe enough, cause the signal to be lost completely

(i.e., resulting in an outage state) [3]. The power of each received signal, whether it be a

desired signal or an interfering signal, is thus highly dependent on the relative orientations

of the transmit and receive antennas and the presence of objects blocking the paths. Any

meaningful analysis of mmWave systems must therefore account for antenna orientation and

blockage, and typically these are modeled as appropriate random processes.

An effective methodology to study wireless systems in general, and mmWave systems in

particular, is to embrace the tools of stochastic geometry to analyze the outage, coverage,
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and rate of wireless networks [26]. With stochastic geometry, the locations of the interferers

and blockages are assumed to be drawn from an appropriate point process. Stochastic

geometry has been applied to mmWave cellular systems in [27–30] and mmWave D2D systems

in [12,13]. Stochastic geometry provides a tractable means for finding the outage probability,

coverage, and rate when the interferers and blockages are drawn from random point processes.

A survey of mathematical models and analytical techniques is provided in [30] with a

section devoted to blockage models. Random shape theory, which is an offshoot of stochastic

geometry, is applied in [5] to carefully consider blockage effects. When blocking is modeled

as a random process, the probability that a link is line-of-sight (LOS), i.e., not blocked,

is an exponentially decaying function of link distance. The distance-dependent blocking

probability causes significant challenges to the application of stochastic geometry. This

challenge can be overcome by making a simplifying assumption that all interferers within

some radius, called the LOS ball, are unblocked, while interferers beyond that radius are non-

LOS. The LOS ball assumption has been applied to mmWave cellular in [27, 28] and D2D

in [13]. Meanwhile, a two-ball approximation was applied to mmWave multi-tier cellular

systems in [29]. While it aids tractability, the LOS ball assumption causes a non-negligible

loss in accuracy. For instance, in [13], the LOS ball approximation caused the distribution

of coverage to be underestimated by a few decibels.

In this chapter, we propose an analytical framework for mmWave networks that explicitly

accounts for the blockage probabilities, thereby dispensing with the need for a LOS ball. The

key to the analysis is to break it into two steps. In the first step, the interferers are placed

in fixed locations and the outage probability found conditioned on the interferers’ locations.

Each interferer is characterized by a fading distribution that can take on a plurality of states,

depending on the random orientation of the antennas and random blockage probabilities. In

the second step, the distribution of the outage is found by taking the spatial average of the

conditional outage probability over the distribution of the interferer locations. Simulation

results confirm the accuracy of the strategy and demonstrate its superiority over the LOS

ball assumption.

The focus of the chapter is on D2D networks, whereby the interferers transmit with a

common power in a uniformly distributed direction. However, the analysis could be extended
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to the more complicated case of a cellular network, where each interferer’s transmit power

and direction are correlated with the location of its serving base station. The analysis is

generic enough that it could find applications outside of mmWave, such as in the area of

frequency hopping [33].

The remainder of the chapter is organized as follows. Section 2.2 gives a system model

and provides a general problem formulation. Section 2.3 derives an expression for the outage

probability conditioned on the location of the interferers, and Section 2.4 applies it to a D2D

mmWave network. Section 2.5 provides an approach for obtaining the spatially averaged

outage probability. Finally, the chapter concludes in Section 2.6.

2.2 System Model

Consider a wireless network with a reference receiver, a reference transmitter, and K

interferers located within some area A. While the network itself may have an infinite extent

and therefore an infinite number of interferers, we assume that very distant interferers are

fully attenuated and therefore do not contribute directly to the interference power (though

they could contribute to the noise floor). Only a finite number (K) of interferers are close

enough to contribute to the interference power, though the contribution of each will depend

critically on whether or not its signal is LOS or non-LOS. Moreover, the number of interferers

K could itself be random. For instance, if the interferers are drawn from a Poisson point

process (PPP), then the number of interferers in A will be a Poisson variable.

Define the variable S to represent the signal-to-interference and noise ratio (SINR) at the

reference receiver. Our goal is to find an expression for the outage probability as a function of

an SINR threshold β, which is the cumulative distribution function (CDF) of S; i.e, FS(β).

The variable S can be expressed as

S =
Y0

c+
∑K

i=1 Yi
. (2.1)

where c is a constant related to the noise power, Y0 is the received power of the reference

transmitter, and {Yi}, i ∈ {1, ..., K}, are the received powers of the K interferers. We assume

that Y0 is a Gamma distributed random variable with a fixed shaping parameter m0 and
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scale parameter η0.

The value of c is selected so that the signal-to-noise ratio SNR is the mean value of S

when the interference is turned off; i.e.

SNR = E
[
Y0
c

]
=⇒ c =

E[Y0]

SNR
. (2.2)

The other Yi, i ∈ {1, ..., K}, each have a distribution that depends on a variety of fac-

tors including the distance to the interferer, the relative orientations of the transmit and

receive antennas, the random transmission activity (e.g., use of an Aloha-like protocol), and

the blockage process. We thus assume that each Yi, i ∈ {1, ..., K}, is drawn from one of

J + 1 power distributions, each corresponding to a different state that encapsulates the

blockage and directivity conditions. This is done by drawing a discrete random variable

ai ∈ {0, 1, ..., J}, which indicates the chosen power distribution. Let pi,j represent the prob-

ability that ai = j for i ∈ {1, 2, ..., K} and j ∈ {0, 1, ..., J}. The probabilities {pi,j} could

depend on the location Xi of the ith interferer. For instance, if a random blockage model

is assumed, then the probabilities associated with blockage states will be functions of the

distance to the interferer.

Let ai = 0 represent the specific case that the interferer is turned off (or not using

the same resource as the reference transmitter). It follows that Yi = 0 when ai = 0, and

thus the corresponding power distribution has probability density function (PDF) fYi
(y|ai =

0) = δ(y). Otherwise, when ai > 0, we assume that the variable is Gamma distributed.

We define two functions: m(ai) which describes the shaping parameter associated with

distribution ai and η(ai) which describes the scaling factor of distribution ai. The mean

of Yi is E[Yi] = m(ai)/η(ai). To make the notation more compact, we will use double

subscripts for m(·) and η(·), so that m(ai = j) = mi,j and η(ai = j) = ηi,j. Due to path-loss

and the orientation of the reference receiver’s antenna, these functions generally depend on

the location of the ith interferer, which we denote Xi. It follows that the PDF when ai = j

is

fYi
(y|ai = j) =

η
mi,j

i,j

Γ(mi,j)
ymi,j−1e−ηi,jyu(y) (2.3)

where u(y) is the unit step function and Γ(·) is the Gamma function.
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2.3 Conditional Outage Probability

Assume that the interferers are in fixed locations. From the theorem on total probability,

the PDF of Yi, i ∈ {1, ..., K}, can simply be found from the weighted sum of the conditional

probabilities.

fYi
(y) =

J∑
j=0

pi,jfYi
(y|ai = j)

= pi,0δ(y) +
J∑

j=1

pi,jη
mi,j

i,j

Γ(mi,j)
ymi,j−1e−ηi,jyu(y).

The CDF of S can then be found as

FS(s) = P [S ≤ s] = P

[
Y0 ≤ s

(
c+

K∑
i=1

Yi

)]

=

∫
· · ·
∫

RK

∫ s(c+
∑K

i=1 yi)

0

fY0(y0)dy0fY (y)dy, (2.4)

where fY (y) is the joint PDF of Y = (Y1, Y2, ..., YK), and the inner integral of fY0(y0) is the

CDF of Y0 evaluated at s
(
c+

∑K
i=1 yi

)
. Substituting this CDF into (2.4) leads to

FS(s) = 1 − e−η0sc

m0−1∑
l=0

1

l!
(η0sc)

l

∫
· · ·
∫

RK

e−η0s
∑K

i=1 yi

(
1 +

∑K
i=1 yi
c

)ℓ

fY (y)dy. (2.5)

Using the binomial theorem,(
1 +

∑K
i=1 yi
c

)ℓ

=
ℓ∑

t=0

(
ℓ

t

)
1

ct

(
K∑
i=1

yi

)t

, (2.6)

and a multinomial expansion, (
K∑
i=1

yi

)t

= t!
∑
ti∈Tt

K∏
i=1

yi
ti

ti!
(2.7)

where Tt the set of all nonnegative ti that sum to t. Substituting (2.6) and (2.7) into (2.5)

yields

FS(s) = 1 − e−η0sc

m0−1∑
ℓ=0

1

ℓ!
(η0sc)

ℓ
ℓ∑

t=0

(
ℓ

t

)
t!

ct

∑
ti∈Tt

K∏
i=1

1

ti!

∫
· · ·
∫

RK

yi
tie−η0syifY (y)dy. (2.8)
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Since Y1, Y2, ..., and YK are independent random variables, (2.8) can be rewritten as

FS(s) = 1 − e−η0sc

m0−1∑
ℓ=0

1

ℓ!
(η0sc)

ℓ
ℓ∑

t=0

(
ℓ

t

)
t!

ct

∑
ti∈Tt

K∏
i=1

1

ti!

∫ ∞

0

yi
tie−η0syifYi

(yi)dyi (2.9)

where the integral is∫ ∞

0

yi
tie−η0syifYi

(yi)dyi = pi,0δ(ti) +
J∑

j=1

pi,jη
mi,j

i,j

Γ(mi,j)
(η0s+ ηi,j)

−ti−mi,j Γ(ti +mi,j). (2.10)

Substituting (2.10) into (2.9) gives the expression

FS(s) = 1 − e−η0sc

m0−1∑
ℓ=0

(η0sc)
ℓ

ℓ!

ℓ∑
n=0

(
ℓ

t

)
t!

ct

×
∑
ti∈Tt

K∏
i=1

[
pi,0δ(ti) +

J∑
j=1

pi,jη
mi,j

i,j

Γ(mi,j)ti!
(η0s+ ηi,j)

−ti−mi,j Γ(ti +mi,j)

]
. (2.11)

2.4 Application to mmWave

Consider the mmWave ad hoc network shown in Fig. 2.1. The reference receiver (repre-

sented by the red star) is located at the origin, while the K interferers (represented by the

blue dots) are located in an area A, which here is assumed to be an annulus with inner radius

rin and outer radius rout. It is assumed that a MAC protocol (such as CSMA) prevents any

interference closer than rin to the receiver, while the blockage is so severe at distance rout

that signals beyond that distance are completely attenuated. Each interferer within A can

either be unblocked, in which case its signal is LOS, or (partially) blocked, in which case its

signal is non-LOS and highly (but not fully) attenuated.

The transmitter locations Xi are represented by complex numbers, so that Xi = Rie
jϕi ,

where Ri denotes the distance from the ith transmitter to the receiver and ϕi is the angle

from Xi to the receiver. The reference transmitter (represented by the red dot) is located at

a distance R0 from the receiver, and in this example, R0 = rin.

Assume that there are K blockages in the network, and that each blockage is modeled

by a disk of width W . We assume that the number of blockages is the same as the number

of interferers because in an mmWave ad hoc network, a main source of blockage is human
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Figure 2.1: Network Topology. The K=20 interferers are represented by the blue dots, the

reference transmitter represented by the red dot, and the reference receiver represented by

the red star. The yellow shaded area is the main lobe of the receiver’s antenna.

bodies, and if we assume the interference is due to personal devices (e.g., wearables), then

there will be approximately one interferer per person. Assuming that the blockages are

independent and uniformly distributed over the annular region, the probability that an

interferer at distance r from the receiver is blocked by any of the K blockages is given by

pb(r). An equation and derivation for pb(r) is given in [13], and is incorporated herein by

reference.

As in [13,27], we assume directional antennas that satisfy a sectorized model. In particu-

lar, the antenna gain is G inside the (half-power) beamwidth θ, and g outside the beamwidth.

The number of antenna elements is N and the relationship between N , G, g, and θ is given

by Table I in [13]. We use subscripts t and r to distinguish the parameters associated with

the transmitter and receiver antennas, respectively. Thus, Nr is the number of elements of

the receive antenna. The shaded area of Fig. 2.1 shows the main beam of the receive an-

tenna. Assuming a random 2-D orientation for the interfering transmitters, the probability

that an interferer points toward the receiver is θt
2π

.
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We define J = 4 transmission states corresponding to whether the interferer is or is

not blocked and whether the interferer is pointing towards or away from the receiver. In

particular, we let ai = {1, 3} when the interferer is blocked and ai = {2, 4} when it is not,

and we let ai = {1, 2} when the interferer is pointing towards the receiver and ai = {3, 4}

when it is pointing away. Moreover, we assume an Aloha-like medium access protocol, so

that the probability that the interferer transmits is pt. Thus, the probability of state a0,

corresponding to a non-transmission state, is (1− pt). It follows that the probabilities of the

five states are:

ai =



0 with prob. (1 − pt)

1 with prob. pb(Ri)
θt
2π
pt

2 with prob. (1 − pb(Ri))
θt
2π
pt

3 with prob. pb(Ri)(1 − θt
2π

)pt

4 with prob. (1 − pb(Ri))(1 − θt
2π

)pt.

(2.12)

Each of the above ai implies specific shaping and scale parameters for the interferer’s power

distribution. In particular, the value of the shaping parameter mi,j depends on the blockage

state. When the link is blocked, i.e. when ai = {1, 3}, the shaping parameter is mi,j = mN;

otherwise mi,j = mL, where mL and mN are the LOS and non-LOS shaping parameters,

respectively.

Moreover, the scaling parameter for the ith interferer depends on its distance Ri as well

as its state ai, and each state could have associated with it a different antenna gain and

path-loss exponent. The ηi,j parameter is given by ηi,j = mi,j/Ωi,j where Ωi,j is the average

received power given by

Ωi,j = gr(ϕi)gt(ai)R
−αj

i , (2.13)

the receive antenna gain is

gr(ϕi) =

Gr if |ϕi − ϕ0| < θr
2

gr otherwise
(2.14)
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the transmit antenna gain is

gt(ai) =

Gt for ai ∈ {1, 2}

gt for ai ∈ {3, 4}
(2.15)

and αj = αN if the link is blocked and αj = αL if it is not.

We assume that the reference link is LOS; i.e., m0 = mL. Because the reference trans-

mitter and reference receiver point towards one another, η0 = m0/Ω0 where

Ω0 = GrGtR
−α0
0 , (2.16)

and α0 = αL.

Example #1: We consider as an example a network of inner radius rin = 1, outer radius

rout = 6, and K = 20 interferers. The length of the reference link is R0 = rin = 1. The

transmitters and receiver have Nt = Nr = 4 antennas. The width of each blockage is W = 1

and we assume that there are K such blockages. The shape parameter (i.e., Nakagami-m

factor) for LOS links is mL = 4, while that of non-LOS links is mN = 1 (i.e., Rayleigh fading).

The path-loss exponent for LOS links is αL = 2, while that of non-LOS links is αN = 4. The

probability that an interferer transmits is pt = 0.5, and the signal-to-noise ratio is SNR = 20

dB.

Fig. 2.2 shows the outage probability for this example as a function of SINR threshold

β conditioned on the network realization shown in the left side of the figure. The outage

probability is found two ways: By using (2.11), which accurately accounts for the blocking

probability, and by using the LOS-ball approximation, which assumes all interferers within

distance RLOS are LOS and those beyond that distance are non-LOS [13]. Two values of

RLOS are used. The first, RLOS = 4.4 is found by matching moments; i.e., by using criterion

1 of [27]. The second, RLOS = 3.4 is found by selecting the value of RLOS that generates

an outage probability curve that most closely matches (in a mean-square error sense) the

curve found by the exact analysis. Note that finding RLOS in this manner is not a sustainable

solution because it requires that the exact probability be first found prior to finding the RLOS

that provides the best fit. Moreover, the best-fit value of RLOS will change from one network

realization to another. Hence, the purpose of the curve is to give insight into the best one
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Figure 2.2: An example network in the upper left portion of the figure. The curves show

the outage probability for this particular network at SNR = 20 dB. The black dots represent

simulation results. In addition to the exact outage probability found using the methods of

this chapter, the outage probability using the LOS-ball assumption is shown with two values

of RLOS.

can do when using the LOS ball assumption, even if an “optimal” value of RLOS were to be

used.

In addition, simulations were run to confirm the analysis, and are shown as dots on the

figure. For each value of SNR, the simulation involved drawing 10,000 realizations of S,

where each realization of S required first drawing the necessary set of ai, i ∈ {1, ..., L}, and

then drawing the set of Yi, i ∈ {0, .., K}. Each dot shows the fraction of trials whose outage

probability is less than the value on the ordinate. As can be seen, the proposed analytical

technique provides close agreement. Moreover, the figure shows the superiority of the exact

analysis compared to the LOS-ball assumption, especially when the value RLOS = 4.4 is used.

While RLOS = 3.4 provides a close agreement with the simulations, finding that optimal value

of RLOS required the exact outage probability curves to first be found and thus its use does

not simplify the overall analysis.

Fig. 2.4 shows the coverage probability which is found by taking the complementary
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Figure 2.5: CDF of spectral efficiency for different number of antenna arrays at the trans-

mitter and the receiver

CDF of SINR by using the CDF in (2.11). The coverage probability depends on the value

of transmission probability pt of the interferers. The higher value of pt leads to lower SINR

coverage probability.

Fig. 2.5 shows the CDF of spectral efficiency for different numbers of antenna elements for

the transmitter and the receiver. Clearly, using more antenna elements result in significant

improvement in the rate. This is because more antenna elements provide more directional

transmission and provide higher gain at the reference link. Also the larger antenna elements

reduces the beam width of the interferers which reduce the likelihood for an interferer to be

pointing toward the receiver.

2.5 Spatially Averaged Outage Probability

The conditional outage probability depends significantly on the underlying network ge-

ometry. Fig. 2.3 shows the outage probabilities of 10 realizations of networks with K = 20

interferers located in the annulus of inner radius rin = 1 and outer radius rout = 6. The curves

were found using the analytical expression (2.11) for a SNR = 15 dB. The figure illustrates

that the outage probability can vary dramatically for different network realizations.
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A commonly accepted way to characterize the outage of a network of randomly located

interferers is the spatially averaged outage probability, which is found by removing the condi-

tioning on the network geometry. The spatially averaged outage probability could be found

numerically via simulation. The simulation would involve randomly generating different net-

work realizations, and computing the conditional outage probability of each, then averaging

over many such network realizations. As an example, the solid red line in Fig. 2.3 shows the

numerical average of the outage probability over 100 network realization. A more sophisti-

cated numerical technique is given in [35] which does not use simulation and will work for

any arbitrary network topology. However, for more regular shaped networks (e.g., circular,

annular, or confined within a regular polygon), it is possible to get an analytical, rather than

numerical, solution, as we describe in this section.

Let EX[FS(s)] denote the spatially averaged outage probability, where the expectation

is with respect to X = (X0, X1, ..., XK). From (2.11) and the independence of {Yi}, the

spatially averaged outage probability can be found as follows:

EX[FS(s)] = 1 − e−η0sc

m0−1∑
l=0

1

l!
(η0sc)

l
l∑

n=0

(
l

t

)
t!

ct

∑
ti∈Tt

K∏
i=1

EXi
[γi] (2.17)

where

γi = pi,0δ(ti) +
J∑

j=1

pi,j
ti!

η
mi,j

i,j

Γ(mi,j)
(η0s+ ηi,j)

−ti−mi,j Γ(ti +mi,j). (2.18)

If the Xi are independent and uniformly distributed on an annulus, then the PDF of

Ri = |Xi| is fRi
(r) = 2πr

|A| for rin ≤ r ≤ rout, and ϕi = ∠Xi is uniform over (0, 2π). Since Ri

is independent of ϕi,

EXi
[γi] = ERi,ϕi

[γi] = ERi
Eϕi

[γi]. (2.19)
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A key challenge in finding the spatial average is that not only does the power of each

interferer depend on the distance Ri to the interferer, but the probabilities pi,j can also

depend on the distance. This makes the integral required for spatial averaging difficult, if

not impossible, to evaluate in closed form. To alleviate this issue, we divide the network |A|

into L concentric rings and assume that for sufficiently small rings the probabilities pi,j are

constant for all interferers in a given ring. Let T0 = rin, TL = rout and Tk = rin + k∆r for

k = 0, 1, ..., L where ∆r = rout−rin
L

. For large L, we use the approximation

pb(Ri) ≃ pb

(
Tk+1 + Tk

2

)
∆
= p

(k)
b (2.20)

for Tk ≤ Ri ≤ Tk+1 and k = 0, 1, ..., L − 1. Thus, the probability pi,j will be approximated

by p
(k)
i,j , for Tk ≤ Ri ≤ Tk+1.

Denoting gr(ϕi)gt(ai) = γi,j, conditioned on Tk ≤ Ri ≤ Tk+1 and ϕi, the conditional PDF

of Ωi,j is

fΩi,j
(ω|Tk ≤ Ri ≤ Tk+1, ϕi) =

2ω
−

2+αj
αj

αj(T 2
k+1 − T 2

k )
γ

2
αj

i,j

(2.21)

for γi,j/T
αj

k+1 ≤ ω ≤ γi,j/T
αj

k . Since

P [Tk ≤ Ri ≤ Tk+1] =
π(T 2

k+1 − T 2
k )

|A|
(2.22)

the PDF of Ωi,j conditioned on ϕi is

fΩi,j
(ω|ϕi) =
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(2.23)

over γi,j/r
αj

out ≤ ω ≤ γi,j/r
αj

in and zero elsewhere. The expectation in (2.19) can be evaluated

with respect to Ωi,j, i.e,

EXi
[γi] = Eϕi

ERi
[γi] = Eϕi

EΩi,j
[γi]. (2.24)

Substituting (2.18) into (2.25) and using the definition of ηi,j,

EXi
[γi] = Eϕi

EΩi

[
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]
. (2.25)
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Using the PDF of conditional Ωi,j in (2.23)
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which evaluates to,
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where

Q
αj

ti (x) =
2F1

(
mi,j + ti,mi,j + 2

αj
;mi,j + 2

αj
+ 1;−mi,j

xsη0

)
xmi,j(mi,j + 2

αj
)

and 2F1(·) is the Gauss hypergeometric function. From (2.14), the expected value with

respect to ϕi in (2.27), yields equation (2.28) at the top of the page.

Example #2: This example uses the same parameters as Example #1 except now

the K = 20 interferers are assumed to be placed randomly within the annulus. Rather than

computing the conditional outage probability for just one network realization, Fig. 2.6 shows

the spatially averaged outage probability found using (2.17) with L = 10. In addition to

the exact analysis, the spatially averaged outage probability is found using the LOS-ball

approximation with two values of RLOS: RLOS = 4.4 corresponding to criterion 1 of [27]

and RLOS = 3.6, which is the value that, on average, provides the best fit to the exact

outage probability. Moreover, the dots on the figure show the spatially averaged outage

probability found by averaging analytical expression for conditional outage probability (2.11)

over 100 network realizations. Note that the exact analysis provides close agreement with

the simulation results, while both values of RLOS result in a discrepancy.
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Figure 2.6: Spatially averaged outage probability with K = 20 randomly located interferers

and SNR = 20 dB. In addition to the exact values, the outage found using the LOS-ball

approximation and two values of RLOS are shown. The black dots represents simulation

results.

2.6 Conclusion

In this chapter, we found analytical expressions that exactly characterize the outage

probability in wireless networks when the power of each interferer is selected at random.

The set of distributions can correspond to different blockage and directivity states, making

it immediately applicable to mmWave systems. Expressions were given for a deterministic

(fixed) and random geometries. The work could readily be extended to process other than

BPPs, such as Poisson point processes, as well as networks of shapes other than an annulus.

Due to space constraints, only a few examples have been shown to confirm the accuracy of

the approach; a more detailed analysis could use these expressions to provide insight into

the role of various parameters such as the number of interferers (K), array parameters,

channel coefficients, and SNR. While the focus on this chapter has been on mmWave, other

applications are possible related to cellular networks, distributed MIMO systems, and more

elaborate MAC protocols.
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Chapter 3

The Impact of Correlated Blocking on

Millimeter-Wave Personal Networks

3.1 Introduction

Communicating at millimeter-wave (mmWave) frequencies is attractive due to the poten-

tial to support high data rates at low latency [2, 3]. The mmWave band is characterized by

high attenuation, which is both a blessing and a curse [7]. On the one hand, the desired sig-

nal is highly attenuated, and to overcome the attenuation, high gain directional antennas are

required; however, due to the small wavelength, compact multi-element antenna arrays are

feasible, even on a compact user terminal [36]. On the other hand, interference tends to also

be highly attenuated, and thus the band is characterized as having reasonable interference

isolation.

Due to these characteristics, mmWave has emerged as a promising solution for wireless

personal-area networks (WPAN) and as an enabler for emerging applications such as high-

resolution untethered virtual reality, augmented reality, and mixed reality [9–11].

Another characteristic of mmWave is that it is prone to blockage by objects in the envi-

ronment, including human bodies [37, 38]. Blocking makes it especially difficult to provide

universal coverage with a cellular infrastructure. For instance, blockage by walls provides

isolation between indoor and outdoor environments, making it difficult for an outdoor base

station to provide coverage indoors [5].
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The performance of mmWave systems can be characterized by the outage probability, or

equivalently, by the cumulative distribution function (CDF) of the signal-to-interference ratio

(SINR). Alternatively, the performance can be characterized by the coverage probability,

which is the complimentary CDF of the SINR, or the rate distribution, which can be found by

using information theory to link the SINR to the achievable rate. Prior work has considered

the SINR distribution of mmWave personal networks [12–14]. Such work assumes that the

blockages are drawn from a point process (or, more specifically, that the centers of the

blockages are drawn from a point process and each blockage is characterized by either a

constant or random width). Meanwhile, the interferers are either in fixed locations or their

locations are also drawn from a point process. A universal assumption in this prior art is

that the blocking is independent; i.e., each interferer is blocked independently from the other

interferers.

In actual networks, blocking might be correlated. This is particularly true when two

interferers are close to each other, or more generally when two interferers have a similar angle

to the reference receiver. In this case, when one interferer is blocked, there is a significant

probability that the other interferer is also blocked. However, correlated blocking can arise

even when interferers are not close. Take, for instance, an extreme case where there is just

one blockage in the environment and two interferers located far apart from each other. If the

first interferer is blocked, then the second one cannot be blocked, giving rise to a negative

correlation.

As blocking has a major influence on the distribution of the interference, it must be

carefully taken into account. Independent blocking is a crude approximation that fails to

accurately capture the true environment, especially when the interferers are closely spaced

or when there are few sources of blocking. We note that blocking can be correlated even

when the sources of blockage are placed independently according to a point process. The

issue of blockage correlation was recently considered in [15,16], but it was in the context of a

localization application where the goal was to ensure that a minimum number of positioning

transmitters were visible by the receiver. As such, it was only concerned with the number of

unblocked transmissions rather than the distribution of the received aggregate signal (i.e.,

the interference power).
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In this chapter, we accurately characterize the performance of mmWave WPAN systems

in the presence of correlated blocking. We assume that an arbitrary number of blockages

are placed according to a point process. For ease of exposition, we consider the case of two

dominant interferers, though the methodology can be extended to multiple interferers. The

signal model is such that blocked signals are completely attenuated, while line-of-site (LOS),

i.e., non-blocked, signals are subject to an exponential path loss and additive white Gaussian

noise (AWGN). Though it complicates the exposition and notation, the methodology can be

extended to more elaborate models, such as one wherein all signals are subject to fading and

NLOS signals are only partially attenuated (see, e.g., [14]).

The remainder of the chapter is organized as follows. We begin by providing the system

model in Section 3.2, wherein there are two interferers and an arbitrary number of blockages,

each drawn from a binomial point process. Section 3.3 provides an analysis of the SINR

distribution, where the results depend on the blockage correlation coefficient. Section 3.4

derives the blockage correlation coefficient using arguments based on the geometry and the

properties of the blockage point process; i.e., by using stochastic geometry. Section 3.5

considers furthermore the effects of antenna directivity and randomly placed interferers by

allowing the interfering transmitters to have a random location and orientation. The section

leverages the analysis provided in [35]. Finally, Section 3.6 concludes the chapter, suggesting

extensions and generalizations of the work.

3.2 System Model

Consider a mmWave WPAN consisting of a reference transmitter-receiver pair surrounded

by both blockages and interfering transmitters. The network is contained in an arbitrarily

shaped region A, where the variable A is used to denote both the region and its area.

Any additional sources of interference located outside of A are assumed to be completely

attenuated and therefore do not directly factor into the performance of the network, though

they may contribute to the noise floor.

The goal of our work is to investigate the influence of correlated blocking on the system

performance. While it is possible for there to be more than two sources of interference, and
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Figure 3.1: Example network topology. Denoted by a red star, the receiver is located at the

center of the circular region A. Denoted by red dots, the two interferers are in the northern

part of A. The blocking zones of each interferer are indicated by colored rectangles, and

their intersection is represented by v.

these interferers may be subject to correlated blocking, the main concept is best exposed by

limiting the discussion to just two interferers. As mmWave systems tend to be limited by a

few dominant interferers, this limitation is a practical one in most cases. However, Section

VI contemplates ways to extend the analysis to the case of multiple interferers.

Hence, there are three transmitters: A source transmitter and two interferers. Let the

variable Xi denote the transmitter and its location. In particular, let X0 denote the source

transmitter, and X1 and X2 denote the interferers. Each location is represented by a complex

number Xi = Rie
jϕi , where Ri represents the distance from the receiver to the ith transmitter

and ϕi represents the (azimuth) angle from the receiver to the transmitter Xi. Without loss of

generality, R1 ⩽ R2. Fig. 3.1 shows an example of the network topology. Here, the network

region A is a circle, though our methodology does not require A to be any particular shape.
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The receiver is at the center of A (indicted by the red star), and the two interferers are

located in the northern part of A (indicated by the red dots).

Within the network, there are K distributed blockages. As in [16], each blockage is

modeled as a point, a line segment of length W centered at the point, and the line segment’s

orientation angle. The points are distributed according to a binomial point process, and as

such, they are independently and uniformly placed on A. As in [16], the orientation angles

are selected such that the line segment is perpendicular to the line between the receiver and

the center of the blockage, which is equivalent to saying that the line segment is actually

the projection of the visible face of the blockage rather than the entire object. Although

W can itself be random, we assume here that all blockages have the same value of W . If

a line segment cuts the path between Xi and the receiver, then the signal from Xi is non

line-of-sight (NLOS), while otherwise it is line of sight (LOS). Here, we assume that NLOS

signals are completely blocked while LOS signals experience exponential path-loss with a

path-loss exponent denoted by α.

Each interferer has a blockage region associated with it, indicated by the colored rectan-

gles in Fig. 3.1. We use ai to denote the blockage region associated with Xi, i = {1, 2}, and

its area. If the center of a blockage falls within ai, then Xi will be blocked since at least

some part of the blockage will intersect the path between Xi and the receiver. From the

given geometry, it is clear that ai = WRi. Unless X1 and X2 are exactly on opposite sides

of A, i.e. |ϕ1 − ϕ2| = π, there will be an overlapping region v common to both a1 and a2.

Because of the overlap, it is possible for a single blockage to block both X1 and X2 if the

blockage falls within region v. This is an example of positive blockage correlation. However,

it is also possible to have negative blockage correlation. For instance, if there is just a single

blockage (i.e., K = 1), then if the blockage lies in region a1 \ v (i.e., in a1 but not in v), then

it cannot be in a2. In this case, X1 will be blocked, but X2 cannot be blocked. As we will

show, negative correlation is also possible even when K > 1.
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3.3 SINR Outage Analysis

The signal-to-interference and noise ratio (SINR) at the receiver is given by

SINR =
Ω0

c+
2∑

i=1

(1 −Bi)Ωi

(3.1)

where Ωi = R−α
i is the received power from transmitter Xi (recalling that X0 is the source

transmitter, X1 and X2 are the two interferers, and α is the path-loss exponent), the constant

c is selected so that the signal-to-noise ratio (SNR) is the value of SINR when the interference

is turned off (SNR = Ω0/c → c = Ω0/SNR), and {B1, B2} are a pair of Bernoulli random

variables, which may in general be correlated.

The variable Bi is used to indicate that Xi is blocked, and thus when Bi = 1, Ωi does

not factor into the SINR. Let pB1,B2(b1, b2) be the joint probability mass function (pmf) of

{B1, B2}. Let pi denote the probability that Bi = 1. Furthermore, let qi = 1 − pi. Letting ρ

denote the correlation coefficient between B1 and B2, the joint pmf is found to be

pB1,B2(b1, b2) =



q1q2 + ρh for b1 = 0, b2 = 0

q1p2 − ρh for b1 = 0, b2 = 1

p1q2 − ρh for b1 = 1, b2 = 0

p1p2 + ρh for b1 = 1, b2 = 1

(3.2)

where h =
√
p1p2q1q2. A proof of (A.12) can be found in [39].

Because blockages are uniformly distributed over A, the probability that a given blockage

lands in ai is equal to ai/A, and hence the probability it is outside ai is 1 − ai/A. Since

blockages are independently placed, the probability that all K blockages are outside ai is

(1 − ai/A)K , and when this occurs, Xi will be be LOS (i.e., not blocked). Conversely, Xi

will be NLOS (i.e., blocked) when not all of the blockages are outside ai, which occurs with

probability

pi = 1 −
(

1 − ai
A

)K
. (3.3)

The goal of this section to formulate the CDF of the SINR FSINR(β), which quantifies

the likelihood that the SINR at the receiver is below some threshold β. If β is interpreted as
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the minimum acceptable SINR required to achieve reliable communications, then FSINR(β)

is the outage probability of the system Po(β) = FSINR(β). The coverage probability is the

complimentary CDF, Pc(β) = 1−FSINR(β) and is the likelihood that the SINR is sufficiently

high to provide coverage. The rate distribution can be found by linking the threshold β to

the transmission rate, for instance by using the appropriate expression for channel capacity.

The CDF of SINR evaluated at threshold β can be determined as follows:

FSINR(β) = P [SINR ≤ β]

= 1 − P

[ 2∑
i=1

Ωi(1 −Bi)︸ ︷︷ ︸
Z

≤ Ω0

β
− c

]

= 1 − FZ

(
Ω0

β
− c

)
. (3.4)

The discrete variable Z represents the sum of the unblocked interference. To find the CDF

of Z we need to find the probability of each value of Z, which is found as follows. The

probability that Z = 0 can be found by noting that Z = 0 when both X1 and X2 are

blocked. From (A.12), this is

pZ(0) = pB1,B2(1, 1) = p1p2 + ρh. (3.5)

The probability that Z = Ωi, i ∈ {1, 2} can be found by noting that Z = Ωi when only Xi

is LOS. From (A.12), this is

pZ(Ω1) = pB1,B2(0, 1) = q1p2 − ρh. (3.6)

pZ(Ω2) = pB1,B2(1, 0) = p1q2 − ρh. (3.7)

Finally, by noting that Z = Ω1 + Ω2 when both X1 and X2 are LOS leads to

pZ(Ω1 + Ω2) = pB1,B2(0, 0) = q1q2 + ρh. (3.8)
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Figure 3.2: The CDF of the SINR FSINR(β) for different values of ρ. The thick black line

shows the CDF when ρ = 0, the dashed blue line shows the case when ρ = −0.1, and the

solid blue lines correspond to positive values of ρ in increments of 0.1.

From (3.5) to (3.8), the CDF of Z is found to be:

FZ(z)=



0 for z < 0

p1p2 + ρh for 0 ≤ z < Ω2

p1 for Ω2 ≤ z < Ω1

p1 + q1p2 − ρh for Ω1 ≤ z < Ω1 + Ω2

1 for z ≥ Ω1 + Ω2.

(3.9)

When R1 = R2, and thus Ω1 = Ω2 = Ω, p1 = p2 = p, and q1 = q2 = q, the CDF is

FZ (z) =



0 for z < 0

p2 + ρpq for 0 ≤ z < Ω

1 − ρpq − q2 for Ω ≤ z < 2Ω

1 for z ≥ 2Ω.

(3.10)

Fig. 3.2 shows the effect that the value of the correlation coefficient ρ has upon the

CDF of SINR, which is found by substituting (3.10) into (3.4). The curves were computed
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with R1 = R2 = 5, α = 2, and SNR = 15 dB. The value of p was computed using (3.3) by

assuming W = 1, K = 20, and that A is a circle of radius 6. The CDF is found assuming

values of ρ between ρ = −0.1 to ρ = 1 in increments of 0.1. The thick black line represents

the case that ρ = 0, corresponding to uncorrelated blocking. The dashed blue line represents

the case when ρ = −0.1. The solid blue lines correspond to positive values of ρ in increments

of 0.1, where the thinnest line corresponds to ρ = 0.1 and the thickest line corresponds to

ρ = 1.

Fig. 3.2 shows a first step up at 9.5 dB, and the increment of the step is equal to the

probability that both interferers are LOS. The magnitude of the step gets larger as the

blocking is more correlated, because (positive) correlation increases the chance that both

interferers are LOS (i.e., pB1,B2(0, 0)). Negative correlation actually reduces the magnitude

of the step. The next step up occurs at 11.5 dB, which is the SINR when just one of the two

interferers is blocked. The magnitude of this jump is equal to the probability that just one

interferer is blocked, and this magnitude decreases with positive correlation. Finally, there

is a step at 15 dB, which corresponds to the case that both interferers are blocked, in which

case the SINR equals the SNR. Notice that when ρ = 1, the two middle steps merge. This is

because when ρ = 1, it is impossible for just one interferer to be blocked, so the curve goes

directly from SINR = 9.5 dB to SINR = 15 dB.

3.4 Blockage Correlation Coefficient

Let’s now consider how to find ρ, the blockage correlation coefficient. From (A.12),

ρ =
pB1,B2(0, 0) − q1q2

h
(3.11)

where pB1,B2(0, 0) is the probability that both X1 and X2 are not blocked. Looking at Fig.

3.1, this can occur when all blockages are outside areas a1 and a2. Taking into account the

overlap v, this probability is

pB1,B2(0, 0) =

(
1 − a1 + a2 − v

A

)K

(3.12)

Fig. 3.3 and Fig. 3.4 show ρ as a function of the angular separation (θ) between X1 and

X2, where θ = | ϕ1−ϕ2 |. As with Fig. 3.2, R1 = R2 = 5, and A = 2π62. In Fig. 3.3, a fixed
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Figure 3.3: The correlation coefficient (ρ) versus the angular separation between X1 and

X2 (θ = | ϕ1 − ϕ2 |) for different values of blockage width (W ). The black dots represent

simulation results. The curves show the exact analytical expression found using the methods

of this chapter.

value of K = 1 is used and W is varied. In Fig. 3.4, W = 3 and the value of K is varied.

In Fig. 3.3, the black dots represents simulation results, which are shown merely to confirm

the validity of the approach.

Both figures show that ρ decreases with increasing θ. This is because the area v gets

smaller as θ increases. As θ approaches π radians, v approaches zero, and the correlation is

minimized. Note that the minimum value is actually less than zero, showing the possibility of

negative correlation. The negative correlation can occur when a1 and a2 are non-overlapping

because if X1 is blocked by m blockages, then there are only K−m blockages left that could

possibly block X2. The figures show that correlation is more dramatic when W is large,

since a single large blockage is likely to simultaneously block both interferers, and when K

is small, which corresponds to the case that there are fewer blockages.

Fig. 3.5 shows the CDF of the SINR for the same network with different values of W

and K. The area A is again a circle with radius 6, R1 = R2 = 5, SNR = 15 dB and

θ = 25◦. The solid blue line shows the SINR distribution found by accurately accounting
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Figure 3.4: The correlation coefficient (ρ) versus the angular separation between X1 and X2

(θ = | ϕ1 − ϕ2 |) for different values of number of blockages (K).

for correlated blocking; i.e., by using the methodology of this section to find ρ. The dashed

red line corresponds to the CDF assuming blocking is independent; i.e., fixing ρ = 0. From

(3.10), the difference between the two curves is equal to ρpq, and thus the difference will

grow if ρ increases and/or p increases, as long as p < 0.5. By comparing Fig. 3.5(a) to

Fig. 3.5(b) or Fig. 3.5(c) to Fig. 3.5(d), the gap between the two CDFs increases as W goes

from 2 to 3. This can be explained by referring to Fig. 3.3, which shows that ρ increases for

sufficiently small θ as W increases. By comparing Fig. 3.5(a) to Fig. 3.5(c) or Fig. 3.5(b) to

Fig. 3.5(d), the gap between the two CDFs increases as K goes from 2 to 5. Although Fig.

3.4 shows that ρ decreases with increasing K at moderate θ, this behavior is offset by the

fact that p increases with K, per (3.3). Thus the gap actually increases with increasing K.

3.5 Antenna Directivity and Spatial Randomness

Thus far, we have assumed that the interferers are in fixed locations and the antennas are

omnidirectional. In practice, the locations of the interferers may themselves be random, and

directional antennas may be used. When the antennas are directional, the received power



38

8 10 12 14 16

SINR threshold (dB)

0

0.2

0.4

0.6

0.8

1
C

D
F

 o
f S

IN
R

(a) K = 2 and W = 2

8 10 12 14 16

SINR threshold (dB)

0

0.2

0.4

0.6

0.8

1

C
D

F
 o

f S
IN

R

(b) K = 2 and W = 3

8 10 12 14 16

SINR threshold (dB)

0

0.2

0.4

0.6

0.8

1

C
D

F
 o

f S
IN

R

(c) K = 5 and W = 2

8 10 12 14 16

SINR threshold (dB)

0

0.2

0.4

0.6

0.8

1

C
D

F
 o

f S
IN

R

(d) K = 5 and W = 3

Figure 3.5: Comparison of CDF of SINR that accounts for correlated blockage (solid blue

line) against independent blockage (dotted red line).

from the ith interferer is

Ωi = gr(ϕi)gt(|ϕi − ψi| − π)R−α
i (3.13)

where gr(.) is the antenna gain of the receiver, gt(.) is the antenna gain of the transmitter

and ψi is the azimuth angle of interferer’s transmit antenna. Here, we assume the antenna

patterns are function of the azimuth angle only. The red solid line in Fig. 3.6 shows an

example antenna pattern for a 4-element planar array [40].

Often, in the mmWave literature, the exact antenna pattern is approximated with a

sectorized model, where the antenna gain is just one of two values corresponding to the
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main lobe and the side lobe. The blue dashed line in Fig. 3.6 shows a sectorized antenna

that approximates the actual antenna pattern [12,13].

The direction ψi that Xi is pointing is generally unknown and may be modeled as a

random variable. Since Ωi is a function of ψi, it is then a random variable, even if Xi is

in a fixed location. For a WPAN, we may assume ψi is uniformly distributed from 0 to 2π

radians; i.e, ψi ∼ U(0, 2π).

Fig. 3.7 shows performance when antenna directivity is taken into account. Two pairs of

curves are shown. The first pair (in red) shows the CDF when the actual antenna pattern of

Fig. 3.6 is used. The second pair (in blue) shows the CDF when the sectorized model of Fig.

3.6 is used as an approximation. For each pair of curves, one curve (with a solid line) shows

the CDF when the blockage correlation is taken into account and the other curve (with the

dashed line) shows the CDF when the blocking is assumed to be independent. The curves

are generated by again assuming that A is a circle of radius 6 and an SNR = 15 dB. There

are K = 5 blockages of width W = 2. The interferers are in fixed locations with R1 = 4,

R2 = 5, and θ = 25◦. We note that there is a significant difference in this case between the

CDFs predicted using the actual antenna model vs. the curves generated using the sectorized

approximation. To a lesser extent, there is a difference for each antenna model between the

curve that accounts for correlation and the one that assumes independent blocking, and the

difference is more pronounced at higher SINR thresholds.

If, in addition, the location of the Xi are random, then each Ωi is a random variable

that depends on both the location and directivity of the interferers. Fig. 3.8 uses the same

parameters that were used in Fig. 3.7 except that now the interferers are randomly placed.

In particular, the two interferers are placed independently and uniformly within the circular

areaA. The CDF is found by averaging over 1000 such placements (i.e., network realizations).

When the locations are random, the difference between the dashed and solid curves begins

to tighten up, implying that the effect of correlation is less important. This is because

when randomly placed, the two interferers are often far apart from one another. However,

correlation is important for certain regions of the plot, particularly at high values of threshold.

Moreover, the difference between the two antenna models is less pronounced, especially at

lower values of SINR threshold.
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Figure 3.6: Actual antenna model (solid red line) versus sectorized antenna model (dashed

blue line).

3.6 Conclusion

In a mmWave WPAN system, the interference may be subject to correlated blocking.

This is true even if the individual blockages are independently placed, since it is possible

for a single blockage to block multiple interferers if the blockage is sufficiently wide and the

interferers sufficiently close. The commonly held assumption of independent blocking leads

to an incorrect characterization of the performance of the system, for instance, when it is

quantified by the distribution of the SINR. By using the methodology in this chapter, the

correlation between two sources of interference may be found and factored into the analysis,

yielding more accurate results.
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Figure 3.7: Comparison of the CDF of SINR for a particular network realization with the

actual antenna pattern (red curves) vs. with a sectorized antenna model (blue curves). Solid

lines account for correlated blocking while dashed lines assume independent blocking.
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Figure 3.8: The CDF of SINR when averaged over 1000 network network realizations. Red

curves use an actual antenna pattern and blue curves use a sectorized antenna model. Solid

lines account for correlated blocking while dashed lines assume independent blocking.
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Chapter 4

Correlated Blocking in

Millimeter-Wave Cellular Networks:

Macrodiversity, Outage, and

Interference

4.1 Introduction

At mmWave frequencies, signals are prone to blocking by objects intersecting the paths

and severely reducing the signal strength, and thus the Signal to Noise Ratio (SNR) [7,

9–11]. For instance, millimeter-wave (mmWave) has emerged in recent years as a viable

candidate for infrastructure-Mbased (i.e., cellular) systems [2, 3, 30, 41, 42]. Communicating

at mmWave frequencies is attractive due to the potential to support high data rates at low

latency [2]. For instance, blocking by walls provides isolation between indoor and outdoor

environments, making it difficult for an outdoor base station to provide coverage indoors [5].

To mitigate the issue of blocking in mmWave cellular networks, macrodiversity has emerged

as a promising solution, where the user attempts to connect to multiple base stations [43].

With macrodiversity, the probability of having at least one line-of-sight (LOS) path to a

base station increases, which can improve the system performance [22,44,45].

An effective methodology to study wireless systems in general, and mmWave systems in
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particular, is to embrace the tools of stochastic geometry to analyze the SNR and interference

in the network [13,14,22,30,46–48]. With stochastic geometry, the locations of base stations

and blockages are assumed to be drawn from an appropriate point process, such as a Poisson

point process (PPP) [49,50]. When blocking is modeled as a random process, the probability

that a link is LOS is an exponentially decaying function of link distance. While many papers

assume that blocking is independent [5, 14, 51], in reality the blocking of multiple paths

may be correlated [46]. The correlation effects are especially important for macrodiverity

networks when base stations are close to each other, or more generally when base stations

have a similar angle to the transmitter. In this case, when one base station is blocked, there

is a significant probability that another base station is also blocked [22,44,45].

Prior work has considered the SINR distribution of mmWave personal networks [12–14].

Such work assumes that the blockages are drawn from a point process (or, more specifi-

cally, that the centers of the blockages are drawn from a point process and each blockage

is characterized by either a constant or random width). Meanwhile, the transmitters are

either in fixed locations or their locations are also drawn from a point process. A universal

assumption in this prior art is that the blocking is independent; i.e., each transmitter is

blocked independently from the other transmitters. As blocking has a major influence on

the distribution of signals, it must be carefully taken into account. Independent blocking

is a crude approximation that fails to accurately capture the true environment, especially

when the base stations, or, alternatively, the user equipments (UEs), are closely spaced in

the angular domain or when there are few sources of blocking. We note that blocking can be

correlated even when the sources of blockage are placed independently according to a point

process.

The issue of blockage correlation was considered in [15,16,52,53], but it was in the con-

text of a localization application where the goal was to ensure that a minimum number

of positioning transmitters were visible by the receiver. As such, this prior work was only

concerned with the number of unblocked transmissions rather than the distribution of the

received aggregate signal (i.e., source or interference power). In [46] correlated blocking

between interferers was considered for wireless personal area network. Recently correla-

tion between base stations was considered in [44, 45] for infrastructure-based networks with
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macrodiversity, but in these references the only performance metric considered is the nth

order LOS probability; i.e., the probability that at least one of the n closest base stations

is LOS. However, a full characterization of performance requires other important perfor-

mance metrics, including the distributions of the SNR and, when there is interference, the

Signal to Interference and Noise Ratio (SINR) [54]. Alternatively, the performance can be

characterized by the coverage probability, which is the complimentary cumulative distribu-

tion function of the SNR or SINR, or the rate distribution, which can be found by using

information theory to link the SNR or SINR to the achievable rate.

In this chapter, we propose a novel approach for fully characterizing the performance of

macrodiversity in the presence of correlated blocking. While, like [44, 45], we are able to

characterize the spatially averaged LOS probability (i.e., the LOS probability averaged over

many network realizations), our analysis shows the distribution of the LOS probability, which

is the fraction of network realizations that can guarantee a threshold LOS probability rather

than its mere spatial average. Moreover, we are able to similarly capture the distributions

of the SNR and SINR and validate our framework by comparing the analysis to a real data

building model. Furthermore we extended the study to more general case of an arbitrary

macrodiversity order, and identified the minimum macrodiversity order required to achieve

desired performance in the presence of interference.

We assume that the centers of the blockages are placed according to a PPP. We first

analyze the distributions of LOS probability for first- and second-order macrodiversity. We

then consider the distribution of SNR and SINR for the cellular uplink with both selection

combining and diversity combining. The signal model is such that blocked signals are com-

pletely attenuated, while LOS, i.e., non-blocked, signals are subject to an exponential path

loss and additive white Gaussian noise (AWGN). Though it complicates the exposition and

notation, the methodology can be extended to more elaborate models, such as one wherein

all signals are subject to fading and non-LOS (NLOS) signals are partially attenuated (see,

e.g., [14]).

The remainder of the chapter is organized as follows. We begin by providing the system

model in Section 4.2, wherein there are base stations and blockages, each drawn from a

PPP. In Section 4.3 we provide an analysis of the LOS probability under correlated blocking
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and derive the blockage correlation coefficient using arguments based on the geometry and

the properties of the blockage point process; i.e., by using stochastic geometry. Section 4.4

provides a framework of the distribution of SNR, where the results depend on the blockage

correlation coefficient. In Section 4.5, we validate our framework by comparing the analysis

to a real data model. Then in Section 4.6, interference is considered and the SINR distri-

bution is formalized. Finally, Section 4.7 concludes the chapter, suggesting extensions and

generalizations of the work.

4.2 System Model

4.2.1 Network Topology

Consider a mmWave cellular network consisting of base stations, blockages, and a source

transmitter, which is a UE. The UE attempts to connect to the N closest base stations, and

therefore operates in a N th order macrodiversity mode. The locations of the base stations

are modeled as an infinite homogeneous PPP with density λbs. We assume the centers of the

blockages also form a homogeneous PPP with density λbl, independent from the base station

process. Let Y0 indicate the source transmitter and its location. Due to the stationarity of

the PPPs, and without loss of generality, we can assume the coordinates are chosen such

that the source transmitter is located at the origin; i.e., Y0 = 0. In Section 4.6, we will

consider additional transmitters located in neighboring cells, which act as interferers.

Let Xi for i ∈ Z+ denote the base stations and their locations. Let Ri = |Xi| be the

distance from Y0 to Xi. Base stations are ordered according to their distances to Y0 such

that R1 ≤ R2 ≤ .... The signal of the source transmitter is received at the closest N base

stations, and hence, N is the number of Xi connected to Y0. For a PPP, a derivation of the

distribution of R1, ..., RN is given in Appendix B, which implies a methodology for generating

these distances within a simulation.

Fig. 4.1 shows an example of second-order macrodiversity (N = 2) cellular network where

the user attempts to connect to its closest two base stations. The solid line indicates the link

from the user to the base station is LOS, while the dashed line indicates the link is NLOS.
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(a) One base station is blocked. (b) Closest two base stations are blocked.

Figure 4.1: Example network topology with two different blockage scenarios. The source

transmitter is the mobile device shown in the central cell. Its signal is transmitted to its

closest two base stations. The solid line indicates the link is LOS, while the dashed line

indicates the link is NLOS.

The figure shows examples of two different blockage scenarios. In Fig. 4.1(a) the closest base

station (X1) is LOS while X2 is NLOS to the user, in which case the blockage only blocks a

single link. In Fig. 4.1(b) a single blockage blocks both links to X1 and X2. The fact that

sometimes a single blockage can block both links is an illustration of the effect of correlated

blocking.

4.2.2 Blockage Model

As in [46], each blockage is a segment of length W . To capture the worst-case scenario, as

shown in Fig. 4.2(a), it is assumed that the line representing the blockage is perpendicular to

the line that connects it to the transmitter. Although W can itself be random as in [44], we

assume here that all blockages have the same value of W . In Fig. 4.2(a), the red stars indicate

the blocked base stations, which are located in the blue shaded region. If a blockage cuts the

path from Y0 to Xi, then the signal from Y0 is NLOS, while otherwise it is LOS. Here, we

assume that NLOS signals are completely blocked while LOS signals experience exponential
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Figure 4.2: Illustration of the blockage model. (a) Network example consisting of base

stations indicated by the stars and blockages indicated by blue lines surrounding the trans-

mitter, which is indicated by the black circle. The blockages are modeled as a line of length

W facing the transmitter; (b) Equivalent blockage regions. a1 and a2 are the blockage areas,

and v is the overlapping area.

path-loss with a path-loss exponent α; i.e., the power received by Xi is proportional to R−α
i .

Each base station has a blockage region associated with it, illustrated by the blue shaded

rectangles shown in Fig. 4.2(b). We use ai to denote the blockage region associated with Xi

and its area; i.e., ai is both a region and an area. If the center of a blockage falls within

ai, then Xi will be blocked since at least some part of the blockage will intersect the path

between Xi and Y0. Because ai is a rectangle of length Ri and width W , it is clear that

ai = WRi. Unless X1 and X2 are exactly on opposite sides of the region, there will be an

overlapping region v common to both a1 and a2. Because of the overlap, it is possible for a

single blockage to simultaneously block both X1 and X2 if the blockage falls within region

v, which corresponds to correlated blocking.
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4.3 LOS Probability Analysis under Correlated Block-

ing

In this section, we analyze the LOS probability, which is denoted pLOS, and the impact

of blockage correlation. Our focus is on second-order macrodiversity, where the signal of

the source transmitter Y0 is received at the two closest base stations X1 and X2. The LOS

probability is the probability that at least one Xi is LOS to the transmitter. Because the

base stations are randomly located, the value of pLOS will vary from one network realization

to the next, or equivalently by a change of coordinates, from one source transmitter location

to the next. Hence pLOS is itself a random variable and must be described by a distribution.

To determine pLOS and its distribution, we first need to define the variable Bi which indicates

that the path between Y0 and Xi is blocked. Let pB1,B2(b1, b2) be the joint probability mass

function (pmf) of {B1, B2}. Let pi denote the probability that Bi = 1, which indicates the

link from Y0 to Xi is NLOS. Furthermore, let qi = 1 − pi, which is the probability that

the link is LOS, and ρ denote the correlation coefficient between B1 and B2. As shown in

Appendix A, the joint pmf of {B1, B2} as a function of ρ found to be

pB1,B2(b1, b2) =



q1q2 + ρh for b1 = 0, b2 = 0

q1p2 − ρh for b1 = 0, b2 = 1

p1q2 − ρh for b1 = 1, b2 = 0

p1p2 + ρh for b1 = 1, b2 = 1

(4.1)

where h =
√
p1p2q1q2.

For a two-dimensional homogeneous PPP with density λ, the number of points within

an area a is Poisson with mean λa [55]. From the probability mass function of a Poisson

variable, the probability of k points within the area is given by [55]

pK(k) =
(λa)k

k!
e−λa (4.2)

The event that the path to Xi is not blocked (LOS) by an object falling in area ai can be

obtained by the void probability of PPP, which is the probability that there are no blockages

located in ai, or equivalently, the probability that k = 0. Thus, qi, which is equal to the void
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probability, is given by substituting k = 0 into (4.2) with λ = λbl and a = ai, which results

in

qi = exp(−λblai) (4.3)

For first-order macrodiversity (N = 1), the LOS probability is given by q1. Conversely,

Xi will be NLOS when at least one blockage lands in ai and this occurs with probability

pi = 1 − qi given by

pi = 1 − exp(−λblai) (4.4)

For second-order macrodiversity (N=2), there will be a LOS signal as long as both paths

are not blocked. This corresponds to the case that B1 and B2 are both not equal to unity.

When blocking is not correlated, the corresponding LOS probability is 1 − p1p2. Correlated

blocking may be taken into account by using (4.1) and noting that the LOS probability is

the probability that B1 and B2 are not both equal to one, which is given by

pLOS = 1 − pB1,B2(1, 1) = 1 − p1p2 − ρh (4.5)

The blockage correlation coefficient ρ can be found from (4.1),

ρ =
pB1,B2(0, 0) − q1q2

h
(4.6)

where pB1,B2(0, 0) is the probability that both X1 and X2 are LOS. Looking at Fig. 4.2(b),

this can occur when there are no blockages inside a1 and a2. Taking into account the overlap

v, this probability is the void probability for area (a1 + a2 − v), which is given by

pB1,B2(0, 0) = e−λbl(a1+a2−v) (4.7)

Details on how to compute the overlapping area v are provided in [46]. Substituting (4.7)

into (4.6) into (4.5) and using the definitions of pi and qi, yields

pLOS = e−λbla1 + e−λbla2 − e−λbl(a1+a2−v) (4.8)

Let θ be the angular separation betweenX1 andX2. The relationship between the angular

separation θ and the correlation coefficient ρ is illustrated in Fig. 4.3 using an example. In
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Figure 4.3: The correlation coefficient (ρ) versus the angular separation (θ) between X1 and

X2.

the example, the distances from the source transmitter to the two base stations are fixed at

R1 = 1.2 and R2 = 1.5 and the base station density is λbs = 0.3. In Fig. 4.3(a), we fixed the

blockage density at λbl = 0.6, and the blockage width W is varied. In Fig. 4.3(b), W = 0.5

and the value of λbl is varied. Both figures show that ρ decreases with increasing θ. This is

because the area v gets smaller as θ increases. As θ approaches 180 degrees, v approaches

zero, and the correlation is minimized. The figures show that correlation is more dramatic

when W is large, since a single large blockage is likely to simultaneously block both base

stations, and when λbl is small, which corresponds to the case that there are fewer blockages.

Fig. 4.4 shows the empirical cumulative distribution function (CDF) of pLOS over 1000

network realizations for first- and second-order macrodiversity, both with and without con-

sidering blockage correlation. The distributions are computed by fixing the value of W = 0.8

and using two different values of the average number of blockages per base station (λbl/λbs).

The CDF of pLOS quantifies the likelihood that the pLOS is below some value. The figure

shows the probability that pLOS is below some value increases significantly when the number

of blockages per base station is high. The effect of correlated blocking is more pronounced

when there are fewer blockages per base station. The macrodiversity gain is the improvement

in performance for N = 2 as compared to N = 1, in the figure the macrodiversity gain is

higher when the number of blockages per base station is lower even though the amount of
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Figure 4.4: The empirical CDF of pLOS over 1000 network realizations when N = 1, 2, with

and without considering blockage correlation at fixed blockage width W = 0.8.
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Figure 4.5: The variation of the spatially averaged pLOS over 1000 network realizations

with respect to blockage density λbl when N = 1, 2, with and without considering blockage

correlation at fixed base station density λbs = 0.3.



52

reduction in gain due to correlation is higher when λbl/λbs is lower.

Fig. 4.5 shows the variation of pLOS when averaged over 1000 network realizations. In

this figure, 1000 pLOS values is found for different 1000 network realization, then the averaged

pLOS is calculated for different values of blockage density λbl. The derivation of the distances

for each network realization can be found in Appendix B. The plot shows average pLOS as

a function of λbl while keeping base station density λbs fixed at 0.3. The spatially averaged

pLOS is computed for two different values of blockage width W . Compared to the case

of no diversity (when N = 1), the second-order macrodiversity can significantly increase

pLOS. However, pLOS decreases when blockage size or blockage density is higher. Moreover,

correlated blocking reduces the pLOS compared to independent blocking, and larger blockages

increase the correlation, since a single large blockage is likely to simultaneously block both

base stations. Comparing the two pairs of correlated/uncorrelated blocking curves, the

correlation is more dramatic when λbl is low, since at low λbl both base stations are typically

blocked by the same blockage (located in area v).

4.4 SNR Distribution

In this section, we consider the distribution of the SNR. Macrodiversity can be achieved

by using either diversity combining, where the signals from the multiple base stations are

maximum ratio combined, or selection combining, where only the signal with the strongest

SNR is used. For nth-order macrodiversity, the SNR with diversity combining is [56]

SNR = SNR0

n∑
i=1

(1 −Bi)Ωi︸ ︷︷ ︸
Z

(4.9)

where Ωi = R−α
i is the power gain between the source transmitter Y0 to the ith base station

and SNR0 is the SNR of an unblocked reference link of unit distance. Bi is used to indicate

that the path between Y0 and Xi is blocked, and thus when Bi = 1, Ωi does not factor into

the SNR.

The CDF of SNR, FSNR(β), quantifies the likelihood that the combined SNR at the

closest n base stations is below some threshold β. If β is interpreted as the minimum
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acceptable SNR required to achieve reliable communications, then FSNR(β) is the outage

probability of the system Po(β) = FSNR(β). The coverage probability is the complimentary

CDF, Pc(β) = 1 − FSNR(β) and is the likelihood that the SNR is sufficiently high to provide

coverage. The rate distribution can be found by linking the threshold β to the transmission

rate, for instance by using the appropriate expression for channel capacity.

The CDF of SNR evaluated at threshold β is as follows:

FSNR(β) = P [SNR ≤ β] = P

[
Z ≤ β

SNR0

]
= FZ

(
β

SNR0

)
. (4.10)

The discrete variable Z represents the sum of the unblocked signals. To find the CDF of

Z we need to find the probability of each value of Z, which is found as follows for second-

order macrodiversity. The probability that Z = 0 can be found by noting that Z = 0 when

both X1 and X2 are blocked. From (4.1), this is

pZ(0) = pB1,B2(1, 1) = p1p2 + ρh. (4.11)

The probability that Z = Ωi, i ∈ {1, 2} can be found by noting that Z = Ωi when only Xi

is LOS. From (4.1), this is

pZ(Ω1) = pB1,B2(0, 1) = q1p2 − ρh. (4.12)

pZ(Ω2) = pB1,B2(1, 0) = p1q2 − ρh. (4.13)

Finally, by noting that Z = Ω1 + Ω2 when both X1 and X2 are LOS leads to

pZ(Ω1 + Ω2) = pB1,B2(0, 0) = q1q2 + ρh. (4.14)

From (4.11) to (4.14), the CDF of Z is found to be:

FZ(z)=



0 for z < 0

p1p2 + ρh for 0 ≤ z < Ω2

p1 for Ω2 ≤ z < Ω1

p1 + q1p2 − ρh for Ω1 ≤ z < Ω1 + Ω2

1 for z ≥ Ω1 + Ω2.

(4.15)
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Figure 4.6: The CDF of the SNR FSINR(β) using diversity combining for fixed location of X1

and X2 for different values of ρ. The dashed red line shows the CDF when ρ = 0, and the

solid blue lines correspond to positive values of ρ in increments of 0.1.

Next, in the case of selection combining, the SNR is [56]

SNR = SNR0 max

[
(1 −B1)Ω1, (1 −B2)Ω2, . . . , (1 −Bn)Ωn

]
︸ ︷︷ ︸

Z

(4.16)

and its CDF, from (4.11) to (4.13) is found for second-order macrodiversity to be:

FZ (z) =



0 for z < 0

p1p2 + ρh for 0 ≤ z < Ω2

p1 for Ω2 ≤ z < Ω1

1 for z ≥ Ω1.

(4.17)

Fig. 4.6 is an example showing the effect that the value of the correlation coefficient ρ has

upon the CDF of SNR. The curves were computed by placing the base stations at distances

R1 = 2 and R2 = 5, and fixing the values of α = 2 and SNR0 = 15 dB. The values of qi

and pi were computed using (4.3) and (4.4) respectively, by assuming W = 0.6, λbl = 0.3.

The CDF is found assuming values of ρ between ρ = 0 to ρ = 0.8 in increments of 0.1; the
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Figure 4.7: The distribution of SNR over 1000 network realizations when N = 1, 2 using

diversity combining, with and without considering blockage correlation at fixed values of

blockage density λbl = 0.6 and base station density λbs = 0.3.

value of ρ can be adjusted by varying the angle θ between the two base stations. The dashed

red line represents the case that ρ = 0, corresponding to uncorrelated blocking. The solid

blue lines correspond to positive values of ρ in increments of 0.1, where the thinnest line

corresponds to ρ = 0.1 and the thickest line corresponds to ρ = 0.8.

Fig. 4.6 shows a first step up at 9.7 dB, and the increment of the step is equal to the

probability that both base stations are NLOS. The magnitude of the step gets larger as the

blocking is more correlated, because correlation increases the chance that both base stations

are NLOS (i.e., pB1,B2(1, 1)). The next step up occurs at 12.7 dB, which is the SNR when

just one of the two closest base stations is blocked, which in this case is the closest base

station X1. The next step at 14.5 dB represents the case when only X2 is blocked, The

magnitude of the two jumps is equal to the probability that only the corresponding one base

station is LOS, and this magnitude decreases with positive correlation, because if one base

station is LOS the other one is NLOS. Finally, there is a step at 15.2 dB, which corresponds

to the case that both base stations are LOS. Notice that when ρ = 0.8, the two middle steps

merge. This is because for such a high value of, it is impossible for just one base station to
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Figure 4.8: The SNR outage probability at threshold β = 10 dB with respect to λbl when

N = 1, 2, with and without considering blockage correlation at fixed values of blockage

density λbs = 0.3 and blockage width W = 0.8.

be blocked, and most likely that both base stations are blocked, so the curve goes directly

from SNR = 9.7 dB to SNR = 15.2 dB.

Fig. 4.7 shows the CDF of SNR over 1000 network realizations for diversity combining

and two different values of W when λbs = 0.4 and λbl = 0.6. In addition, SNR0 and the

path loss α are fixed at 15 dB and 3 respectively for the remaining figures in this chapter.

It can be observed that the CDF increases when blockage size is larger. Compared to the

case when N = 1, the use of second-order macrodiversity decreases the SNR distribution.

When compared to uncorrelated blocking, correlation decreases the gain of macrodiversity

for certain regions of the plot, particularly at low values of SNR threshold, corresponding

to the case when both base stations are blocked. Similar to pLOS, the correlation increases

with blockage size. However, the macrodiversity gain is slightly higher when blockage width

W is smaller.

Fig. 4.8 shows the effect of combining scheme and λbl on SNR outage probability at

threshold β = 10 dB. As shown in the figure, the outage probability increases when λbl

increases in all of the given scenarios. When λbl = 0, first- and second-order selection
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combining perform identically. This is because X1 is never blocked. However, as λbl increases,

the gain of both selection combining and diversity combining increase. At high λbl the

combining scheme is less important, in which case the paths to X1 and X2 are always

blocked regardless of the chosen combining scheme. The reduction in gain due to correlation

is slightly higher when using selection combining. From Equation (4.17) this is because the

step when both base stations are blocked is wider compared to diversity combining case.

4.5 Validation with Real Data

To validate our framework, we consider a region of West Virginia University campus as

shown in Fig. 4.9 with base stations locations drawn from a PPP and a randomly placed

user. The exterior walls of the buildings highlighted in red color are considered to be the

blockages. The equivalent parameters for the statistical analysis introduced by this chapter

are obtained by calculating the number of buildings, the area of each building, and the total

area of the region. The average blockage width (W) is found from the areas of the individual

buildings (Ai), such that the width of each blockage Wi = 2
√
Ai/π, while the blockage

density is found as the the number of buildings divided by the total region area.

Fig. 4.10 shows the empirical CDF of SNR over 1000 network realizations computed

using our statistical analysis and computed using the actual data. The total region area is

found to be 335720 m2, the number of buildings is 49, the average building width is W = 33

m , λbl is the ratio of number of buildings to the total area, and λbs = 3λbl. We limited

the environment to be outdoor by allowing the base stations and user to only be located

outside buildings. It can be observed that the analysis approximates the performance in the

real scenario very well. Compared to the curves representing the analysis when N = 2, it is

clear that the real data model when N = 2 is closer to the case when considering correlated

blocking compared to the case assuming independent blocking. This is because one building

can simultaneously block more than one base station. In the actual region, the blockages

have different sizes and orientations, this is in contrast with our model, which assumes a

constant blockage size and orientation. Due to these differences, there is a small different

between the statistical model and the real data based model as shown in the figure.
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Figure 4.9: Map of WVU downtown campus. The red-highlighted buildings are the block-

ages, and the base stations and user are randomly placed over the region.
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Figure 4.10: The distribution of SNR over 1000 network realizations when N = 1, 2 using

diversity combining, plotted using the real data model and the analytical model.
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4.6 SINR Outage Analysis

Thus far, we have not assumed any interfering transmitters in the system. In practice, the

received signal is also affected by the sum interference. The goal of this section is to formulate

the CDF of SINR for second-order macrodiversity. SINR for first-order macrodeiversity along

with blockage correlation between interferers has been considered in [22]. In this section,

we assume each neighboring cell has a single interfering mobile, which is located uniformly

within a disk of radius r around the base station. Assuming a perfect packing of cells,

r = (λbsπ)−1/2, which is the average cell radius. We explicitly consider the interference from

the M closest neighboring cells. The interference from more distant cells is considered to be

part of the thermal noise. Let Yj for j = 1, 2, ..,M indicate the interfering transmitters and

their locations. Recall that j = 0 indicates the source transmitter Y0. The distance from the

jth transmitter to the ith base station is denoted by Ri,j.

To calculate SINR and its distribution, we first define a matrix B which indicates the

blocking state of the paths from Yj for j = 0, 2, ..,M to Xi for i = 1, 2. B is a Bernoulli

Matrix of size 2 by (M + 1) elements. Each column in B contain elements B1,j and B2,j

which indicate the blocking states of the paths from Yj to X1 and X2 respectively; i.e,

the first column in B contains the pair of Bernoulli random variables B1,0 and B2,0 that

indicates the blocking state of the paths from Y0 to Xi for i = 1, 2. There are (M + 1)

pairs of Bernoulli random variables, and each pair is correlated with correlation coefficient

ρj. Because the 2(M + 1) elements of B are binary, there are 22(M+1) possible combinations

of B. However, it is possible for different realizations of B to correspond to the same value

of SINR. For example, when X1 and X2 are both blocked from Y0, the SINR will be the

same value regardless of the blocking states of the interfering transmitters. Define B(n)

for n = 1, 2, ..., 22(M+1) to be the nth such combination of B. Similar to Section 4.3, let

pB1,j ,B2,j
(b

(n)
1,j , b

(n)
2,j ) be the joint probability of B1,j and B2,j which are the elements of the jth

column of B(n). The probability of B(n) is given by

P (B(n)) =
M∏
j=0

pB1,j ,B2,j
(b

(n)
1,j , b

(n)
2,j ) (4.18)
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The SINR of a given realization B(n) at base station Xi is given by

SINR
(n)
i =

(1 −B
(n)
i,0 )Ωi,0

SNR−1
0 +

M∑
j=1

(1 −B
(n)
i,j )Ωi,j

(4.19)

where Ωi,j = R−α
i,j is the path gain from the jth transmitter at the ith base station. The SINR

of the combined signal considering selective combining is expressed as

SINR(n) = max
(
SINR

(n)
1 , SINR

(n)
2

)
(4.20)

When considering diversity combining (4.20) changes to

SINR(n) ≤ SINR
(n)
1 + SINR

(n)
2 (4.21)

As described in [57], correlated interference tends to make the combined SINR less than

the sum of the individual SINRs. The bound in (4.21) is satisfied with equality when the

interference is independent at the two base stations.

To generalize the formula for any realization, there is a particular SINR(n) associated with

each B(n). However, as referenced above, multiple realizations of B(n) may result in the same

SINR. Let SINR(k) be the kth realization of SINR. Its probability is

P
(
SINR(k)

)
=

∑
n:SINR=SINR(k)

P
(
B(n)

)
(4.22)

Fig. 4.11 shows the distributions of SINR for M = 5 and M = 0 (which is SNR) at

fixed values of λbs = 0.3, λbl = 0.6, and W = 0.6. The distributions are computed for first-

and second-order macrodiversity. It can be observed that macrodiversity gain is reduced

when interference is considered. This is because of the increase in sum interference due to

macrodiversity, which implies that pLOS alone as in [44] may not be sufficient to predict the

performance of the system especially when there are many interfering transmitters. Study

of higher order macrodiversity to identify the minimum order of macrodiversity to achieve a

desired level of performance in the presence of interference is left for future work.

Fig. 4.12 shows the variation of SINR outage probability with respect to the number

of interfering transmitters M . The curves are computed for low and high values of λbl,
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Figure 4.11: The distribution of SINR over 1000 network realizations using diversity combin-

ing for different values of number of interfering transmitters. The curves are computed when

N = 1, 2, with and without considering blockage correlation, at fixed values of λbs = 0.3,

λbl = 0.6, and W = 0.6.

while keeping λbs and W fixed at 0.8 and 0.6 respectively. It can be seen that the outage

probability increases when M increases. Due to the fact that interference tends to also be

blocked, unlike SNR and pLOS, increasing the λbl decreases the outage probability. Similar

to Fig. 4.11, the macrodiversity gain decreases significantly when M increases. It can be

seen that N = 2 curves reaches the case when N = 1 for M = 6. Compared to uncorrelated

blocking, the curves considering correlated blocking matches the uncorrelated cases for high

value of M , since the interfering transmitters are placed farther than source transmitter and

their overlapping area is less dominant.

Fig. 4.13 shows the variation of the outage probability with respect to the order of

macrodiversity. The curves are computed for M = 1, M = 3, and M = 10. The results

shows that as the macrodiversity order the outage decrease and as the number of interfering

transmitters increases the outage decrease. However, the results also show that the amount

of decrease in the outage is getting smaller as M increases. For example when M = 1

the outage decrease faster than when M = 10 and when N = 1 the gab between M = 1
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Figure 4.12: The outage probability of SINR at threshold β = 15 dB versus the number

of interfering transmitters (M), when N = 1, 2, with and without considering blockage

correlation, at fixed values of λbs = 0.8 and W = 0.6.

and M = 10 is very small, but when increasing N to 6 the gab gets much larger. From

this results we can identify the minimum macrodiversity order required to achieve desired

macrodiversity gain that minimizes the outage in the presence of interference.

4.7 Conclusion

We have proposed a framework to analyze the second-order macrodiversity gain for

mmWave cellular system in the presence of correlated blocking. Correlation is an important

consideration for macrodiversity because a single blockage can block multiple base stations,

especially if the blockage is sufficiently large and the base stations sufficiently close. The

assumption of independent blocking leads to an incorrect evaluation of macrodiversity gain

of the system. By using the methodology in this chapter, the correlation between two base

stations is found and factored into the analysis. The chapter considered the distributions

of LOS probability, SNR, and, when there is interference, the SINR. The framework was

confirmed by comparing the analysis to a real data model. We show that correlated blocking
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Figure 4.13: The outage probability of SINR at threshold β = 10 dB versus the macrodiveristy

order (N), when M = 1, 3, 10, at fixed values of λbs = 0.8 and W = 0.6.

decreases the macrodiversity gain. We also study the impact of blockage size and blockage

density. We show that blockage can be both a blessing and a curse. On the one hand,

the signal from the source transmitter could be blocked, and on the other hand, interfering

signals tend to also be blocked, which leads to a completely different effect on macrodiversity

gains.
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Chapter 5

Optimization of a Millimeter-Wave

UAV-to-Ground Network in Urban

Deployments

5.1 Introduction

Networks based on Unmanned Aerial Vehicles (UAVs) can provide instant infrastruc-

ture for services such as surveillance, broadband access, networked control, and automa-

tion [17, 18, 20, 21]. For such networks, the use of millimeter-wave (mmWave) frequencies is

an attractive option thanks to the high available bandwidth coupled with spatial isolation

due to beamforming [2, 19]. In urban areas, among the most challenging of environments,

buildings pose a major source of blockage to the line-of-sight (LoS) propagation path [7,23].

While reflections are possible at mmWave, the desire for consistent and reliable connectivity

places a strong preference on the existence of an unblocked LoS path.

In this chapter, we consider the performance and optimization of a network of randomly

deployed UAVs in a typical urban environment. The analysis leverages tools from stochastic

geometry to model both the network realization (i.e., the UAV locations) and the city envi-

ronment (i.e., the heights and locations of buildings). The key performance metric developed

here is the connectivity probability, which characterizes the likelihood that a typical user of

the network (assumed to be a vehicle located on a city street) is able to connect to a LoS
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UAV within some maximum communication range.

Stochastic geometry has previously been used to study the LoS probability in two-

dimensional mmWave networks [13,14,22,30,46], where the locations of blockages are drawn

from an appropriate random process. Those works are not directed towards urban environ-

ments and do not account for the grid-like arrangements of city streets or the variable heights

of buildings, not all of which will be tall enough to block the LoS. The grid-like pattern of city

streets is considered in [58], which uses a Manhattan Poisson Line Process (MPLP) to model

patterns of perpendicular streets. Building upon that work, [59] also uses a MPLP to model

the grid of streets, but it additionally accounts for random building heights. The analysis

of [59] derives the LoS probability to a single UAV as well as its spatial average (called the

area LoS probability) when the UAV is uniformly distributed at fixed height within a circular

cell.

Similar to [58, 59], this work uses a MPLP to account for the randomness of the city

streets, and hence the random locations of buildings contained within blocks. Like [59],

the random heights of buildings are considered, but unlike [59], the work in this chapter is

not limited to a single UAV. Hence, a main technical contribution of this chapter is that

it extends the results in [59] to the case of a network of multiple UAVs that are randomly

scattered within the operational area. This extension allows for two key applications: (1)

Quantification of the tradeoff between the UAV density (average number of UAVs per km2)

and the network performance, which identifies the minimum number of UAVs required to

cover an area at a desired performance level, and (2) Identification of the optimal UAV

height for a given deployment scenario (city type) [60].

After introducing the system model in Section II, the chapter provides an analysis in

Section III. The analysis begins by defining the connectivity probability, first considering

the probability when it is conditioned on the placement of the UAVs, then removing the

conditioning to reveal the distribution of the connectivity; i.e., the probability that a network

realization has a connectivity probability that is less than a threshold. By defining the

outage probability to be the connectivity distribution evaluated at the minimum acceptable

connectivity probability, we are able to characterize the tradeoff between the density of UAV

and outage probability. Finally, for a given UAV density and type of city (e.g., urban,
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Figure 5.1: Example of 3D Urban aerial network consisting of UAVs, user vehicles, and

buildings. Green solid lines indicate LoS links while red dashed lines indicate non-LoS. A

shadow is shown directly below each UAV to identify its projection onto the ground plane.

Street widths are exaggerated relative to building widths.

dense urban, suburban), we are able to optimize the UAV height by finding the value that

minimizes the outage probability. Numerical results are provided in Section IV, and the

chapter concludes with Section V.

5.2 System Model

As illustrated in Fig. 5.1, the network consists of UAVs in the air, users on the ground

(typically located in vehicles), and blocks of buildings that serve as potential sources of

blocking. The figure shows two UAVs and two user vehicles. A shadow is shown directly

below each UAV to identify its projection onto the building or street below it. Each UAV is

LOS to one of the UAVs, but its signal to the other UAV is blocked by a building.

Information communicated between the ground user and the UAVs is either backhauled

to some central gateway when the destination is external to the network, or it is routed in

the air to another UAV when the destination is internal to it. Backhauling and routing are

outside the scope of this chapter, but rather we focus exclusively on the UAV-to-ground link.

The city is laid out as a grid with streets either going in the east-west direction (X-

axis) or the north-south direction (Y-axis). The locations of the streets are drawn from a

MPLP, which is a pair of independent one-dimensional Poisson point processes (PPPs) of
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density λs, one for each dimension along the ground plane. In each dimension, the interval

between neighboring points corresponds to the width of one street and the length of one

building block. The mean street width is µs and the mean block length is µb. Accordingly,

λs = 1/(µs + µb). It is assumed that each block contains at least one building, and if there

are multiple buildings, they are all the same height. The height of a block is represented by

the random variable HB with cumulative distribution function FHB
(h) and mean µH . For

ease of exposition, we assume that HB is uniformly distributed between a minimum height

Hmin and a maximum height Hmax, but other distributions such as exponential or Rayleigh

can be considered (see [59]).

Let Y denote a reference user and its location. Without loss of generality, assume that

the user is located at the origin; i.e., Y = 0. The user is in a vehicle with an antenna of

height hV and located either on a north-south street of width wv, on an east-west street of

width wh, or at an intersection, in which case it is simultaneously on a north-south street

and an east-west street. Accordingly, we consider two distinct cases: (1) The vehicle is at

an intersection, or (2) The vehicle is not at an intersection. Note that under this model, the

reference station is at a fixed location while the topology of the city (location of streets and

heights of buildings) changes for each realization of the underlying random model. Clearly,

this is not literally how a city behaves – the buildings and streets are in known locations

and do not change frequently. However, for a large city with a homogeneous distribution

of streets and buildings, this is equivalent to randomly dropping the station at a different

location within the city during each realization of the model. Thus, this is an effective model

for a moving or randomly placed user and enables a good characterization of the city as a

whole.

We assume that the UAVs are randomly deployed and model their locations with a two-

dimensional homogeneous PPP with density λUAV. The UAVs are all at a constant height

(or altitude) hUAV. As illustrated in Fig. 5.2, let Xi for i ∈ Z+ denote the UAVs and their

locations as projected onto the ground plane. Let di = |Xi| be the distance from Y to Xi.

As shown in Fig. 5.2, di is the distance from the user’s vehicle to the projection of the UAV

onto the ground (henceforth called the “2D distance”), while ri is the distance from the

vehicle’s antenna to the UAV (the “3D distance”). The azimuth angle of departure of the
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Figure 5.2: Coordinates associated with the ith UAV, including its location Xi as projected

onto the ground, the 2D distance di from the vehicle to the projection, the azimuth angle ϕi

relative to the positive X axis, the height of UAV hUAV, the height of the vehicle antenna

hV, and the 3D distance ri.

UAV-vehicle path is denoted by ϕi, which is uniform over (0, 2π) since the UAVs are drawn

from a homogenous PPP. The UAVs are indexed according to their distances to Y such that

d1 ≤ d2 ≤ ....

The user may connect to any unblocked UAV that is within a maximum 3D transmis-

sion range rmax. The maximum range rmax accounts for physical-layer parameters including

the transmit power, antenna gains, noise floor, fading margin, atmospheric effects, and

transmission technology. To account for the UAVs being above the ground plane, the max-

imum 3D transmission range must be projected onto a maximum 2D transmission range

dmax =
√
r2max − (hUAV − hV)2. The user is considered to be connected if it has a LOS path

to any UAV whose ground projection Xi is within the disk of radius dmax. Because the UAVs

are drawn from a PPP, it follows that the number N of UAVs within this disk is Poisson

with mean λUAVπd
2
max. The set of all UAVs within this disk forms a set of prospective UAVs

with which the user may communicate. Denote this set by X ; i.e., X = {X1, X2, ..., XN}.
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5.3 LoS Distribution and Outage Probability

The connectivity probability pc is the probability that at least one UAV within the max-

imum transmission range has an unblocked LoS to the user. The connectivity probability

depends on whether the user’s vehicle is at an intersection or outside an intersection. Ini-

tially, assume that it is at an intersection (the alternative case will be considered later). The

connectivity probability also depends on the UAV locations X as well as the realization of the

city environment (i.e., the MPLP governing the street locations and the building heights).

First, assume the UAVs locations X are fixed (this conditioning will be removed later). The

corresponding conditional connectivity probability is denoted by pc(X ).

In an urban environment, there is likely to be at least some correlation in the blockage

events, since a large building could potentially block many UAVs. However, for an initial

analysis, we assume here that the UAVs are independently blocked. Extension of this analysis

to correlated blocking is left for future study as we discuss in the Conclusion. Under the

assumption of independent blocking and noting that the vehicle is unable to connect only

when all UAVs within the maximum range are blocked (i.e., non-LoS), the conditional

probability of coverage can be found as

pc(X ) = 1 −
N∏
i=1

(1 − pLoS (Xi)) (5.1)

where pLoS(Xi) is the probability that the path between Y and Xi is LoS.

As in [59], the value of pLoS(Xi) may be found by noting that (1) The intersection con-

taining the vehicle is at a known location (the origin), and hence the pair of perpendicular

streets flowing through that intersection are at deterministic locations, and (2) The other

streets are drawn from the MPLP, which comprises two independent PPPs, and hence the

north-south and east-west streets are independent. These properties allow pLoS(Xi) to be

decomposed as

pLoS(Xi) = p
(0)
LoS(Xi) p

(x)
LoS(Xi) p

(y)
LoS(Xi) (5.2)

where p
(0)
LoS(Xi) is the probability that the link is not blocked by the building closest to the

vehicle, which is at a deterministic location and on the same street as the vehicle, p
(x)
LoS(Xi)
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is the probability that it is not blocked by a building side that is perpendicular to the X-axis

(governed by the first PPP), and p
(y)
LoS(Xi) is the probability that it is not blocked by a side

that is perpendicular to the Y-axis (governed by the second PPP).

Finding the first factor in (5.2) requires identifying a critical height h
(0)
i for the building.

If the building neighboring the intersection is taller than this height, then Xi will be blocked

by it. From the geometry of Fig. 5.2 (see also [59]), this height is

h
(0)
i =

max
(
wv

2
, wv

2
cotϕi

)
(hUAV − hV)

dicosϕi

+ hV. (5.3)

It follows that the probability that the nearest building does not block the link is the CDF

of the building height evaluated at the critical height

p
(0)
LoS(Xi) = FHB

(
h
(0)
i

)
. (5.4)

The second and third factors of (5.2) require determining the likelihood that there is a

building side in the corresponding direction that is sufficiently high to block the UAV. If

building heights were ignored, then the probability can be found from the void probability

of the corresponding PPP, which gives the probability that there are no points (building

sides) in the desired interval. For a homogeneous PPP of intensity λ and interval of length

ℓ, the void probability is exp(−λℓ). However, when height is considered, the PPP is thinned

such that any point whose corresponding building side has a height that is less than the

critical height for that location must be removed. The result is a non-homogenous PPP

whose density is a function of distance, and its void probability is found by integrating the

density along the interval. Letting Z ∈ {X, Y } indicate either the X or Y direction, the

resulting void probability of the thinned PPP is

p
(z)
LoS(Xi) = exp

(
−
∫ zb

za

λ(z)s (z)dz

)
(5.5)

where λ
(z)
s (z) is the non-homogenous density of the thinned PPP in the Z direction, while

za and zb are the limits of the integration (discussed below).

A point at coordinate z will be removed if the corresponding building side at that coor-

dinate is below a critical height for that coordinate, otherwise it will be retained. Since the
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probability that a point at coordinate z will be retained is the complement of the CDF of

the building height evaluated at that coordinate, the density of the thinned PPP becomes

λ(z)s (z) = λs

[
1 − FHB

(
h
(z)
i (z)

)]
(5.6)

where h
(z)
i (z) is the critical height in the Z direction at coordinate z, which can be found

from the geometry of the problem.

In the X direction, the critical height is

h
(x)
i (x) =

x (hUAV − hV) + hVdicosϕi

dicosϕi

(5.7)

while in the Y direction it is

h
(y)
i (y) =

y (hUAV − hV) + hVdisinϕi

disinϕi

. (5.8)

For the X direction, the limits of integration in (5.5) are

za = max
(wv

2
,
wv

2
cotϕi

)
zb = dicosϕi (5.9)

while for the Y direction they are

za = max
(wh

2
,
wh

2
tanϕi

)
zb = disinϕi. (5.10)

Since the connectivity probability depends on whether or not the vehicle is at an inter-

section, we define pcsec(X ) to be the conditional connectivity probability when the vehicle

is at an intersection and pcstr(X ) to be the conditional connectivity probability when it is

not. pcsec(X ) is found using the methodology given above, while pcstr(X ) is found by setting

wv = 0 or wh = 0 (depending on whether the vehicle is located on a north-south street or an

east-west street).

Because the UAVs are randomly located, the value of pc(X ) will vary from one network

realization to the next. Hence pc is itself a random variable, and the CDF of pc can be

described as

Fc(γ) = P[pc ≤ γ]. (5.11)
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Table 5.1: Parameters for the Urban Grid Model

Type
Mean building Mean side Mean street

height, µH width, µb width, µs

Suburban 10 m 37 m 10 m

Urban 19 m 45 m 13 m

Dense urban 25 m 60 m 20 m

The overall CDF is the average of the CDFs of pcsec and pcstr , where the probability of

being in an intersection is µs/(µs + µb). Equation (5.11) can be rewritten as

Fc(γ) =

(
µs

µs + µb

)
P[pcsec ≤ γ]

+

(
1 − µs

µs + µb

)
P[pcstr ≤ γ]. (5.12)

The CDF of pc, Fc(γ), quantifies the likelihood that the pc is below some threshold γ.

If γth is interpreted as the minimum acceptable pc required to achieve reliable communica-

tions, then Fc(γth) is the outage probability of the system. The outage probability can be

used to evaluate the tradeoff of using different UAV densities. In addition, it can be used

to find the optimal UAV height for a given UAV density and city type. The optimization of

UAV height may be expressed as

min
hUAV

Fc(γth), s.t. 0 < rmax + hV < hUAV (5.13)

While (5.13) could be solved using classical gradient descent approaches, a pragmatic ap-

proach to solving it is to simply generate the pc distribution for a range of UAV densities

and heights, read the outage probability from those curves, and look for the height that

minimizes the outage probabilty for each UAV density.

5.4 Numerical Results

In this section, we begin by illustrating the connectivity distribution through numerical

examples. We then investigate the outage probability for a variety of city types, UAV

densities, and UAV heights. Finally, we find the optimal UAV altitude that minimizes the

outage probability for different city types as a function of UAV density. Three city types

are considered: Suburban, urban, and dense urban. The parameters used for each of these
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Figure 5.3: The connectivity distribution for urban and suburban deployments, considering

two possible vehicle locations (at intersections or outside intersections) and the average across

both locations. UAV density, UAV height, and maximum transmission range are fixed at

λUAV = 20/km2, hUAV = 100 m, and rmax = 250 m.

city types is specified in Table I. When non-zero values are needed for wh and wv, they are

set to the value of µs given in the table. The minimum and maximum building heights are

Hmin = µH/2 and Hmax = 3µH/2, respectively. Throughout this section, the height of the

vehicle’s antenna is set to hV = 10 m.

Because pc depends on X , its distribution Fc(γ) can be found by defining the equivalent

event X ′ = {X : pc(X ) ≤ γ} and then finding the probability that X is in X ′; i.e., Fc(γ) =

P(X ∈ X ′). However, this requires the inversion of the equation for pc(X ), which is not

a tractable operation, especially since the cardinality of X (i.e., N) is random. Moreover,

the integral required to obtain the probability is over a region with an irregular boundary.

Instead, an effective and pragmatic approach to finding the distribution of pc is to use

a simulation. The simulation involves the repeated realization of the set X . For each

realization of X , the resulting pc(X ) is found and recorded. The CDF of pc is then found by

plotting the empirical CDF of the recorded data.

The connectivity distribution Fc(γ) = P[pc ≤ γ] is shown in Fig. 5.3 for urban and

suburban environments, taking into account the two kinds of vehicle locations. In particular,
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the blue dashed lines correspond to the case that the vehicle is located at an intersection, the

dotted red lines correspond to the case that the vehicle is located outside an intersection,

and the green solid lines account for both cases by averaging them according to (5.12).

The distributions are computed by fixing the values of rmax = 250 m, λUAV = 20/km2, and

hUAV = 100 m.

When comparing the connectivity distribution with figures such as Fig. 5.3, curves that

are relatively lower correspond to better performing scenarios than curves that are higher.

This is because the lower curves are less likely to have coverage probabilities that fail to

meet a threshold (the value of the argument γ), and hence are more likely to have coverage

probabilities that are better than γ. Thus, Fig. 5.3 shows that performance is consistently

better in suburban environments than in urban environments, which can be attributed to

the lower value of µH and hence shorter buildings in the suburbs. The figure also shows

that performance is better when the vehicle is at intersections than when it is not at an

intersection. This is due to the fact that, at an intersection, the vehicle can find a LoS

path directly down two streets instead of just down the one street. When looking at the

combined probability, we see that the performance is closer to the case where it is outside

an intersection, since a vehicle moving at constant velocity is more likely to be outside of an

intersection than it is to be at an intersection. For the remaining results in this section, the

connection probability is found by averaging the probabilities at the two vehicle locations.

Fig. 5.4 shows the connectivity distribution for two different values of the maximum

transmission range, rmax = {200, 300} m, taking into account all three different city types.

When rmax is greater, the CDF is lower, due to the fact that the vehicle is likely to have

more UAVs within its range. The CDF also varies depending on the deployment, since

building heights are generally higher for urban deployments and even higher for dense urban

deployments, hence the denser environments perform worse than the sparser ones.

Figs. 5.5 and 5.6 show the outage probability rather than the connectivity distribution.

The outage probability is merely the value of the connectivity distribution at a specified

threshold γth. Hence, the outage probability is Fc(γth) and quantifies the probability that

a given network realization fails to have a coverage probability of γth. For these curves,

γth = 0.8. Fig. 5.5 shows the outage probability as a function of UAV height in an urban
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Figure 5.4: The connectivity distribution when rmax = 200 m and 300 m for dense urban,

urban, and suburban deployments. UAV density and UAV height are fixed at values of

λUAV = 20/km2, hUAV = 100 m.

environment for three different values of UAV density λUAV = {10, 20, 30}/km2 with rmax =

250 m. The figure shows that there is an optimal value of the UAV height hUAV. If hUAV

is too low, it will be more easily blocked by buildings that are tall enough to intersect the

LoS path. However, if hUAV is too high, the projection dmax onto the ground plane will get

smaller due to the geometry (see Fig. 2), and thus the average number of UAVs within range

will be reduced. The optimal height increases with decreasing UAV density, suggesting that

when the UAV density is low, it is more important for close UAV to clear nearby buildings

by being sufficiently high than it is for there to be a large area containing UAVs.

Fig. 5.6 shows the outage probability as a function of UAV height for all three city types

at UAV density λUAV = 20/km2 with rmax = 250 m. The figure shows that the optimal height

depends on the type of city environment, since denser city environments have a taller mean

building height. As the city environment gets denser, higher UAV altitudes are required to

overcome blocking by the taller buildings.

Fig. 5.7 is a contour plot that shows contours of constant outage probability as a function

of both UAV density λUAV and UAV height hUAV. Contours are spaced in increments of 0.1,

with 0.1 being the top curve and 0.9 the bottom curve. The outage threshold is γth = 0.8,
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Figure 5.5: The outage probability at threshold γth = 0.8 with respect to hUAV when λUAV =

10, 20, 30/km2. The deployment is urban and the maximum transmission range is fixed at

rmax = 250 m.

the city type is urban, and the maximum transmission range is rmax = 250 m. The figure

can be used to determine the minimum UAV density and optimal height required to meet

an outage constraint. For instance, if the system must operate at an outage of 0.1, then the

curve shows that the UAV density must be at least λUAV = 31/km2 and the height should

be hUAV = 162 m when the minimum UAV density used.

Figs. 5.9 and 5.10 show the result of the optimization given by (5.13) for a threshold

of γth = 0.8 and rmax = 250 m. In particular, Fig. 5.9 shows the optimal UAV height

as a function of UAV density for each of the three city types, and Fig. 5.10 shows the

corresponding outage probability. From these curves, it is again observed that the optimal

height decreases with increasing UAV density and that the optimal height is lower for less

dense city environments. Together, these curves can be used to determine the minimum

UAV density required to achieve a desired outage probability (by reading Fig. 5.10) and the

corresponding optimal UAV height (by reading from Fig. 5.9).
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Figure 5.6: The outage probability at threshold γth = 0.8 with respect to hUAV for the

three city types. UAV density and maximum transmission range are fixed at values of

λUAV = 20/km2 and rmax = 250 m.

5.5 Conclusion

By using a MPLP to model the locations of city streets and taking into account the

random heights of the buildings, the methodology in this chapter can be used to compute

the connectivity probability for a randomly deployed network of multiple UAVs. For UAVs

at fixed location, the conditional connectivity probability characterizes the connectivity con-

ditioned on those locations. When the UAVs are drawn from a point process, then removing

the conditioning allows the connectivity to be characterized by its distribution, which gives

the probability that a network realization (set of UAV locations) fails to meet a thresh-

old. The connectivity distribution can then be used to find the outage probability, which

is the distribution evaluated at a specified outage threshold. With the outage probability

so defined, it can be used to characterize the tradeoff between UAV density and network

performance for different city types. Moreover, the outage probability can be used to drive

an optimization that identifies the optimal UAV height.

We note some limitations of this work that imply directions for future work. We assume

that blocking is independent, but in reality it is likely that a large building may block
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Figure 5.7: Contour plot showing the outage probability as a function of both UAV density

λUAV and UAV height hUAV. Contours are spaced in increments of 0.1, with 0.1 being the

topmost curve.

several UAVs simultaneously. The extent of this issue could be initially explored through

simulation, and if correlated blocking proves to significantly impact performance, then the

analysis should be extended to account for it. Such an extension is beyond the scope of this

chapter, but could potentially avail of the approximations provided in [44]. With respect

to optimization, we assume that all UAVs are at a constant altitude, but it may prove to

be beneficial for UAVs to be at different altitudes. Instead of optimizing a fixed altitude,

the optimization could be used to identify an optimizing altitude distribution. Finally,

we note that the physical-layer model is captured by a single parameter – the maximum

transmission range – but a more detailed analysis could explicitly capture the effects of

fading, interference, and antenna beamforming. Such analysis could also capture the effects

of building reflections.

While this chapter has focused on mmWave transmission, it applies equally well to other

modes of communication that are primarily LoS, such as free-space optical (FSO) commu-

nication.
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Figure 5.8: 3D Contour plot showing the outage probability as a function of both UAV

density λUAV and UAV height hUAV.
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Figure 5.9: The optimal UAV height with respect to λUAV for dense urban, urban, and

suburban deployments.
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Figure 5.10: Outage probability achieved when the optimal UAV height is used in dense

urban, urban, and suburban deployments.
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Chapter 6

Contributions and Further Research

6.1 Summary

This chapter provides outline that summarises the general conclusions drawn from this

thesis and provides some future research directions. The dissertation deals with understand-

ing mmWave networks, which are poised to be a fundamental component in the current and

future wireless world. This dissertation developed a set of new frameworks to characterize

performance of mmWave networks, as follows:

1. It provides an exact evaluation of SINR outage of networks consisting of user devices

and independent blocking with fixed and random locations.

2. It carefully characterizes correlated blocking and analyzes its impact on the perfor-

mance of mmWave networks.

3. It identifies macrodiversity as an important strategy to mitigating blocking in mmWave

networks in the presence of correlated random blocking and interference, and performs

the corresponding analysis.

4. It characterizes and optimizes the performance of UAV to ground networks operating

at mmWave frequencies by analyzing the connectivity probability as a function of the

city type (e.g., urban, dense urban, suburban), density of UAVs, and height of the

UAVs.
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6.2 Research Contributions

A complete list of the contributions of the dissertation is as follows.

• Analyzing SINR outage in mmWave Device-to-Device networks operating in finite-sized

crowds.

1. The dissertation develops a framework to accurately model human body blockage,

antenna parameters, and key propagation features of mmWave communication.

2. It derives an exact expression for SINR outage conditioned on the location of

human users and interferers.

3. It analyzes spatially averaged results via closed-form expressions using justifiable

assumptions.

• Developing a tractable model to predict the impact of correlated blocking on the per-

formance of mmWave personal networks.

1. The dissertation derives a closed form expressions for blockage correlation coef-

ficient and the distribution of SINR are provided for the case of two dominant

interferers and fixed number of blockages.

2. It analyzes the effect of antenna directivity and the spatial randomness of the

interferers.

3. It provides insight into the validity of the commonly held assumption of indepen-

dent blocking and the improved accuracy that can be obtained when the blocking

correlation is taken into account.

• Introducing macrodiversity technique to mitigate the effect of blocking in mmWave

networks.

1. The dissertation develops a framework to determine distributions for the LOS

probability, Signal to Noise Ratio (SNR), and Signal to Interference and Noise

Ratio (SINR) for macrodiverity cellular networks by taking into account correlated

blocking.
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2. It validates the framework by comparing the analysis, which models blockages us-

ing a random point process, with an analysis that uses real-world data to account

for blockage.

3. It studies the impact of blockage size and blockage density along with the effect of

co-channel interference arising from other cells. We show that the assumption of

independent blocking can lead to an incorrect evaluation of macrodiversity gain,

as the correlation tends to decrease macrodiversity gain.

4. It extends the study to more general case of an arbitrary macrodiversity order,

and identify the minimum macrodiversity order required to achieve desired per-

formance in the presence of interference.

• Identifying the connectivity probability of UAV to ground networks in urban environ-

ments.

1. The dissertation develops a framework to characterize the connectivity probability

as a function of the city type (e.g., urban, dense urban, suburban), density of

UAVs, and height of the UAVs.

2. It finds the outage probability from the connectivity distribution. With the outage

probability so defined, it is used to characterize the tradeoff between UAV density

and network performance for different city types.

3. It provides an optimization of UAV to ground networks by identifying the opti-

mal UAV height that minimizes the outage probability for different urban deploy-

ments.

6.3 Conclusions and Future Research Directions

In Chapter 2, we found analytical expressions that exactly characterize the outage prob-

ability in wireless networks when the power of each interferer is selected at random. The

set of distributions can correspond to different blockage and directivity states, making it

immediately applicable to mmWave systems.
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The work could readily be extended to processes other than BPPs, such as Poisson point

processes, as well as to networks of shapes other than an annulus. A more detailed analysis

could use these expressions to provide insight into the role of various parameters such as

the number of interferers (K), channel coefficients, and SNR. While the focus has been on

mmWave, other applications are possible related to cellular networks, distributed MIMO

systems, and more elaborate MAC protocols. For instance, the same methodology could be

used to model channel access schemes with various types of collisions (e.g, full and partial)

each with their own severity and probability.

In Chapter 3 the focus is correlated blocking in mmWave WPAN system, which can

occur, for instance, when a single blockage to block multiple interferers if the blockage is

sufficiently wide and the interferers sufficiently close. By using the proposed methodology,

the correlation between two sources of interference may be found and factored into the

analysis, yielding more accurate results than the assumptions of independent blocking.

The analysis can be extended in a variety of ways. We have already shown that it can

be combined with an analysis that accounts for antenna directivity and the random location

and orientation of the interferers. While the chapter has focused on the extreme case that

LOS signals are AWGN while NLOS signals are completely blocked, it is possible to adapt

the analysis to more sophisticated channels [14]. For instance, the use of different fading and

path-loss parameters for LOS and NLOS states was considered in Chapter 2, and could be

combined with the results in Chapter 3.

Finally, while the chapter focused on the pairwise correlation between two interferers,

it can be extended to the more general case of an arbitrary number of interferers. One

way to handle this is to only consider the correlation of the two closest interferers (the

most dominant ones) while assuming that all other interferers are subject to independent

blocking. Another solution is to group interferers into pairs, and only consider the pairwise

correlation, while neglecting higher order effects. As performance in a mmWave system is

typically dominated by just a few interferers, we anticipate that either of these approaches

would yield accurate results. We also anticipate that when several interferers are present, the

effects of correlation will be even more pronounced in a random network, as the likelihood

that two interferers are close together increases with the number of interferers.
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In Chapter 4, We have proposed a framework to analyze the second-order macrodiver-

sity gain for mmWave cellular system in the presence of correlated blocking. The chapter

considered the distributions of LOS probability, SNR, and, when there is interference, the

SINR. The framework was confirmed by comparing the analysis to a real data model.

The analysis can be extended in a variety of way. While the chapter has focused on the

extreme case that LOS signals are AWGN while NLOS signals are completely blocked, it

is possible to adapt the analysis to more sophisticated channels, such as those where both

LOS and NLOS signals are subject to fading and path loss, but the fading and path loss

parameters are different depending on the blocking state as was considered in Chapter 2.

Moreover, the study can be extended to the more general case of an arbitrary macrodiversity

order; i.e., diversity orders greater than two. Such a study could identify the minimum

macrodiversity order required to achieve desired performance in the presence of interference.

We anticipate that when more than two base stations are connected, the effects of correlation

on macrodiversity gain will increase and the negative impact of interference will decrease.

This is because the likelihood that two base stations are close together increases with the

number of base stations and the ratio of the number of connected base stations to the number

of interfering transmitters will increase.

The methodology in Chapter 5, can be used to compute the connectivity probability

for a randomly deployed network of multiple UAVs. The connectivity distribution can be

used to find the outage probability, with the outage probability so defined, it can be used to

characterize the tradeoff between UAV density and network performance for different city

types. Moreover, the outage probability can be used to drive an optimization that identifies

the optimal UAV height.

We note some limitations of the work of Chapter 5 that imply directions for future work.

We assume that blocking is independent, but in reality it is likely that a large building

may block several UAVs simultaneously. The extent of this issue could be initially explored

through simulation, and if correlated blocking proves to significantly impact performance,

then the analysis should be extended to account for it. Such an extension is beyond the

scope of the chapter, but could potentially avail of the approximations provided in [44].

With respect to optimization, we assume that all UAVs are at a constant altitude, but it
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may prove to be beneficial for UAVs to be at different altitudes. Instead of optimizing a

fixed altitude, the optimization could be used to identify an optimizing altitude distribution.

Finally, we note that the physical-layer model is captured by a single parameter – the maxi-

mum transmission range – but a more detailed analysis could explicitly capture the effects of

fading, interference, and antenna beamforming. Such analysis could also capture the effects

of building reflections. The analysis could be also extended to more irregular urban environ-

ments, one where it is not a regular Manhattan-like grid arrangement of streets. While this

dissertation has focused on mmWave transmission, the results that it develops may be ap-

plicable to other modes of communication that are primarily LoS, such as free-space optical

(FSO) communication.
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Appendix A

A Derivation of the PMF of a Pair of

Correlated Bernoulli Variables

As in [61], the correlation coefficient between B1 and B2 is given by

ρ =
E[B1B2] − E[B1]E[B2]√

σ2
B1
σ2
B2

(A.1)

where the expected value and the variance of the Bernoulli variable Bi is given by [61]

E[Bi] = pi (A.2)

σ2
Bi

= piqi. (A.3)

By substituting (A.2) and (A.3) into (A.1) and solving for E[B1B2],

E[B1B2] = p1p2 + ρ
√
p1p2q1q2 = p1p2 + ρh. (A.4)

As in [61], we can relate pB1,B2(b1, b2) to E[B1B2] as follows:

E[B1B2] =
∑
b1

∑
b2

b1b2pB1,B2(b1, b2) = pB1,B2(1, 1), (A.5)

where solving the sum relies there being only one nonzero value for b1b2. By solving for

pB1,B2(1, 1) and using (A.4),

pB1,B2(1, 1) = p1p2 + ρh. (A.6)
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We can relate pB1,B2(b1, b2) to E[B1] as follows:

E[B1] =
∑
b1

∑
b2

b1pB1,B2(b1, b2)

= pB1,B2(1, 1) + pB1,B2(1, 0). (A.7)

Solving for pB1,B2(1, 0),

pB1,B2(1, 0) = E[B1] − pB1,B2(1, 1) = p1q2 − ρh. (A.8)

Similarly, it can be shown that

pB1,B2(0, 1) = q1p2 − ρh. (A.9)

Finally, since [61]

∑
b1

∑
b2

pB1,B2(b1, b2) = 1, (A.10)

it follows that

pB1,B2(0, 0)=1 − pB1,B2(1, 0) − pB1,B2(0, 1) − pB1,B2(1, 1)

= q1q2 + ρh. (A.11)

In conclusion, the joint pmf is:

pB1,B2(b1, b2) =



q1q2 + ρh for b1 = 0, b2 = 0

q1p2 − ρh for b1 = 0, b2 = 1

p1q2 − ρh for b1 = 1, b2 = 0

p1p2 + ρh for b1 = 1, b2 = 1

(A.12)

where h =
√
p1p2q1q2.
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Appendix B

A Derivation of Distances to the

Closest Transmitters

As in [44], the pdf of the smallest distance R1 is

f(r1) = 2πλr1e
−λπr21 (B.1)

for r1 ≥ 0. From (B.1), we can derive the conditional CDF of Ri given Ri−1 as

FRi
(ri|Ri−1 = ri−1) = 1 − eλπ(r

2
i−r2i−1) (B.2)

To generate random variables r1, ..., rN , let xi ∼ U(0, 1),

xi = FRi
(ri|Ri−1 = ri−1) = 1 − eλπ(r

2
i−r2i−1) (B.3)

Solving for ri,

ri =

√
− 1

λπ
ln (1 − xi) + r2i−1 (B.4)

where r0 = 0. Start by generating xi as uniform random variables, then recursively substitute

each one in (B.4) to get the desired random variable ri.
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