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Abstract: With the surge in web corpus, document classification is a vital issue in information retrieval. Term weighting 

increases the accuracy of classification for documents represented in the vector space model. This paper proposes an ontoTf-

idf term weighting method based on the assessment of semantic similarity between the group label and the term. In this 

paper, a comparative analysis of the performance of the traditional Term Frequency-Inverse Document Frequency (Tf-idf) 

method and ontoTf-idf method is carried on the WebKB and Reuters-21578 benchmark datasets. The efficiency of ontoTf-

idf method is validated with kNN (k nearest neighbor) and Fuzzy kNN classifier on the WebKB and Reuters -21578 datasets. 

The experimental results obtained with the proposed ontoTf-idf method outperform the Tf-idf method. In the proposed work, 

distance metrics like Euclidean distance, Cosine similarity, Manhattan distance, and Jaccard co-efficient are applied with 

Fuzzy kNN classifier on the WebKB and Reuters-21578 dataset. 

(Article history: Received: 15th October 2021 and accepted 3rd December 2021) 

I. INTRODUCTION 

With the evolution of the web, searching relevant 
information from a large corpus is a challenging issue. 
Information retrieval plays a significant role to search for 
user's necessities within large collections. Term Frequency-
Inverse Document Frequency does not consider semantic 
information related to the term. In document classification, a 
collection of documents                 and a group of 
categories C where      C are considered. The aim is to 

estimate the function f:D×C→{1,0} and provide a Boolean 
value {1, 0} to each        . A value 1 is assigned to    , if 
   is relevant to   , and a value 0 if    is not relevant to   . 
Document classification is categorized into statistical and 
context-based. Statistical approaches are based on the word 
occurrence and context-based approaches assess the semantic 
significance of a given category. Words are hierarchically 
related by ontological networks, namely, WordNet and 
DBpedia which include synonyms, hyponyms, etc. The 
contribution of this research paper is to semantically 
categorize the documents using the term weighting method 
based on ontologies. 

 The paper is organized as follows; Section 2 reviews the 
literature. In Section 3, the preliminaries are discussed. 
Section 4 elaborates the proposed term weighting 
methodology. The experimental results are deliberated in 
Section 5. Section 6 concludes the paper. 

II. LITERATURE REVIEW  

The weighting of a term empowers information retrieval 
systems by increasing their effectiveness. Ibtihel et al. [1] 
proposed a semantic framework for improving the accuracy 
of text classification based on feature expansion from  

knowledge bases like WordNet. Kim et al. [2] presented a 
multi-co-training framework for document classification. 
The proposed approach represented documents using Tf-idf, 
Latent Dirichlet allocation, and Doc2Vec. Patel & Sharma 
[3] proposed a framework for the classification of the 
newsfeed. The process involved URL crawling, parsing of 
news content, weighting of keywords, and identifying a 
relevant category. Cheng et al. [4] presented an improved Tf-
idf method that used relative entropy as the calculation factor 
to optimize the performance. Semantic similarity improves 
the accuracy of information retrieval systems [5]. Sebastiani 
[6] proposed an automated framework for categorization of 
text by term weighting. Luo et al. [7] proposed a weighting 
technique by considering the semantics of category labels 
and indexing of terms. Sabbah et al. [8] presented a hybrid 
term weighting method for web content classification using 
SVM. The proposed hybrid technique combined features 
obtained by Tf-idf, Glasgow, and Entropy into a single 
feature set for classification.  

 Information content (IC) based methods measure the 
similarity amongst the concepts by calculating the 
distribution of concepts in a given corpus. Hu et al. [9] 
discussed the analysis of the distance measures using kNN 
classifier for medical datasets. Abu Alfeilat et al. [10] 
investigated the performance using the kNN classifier with 
various distance measures, on clean and noisy data sets. Ryu 
et al. [11] discussed the Fuzzy kNN classifier with a case-
based selection technique and indicated improvement in the 
performance. Biswas et al. [12] presented a parameter-
independent Fuzzy kNN method to measure the feature 
weight. Liangxiao Jiang et al. [13] discussed the importance 
of class-specific attribute weighting for state-of-the-art naive 
Bayes text classifiers and achieved noteworthy advances.  
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III. PRELIMANARIES 

A. Benchmark Datasets 

The WebKB dataset represents the collection of hypertext-
related information. It contains the web pages collected from 
computer science department of Washington, Cornell, Texas 
and Wisconsin universities by the CMU text learning group. 
Four classes i.e., student, faculty, course, and project are 
considered and experimentation is carried on 2,798 training 
and 1,259 test documents.  

 The Reuters-21578 (R8) dataset is a collection of text 
documents widely used for document classification. The 
documents were grouped by Reuters Ltd and ModApte train 
and test split is used in many research works. R8 dataset is 
formed by documents of 8 classes i.e., acq, earn, crude, gain, 
interest, money-fx, ship, and trade, having the maximum 
count of samples. The experimentation is carried on 4,172 
training and 1,549 test documents. 

 

 

 

 

 

 

Table 2. Reuters-21578 Dataset with eight categories 

Class Total # docs 

acq 2292 

crude 374 

earn 3932 

grain 51 

interest 271 

money-fx 293 

ship 144 

trade 326 

 

B. Classifiers 

In …… k Nearest Neighbor (kNN) is a machine learning 
algorithm that calculates the proximity between the two 
points. The train and test samples are represented as feature 
vectors. The Euclidean distance amongst two vectors, 
  (          )       (          ) is,  

     (   )  

√∑ (     )
   

                   (5) 

 

 

Fuzzy k Nearest Neighbor (Fuzzy kNN) clusters the 
vectors     *          + into p [1 < p < n] fuzzy subsets. 
The matrix of fuzzy membership is given by M, where M ij is 
the fuzzy membership degree of vj in class i where, i = 
1,2,...,p and j = 1, 2,...,n.  

 

 

The matrix M has two limitations as follows: 

 ∑      
 
          ,   -                 (6)  

   ∑      
 
          ,   -        (7)  

 

Equation (6) checks that all the objects across the classes 
have a degree of membership and the summation of all the 
degrees of membership equals one. Equation (7) specifies the 
fuzzy membership degree in the interval of [0, 1]. Fuzzy 
kNN provides membership degree to each of the vector 
based on the distance from its k nearest neighbors as follows,  

 

  ( )  ∑

   

||    ||
.
 

   
/

∑
 

||    ||
.
 

   /

 
   

 
                 (8) 

 

where, k refers to the total nearest neighbors and m is a 
constant parameter. Equation (8) computes the membership 
degree of an object to the i

th
 class. 

C. Distance Measures 

Here Distance measures assess the proximity between the 
two documents in the vector space. Euclidean Distance 
represents the distance between two points in a Euclidean 
space. Let A and B be represented by vectors   
(            ) ,   (            )  and m be the 
dimensionality of the feature space. 

 (    ) 

√(     )
  (     )

    (     )
        (9) 

Cosine similarity refers to the degree of resemblance 
between the two documents with value between 0 and 1. The 
two documents are similar if the value obtained is equal to 1 
and non-similar if it is 0. 

       (           )  
∑ (             )
 
   

√∑ (      )
 
     √∑ (      )

 
    

     (10) 

where, Docupi is the i
th
 term in the document vector p, Docuqi 

is the i
th
 term in the document vector q and m is the total 

term count. 

Jaccard Coefficient compares the resemblance between a 
query vector and a document vector. 

           (           ) 
∑ (             )
 
   

∑ (      )
 
     ∑ (      )

 
      ∑ (               )

 
    

   (11) 

Manhattan Distance refers to the sum of the lengths of 
the projections of the line segment between the objects onto 
the coordinate axes. 

 (   )  ∑ |     |
  

           (12) 

 

 

 

 

 

Table 1. WebKB Dataset with four categories 

Class Total # docs 

project 504 

course 930 

faculty 1124 

student 1641 



 
ADBU-Journal of Engineering Technology 

 

 

Qazi, AJET, ISSN:2348-7305, Volume10, Issue4, December, 2021 0100402713(9PP) 3 
 

D. Performance Measures 

Precision represents the count of correctly classified positive 
samples divided by the total count of samples i.e. 

          ( )  
  

     
 . Recall represents the count of 

correctly classified positive samples divided by the total 
count of positive samples in the data i.e.        ( )  

 
  

     
. F1 measure represents the harmonic mean of 

precision and recall i.e.            (  )   
     

   
 . 

Micro_averaging is obtained by the summation over all 

individual results,           
                    

                  
. 

Macro_averaging evaluates the precision and recall of each 

category,           
                    

                  
 .   

 

IV. PROPOSED TERM WEIGHTING METHOD: ONTOTF-IDF 

 
Tf-idf reflects the importance of a term in a document. The 
Tf-idf is computed by, 

 

          
    
∑      

    
|    |

|{            }|
    ( ) 

 
where,      is the count of term occurrence in a document 

     and  ∑        is the total occurrence of all the terms    
in the document       with 1 < k < 0. |DOCU| represents the 

document corpus and |{            }|  is the set of 

documents with the term ok and       .  

 
To measure the proposed term weighting method (ontoTf-
idf), initially, each document      of the collection      is 

subjected to removal of stop words and tokenization. The 
term frequency            is computed for each term     
in the token set     . Let      represent the number of 

classes of the documents and        *                + 
denotes the set of class labels of the documents.  Let          

where               be the first synonym of       
   

category obtained from WordNet. Construct the set of 
synonym labels  

           {                      }   
and Lin’s similarity between the term     and synonym 

         is calculated.  

 
Calculate, 

                             
.       (           

)/      (2) 

where, 

       (   )       (   (   )) (   ( ( ) 

   ( ( )))) 
with m, n  representing the terms and LCS(   ) represents 

the least common subsumer of m, n. The maximum       
among the      classes is found, which provides the 
semantic similarity between the terms. 

 
Modified term frequency                 for each 

term     is calculated by considering Equation (1 and 2), 

            
           

               ( ) 

By considering Equation (3), for each document       
       and for each term           of     ,  

Calculate,                   
    (

|    |

        

)     (4) 

where, |D| represents the total number of documents 

Equation (4) and           is the number of documents 
containing term    . 
 

V. EXPERIMENTAL ANALYSIS 

 
A. Performance on the WebKB dataset  

Removal of stop-words and stemming are the techniques 
applied to the documents before they are classified. 
Experimental analysis of an information retrieval model in 

the literature suggests that it is necessary to decrease the size 
of the feature space to improve the retrieval performance. 
 

 
Figure 1. Micro-F1 and Macro-F1 values for the varying 

count of features with kNN (k=5) and WebKB dataset. 
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Figure 2. Micro-F1 and Macro-F1 values for the varying 
count of features with kNN (k=10) and WebKB dataset. 
 

 
Figure 3. Micro-F1 and Macro-F1 values for the varying 
count of features with kNN (k=15) and WebKB dataset. 

 

 
Figure 4. Micro-F1 and Macro-F1 values for the varying 

count of features with Fuzzy kNN (k=5) and WebKB 
dataset. 
 

 
Figure 5. Micro-F1 and Macro-F1 values for the varying 
count of features with Fuzzy kNN (k=10) and WebKB 
dataset. 
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Figure 6. Micro-F1 and Macro-F1 values for varying count 

of features with Fuzzy kNN (k=15) and WebKB dataset. 
 

In Figure 1, for Micro-F1 values with 250-500 features, 
ontoTf-idf yields better results. For 500-750 features, Tf-idf 
yields better results and for 500-1000 features, ontoTf-idf 

yields better results. For 1000 features, Micro-F1 value 
computed using the proposed ontoTf-idf method is 
increased by 1.6% as compared to Tf-idf method. For 

Macro-F1 values with an increase in the number of features, 
ontoTf-idf outperforms Tf-idf by yielding significant results. 

For 1000 features, Macro-F1 value computed using the 
proposed ontoTf-idf method is increased by 5.5% as 
compared to Tf-idf method.  In Figure 2, for Micro-F1 

values with 250-500 features, Tf-idf yields better results. 
For 500-750 features, ontoTf-idf yields better results and for 
500-1000 features, ontoTf-idf yields better results. For 1000 

features, Micro-F1 value computed using the proposed 
ontoTf-idf method is increased by 2.8% as compared to Tf-

idf method. For Macro-F1 values with 250-500 features, 
ontoTf-idf yields better results. For 500-750 features, Tf-idf 
yields better results and for 500-1000 features, ontoTf-idf 

yields better results. For 1000 features, Macro-F1 value 
computed using the proposed ontoTf-idf method is 
increased by 1.5% as compared to Tf-idf method.  

In Figure 3, for Micro-F1 values with 250-500 features, 
Tf-idf yields better results. For 500-750 features, ontoTf-idf 

yields better results and for 500-1000 features, ontoTf-idf 
yields better results. For 1000 features, Micro-F1 value 
computed using the proposed ontoTf-idf method is 

increased by 2.6% as compared to Tf-idf method. For 
Macro-F1 values with 250-750 features, Tf-idf outperforms 
ontoTf-idf and for 750-1000 features, ontoTf-idf yields 

better results. For 1000 features, Macro-F1 value computed 
using the proposed ontoTf-idf method is increased by 1.4% 

as compared to Tf-idf method. In Figure 4, for Micro-F1 
values, there is a rise in the ontoTf-idf curve till 250 features 

and then there is a fall till 750 features. For 1000 features, 
Micro-F1 value computed using proposed ontoTf-idf method 

is increased by 1.4% as compared to Tf-idf method. For 
Macro-F1 values, ontoTf-idf curve increases with an 
increase in feature size and performs significantly better 

than Tf-idf curve. For 1000 features, Macro-F1 value 
computed using proposed ontoTf-idf method is increased by 
4.6% as compared to Tf-idf method.  

In Figure 5, for Micro-F1 values the ontoTf-idf curve 
decreases with an increase in feature size, then the curve 

increases at 750 features. For 1000 features, Micro-F1 value 
computed using proposed ontoTf-idf method is decreased by 
4% as compared to Tf-idf method. For Macro-F1 values the 

ontoTf-idf curve increases gradually till 500 features and 
remain constant with the increase in feature size. For 1000 
features, Macro-F1 value computed using the proposed 

ontoTf-idf method is increased by 1.3% as compared to Tf-
idf method. In Figure 6, for Micro-F1 values, the ontoTf-idf 

curve decreases to 500 features, and then there is a 
significant increase. For 1000 features, Micro-F1 value 
computed using the proposed ontoTf-idf method is 

increased by 2.3% as compared to Tf-idf method. For 
Macro-F1 values the ontoTf-idf curve remains constant till 
500 features, then the curve decreases till 750 features 

followed by an increase. For 1000 features, Macro-F1 value 
computed using proposed ontoTf-idf method is increased by 

1.3% as compared to Tf-idf method respectively. 
 

B. Performance on the Reuters-21578(R8) dataset 

 
Figure 7. Micro-F1 and Macro-F1 values for the varying 
count of features with kNN (k=5) and Reuters (R8) dataset. 
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Figure 8. Micro-F1 and Macro-F1 values for the varying 

count of features with kNN (k=10) and Reuters (R8) dataset. 
 

 
Figure 9. Micro-F1 and Macro-F1 values for the varying 
count of features with kNN (k=15) and Reuters (R8) dataset. 

 
Figure 10. Micro-F1 and Macro-F1 values for the varying 
count of features with Fuzzy kNN (k=5) and Reuters (R8) 

dataset. 
 

 
Figure 11. Micro-F1 and Macro-F1 values for the varying 

count of features with Fuzzy kNN (k=10) and Reuters (R8) 
dataset. 
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Figure 12. Micro-F1 and Macro-F1 values for the varying 
count of features with Fuzzy kNN (k=15) and Reuters (R8) 
dataset. 

 
In Figure 7, for 750 features, Micro-F1 value computed 

using the proposed ontoTf-idf method is increased by 1.5% 

and Macro-F1 value remains the same as compared to Tf-idf 
method. In Figure 8 for 750 features, Micro-F1 value 

computed using the proposed ontoTf-idf method is 
increased by 1.4% and Macro-F1 value is increased by 1.5% 
as compared to Tf-idf method. In Figure 9, for 750 features, 

Micro-F1 value computed using the proposed ontoTf-idf 
method is increased by 1.3% and Macro-F1 value is 
increased by 1.4% as compared to Tf-idf method. In Figure 

10, for 750 features, Micro-F1 value computed using 
proposed ontoTf-idf method is increased by 4.3% and 

Macro-F1 value is increased by 4.6% as compared to Tf-idf 
method. In Figure 11, for 750 features, Micro-F1 value 
computed using proposed ontoTf-idf method is increased by 

2.7% and Macro-F1 value is decreased by 1.4% as compared 
to Tf-idf method. In Figure 12, for 750 features, Micro-F1 
value computed using the proposed ontoTf-idf method is 

increased by 2.5% and Macro-F1 value is increased by 4% 
as compared to Tf-idf method. 

 
 
 

 
 
 

 
 

 
 

Table 4. Classification accuracy on WebKB dataset 

   Macro-F1  Micro-F1 

Classifier Size 
Tf-
idf 

ontoTf-
idf 

Tf-idf 
ontoTf-

idf 

kNN 

 

k=5 

250 0.71 0.75 0.80 0.83 

500 0.73 0.76 0.82 0.81 
750 0.72 0.75 0.83 0.87 

1000 0.7 0.77 0.86 0.86 

k=10 

250 0.77 0.77 0.8 0.83 
500 0.75 0.75 0.83 0.82 

750 0.70 0.76 0.8 0.85 
1000 0.73 0.74 0.85 0.87 

k=15 

250 0.76 0.75 0.82 0.84 

500 0.76 0.75 0.81 0.82 
750 0.7 0.71 0.84 0.86 
1000 0.72 0.73 0.84 0.87 

Fuzzy 
kNN 

 

k=5 

250 0.77 0.77 0.80 0.84 

500 0.76 0.77 0.83 0.83 
750 0.7 0.71 0.83 0.86 

1000 0.72 0.74 0.83 0.85 

k=10 

250 0.73 0.76 0.81 0.84 
500 0.76 0.76 0.83 0.82 

750 0.7 0.72 0.84 0.86 
1000 0.73 0.73 0.85 0.87 

k=15 

250 0.74 0.77 0.81 0.82 

500 0.76 0.76 0.81 0.83 
750 0.7 0.72 0.82 0.84 
1000 0.71 0.73 0.85 0.86 

Table 4. Classification accuracy on Reuters-21578(R8) dataset 

   Macro-F1 Micro-F1  

Classifier Size 
Tf-
idf 

ontoTf-
idf 

Tf-idf 
ontoTf-

idf 

kNN 

 

k=5 

250 0.78 0.77 0.81 0.84 

500 0.76 0.77 0.83 0.82 
750 0.7 0.71 0.84 0.86 

1000 0.73 0.74 0.85 0.87 

k=10 

250 0.78 0.77 0.81 0.84 
500 0.76 0.77 0.83 0.82 

750 0.7 0.71 0.84 0.86 
1000 0.73 0.74 0.85 0.87 

k=15 

250 0.78 0.77 0.81 0.84 

500 0.76 0.77 0.83 0.82 
750 0.7 0.71 0.84 0.86 
1000 0.73 0.74 0.85 0.87 

Fuzzy 

kNN 
 

k=5 

250 0.78 0.77 0.81 0.84 

500 0.76 0.77 0.83 0.82 
750 0.7 0.71 0.84 0.86 

1000 0.73 0.74 0.85 0.87 

k=10 

250 0.78 0.77 0.81 0.84 
500 0.76 0.77 0.83 0.82 

750 0.7 0.71 0.84 0.86 
1000 0.73 0.74 0.85 0.87 

k=15 

250 0.78 0.77 0.81 0.84 

500 0.76 0.77 0.83 0.82 
750 0.7 0.71 0.84 0.86 

1000 0.73 0.74 0.85 0.87 
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C. Performance of ontoTf-idf method using similarity 

measures and Fuzzy kNN classifier  
 

The Figure 13 shows Micro-F1 values for varying count 
of features computed by using the proposed ontoTf-idf 
method with Fuzzy kNN (k=15) classifier based on 

similarity measures for WebKB dataset. For 250 features, it 
is observed that the proposed ontoTf-idf method using 
Fuzzy kNN classifier and Jaccard coefficient yields better 

Micro-F1 value as compared to the other similarity 
measures. For 250-500 features, the Jaccard coefficient 

yields better results, and for 500-750 features, Euclidean 
distance yields better results. For 750-1000 features, it is 
observed that the proposed ontoTf-idf method using Fuzzy 

kNN classifier and Cosine similarity yields better Macro-F1 
values as compared to the other similarity measures. In 
Figure 14, for 1000 features, it is observed that the proposed 

ontoTf-idf method using Fuzzy kNN classifier and Cosine 
similarity yields better Micro-F1 and Macro-F1 values as 

compared to the other similarity measures. 
 

 
Figure 13. Micro-F1 and Macro-F1 values for the varying 
count of features with Fuzzy kNN (k=15) and WebKB 
dataset. 

 

 
Figure 14. Macro-F1 values for the varying count of features 

with Fuzzy kNN (k=15) based on similarity measures for 
Reuters (R8) dataset. 

VI. CONCLUSION 

 In this paper, an experimental analysis of the proposed 
ontoTf-idf method with kNN and a Fuzzy kNN classifier is 
presented. It is observed that the proposed ontoTf-idf term 
weighting method using Fuzzy kNN classifier yields better 
Micro-F1 and Macro-F1 values. The comparison is done with 
the traditional Tf-idf method on the WebKB and Reuters-
21578(R8) benchmark datasets. The experimental results of 
the proposed ontoTf-idf method using different similarity 
measures, namely, Euclidean distance, Manhattan distance, 
Cosine similarity and Jaccard coefficient with Fuzzy kNN 
classifier are presented. It is observed that the proposed 
ontoTf-idf method using Fuzzy kNN classifier and Cosine 
similarity yields better Micro-F1 and Macro-F1 values as 
compared to the other similarity measures on the benchmark 
datasets. The proposed ontoTf-idf method can be further 
improved to obtain better features for document 
classification. As a future work, the proposed method can be 
applied for multi-label classification using deep learning. 
Also, the proposed work can be modified for class-dependent 
term weighting to address the real-world text classification 
issues. 
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