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Abstract. The application of the advanced methods for noise analysis in the urban 

areas through the development of systems for classification of sound events significantly 

improves and simplifies the process of noise assessment. The main purpose of sound 

recognition and classification systems is to develop algorithms that can detect and 

classify sound events that occur in the chosen environment, giving an appropriate 

response to their users. In this research, a supervised system for recognition and 

classification of sound events has been established through the development of feature 

extraction techniques based on digital signal processing of the audio signals that are 

further used as an input parameter in the machine learning algorithms for classification 

of the sound events. Various audio parameters were extracted and processed in order to 

choose the best set of parameters that result in better recognition of the class to which the 

sounds belong. The created acoustic event detection and classification (AED/C) system 

could be further implemented in sound sensors for automatic control of environmental noise 

using the source classification that leads to reduced amount of required human validation of 

the sound level measurements since the target noise source is evidently defined. 
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1. INTRODUCTION 

Based on the advanced technology of artificial intelligence (AI), acoustic event 

detection and classification systems are developed for simplifying the classic traditional 

methods for estimation of the noise pollution [1]. The main objective of the acoustic AI-
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based systems is to develop algorithms able to recognize and classify the sound events in 

classes that are appropriate for the chosen acoustic environment. 

A key requirement for audio signal classification is the extraction of appropriate 

acoustic parameters that represent the important audio features of the signal. The audio 

feature extraction is used for extracting and understanding meaningful information from 

audio signals in order to obtain more expressive and compact visualization of the signal 

properties. Analyzing the different audio parameters and comparing their contribution in 

the classification accuracy could result in choosing the right set of parameters that help in 

establishing high recognition of the classes of sound events. 

The AED/C systems can find their use in many IoT-based applications for development of 

smart cities for urban noise classification. According to the project in [2], the researchers have 

established dynamic noise maps based on an anomalous noise events detector that was 

initially designed and trained using data from a real-life recording campaign, where several 

audio parameters were chosen to improve the system accuracy. Furthermore, the SONYC 

project has deployed 56 low-cost acoustic sensors across New York City to monitor the 

urban noise and perform a multi-label classification of urban sound sources in real time 

[3]. Another application-oriented example on AED/C is the development of an embedded 

device where the authors present an acoustic approach to emergency vehicle detection (e.g. 

ambulances, police cars) through the detection of the sound generated by their sirens [4].  

Even though the content of environmental sounds is more diverse than speech and 

music signals, the features established for acoustic sound recognition and music instrument 

retrieval are widely used in environmental sound classification due to their significant 

performance. The researchers in the study [5] analyze the performance by using aggregated 

acoustic features for environmental sound recognition by using deep learning classifier. By 

using several feature extraction techniques as an input to machine learning algorithm, the 

researchers in [6] have studied which set of features will give the highest efficiency of the 

system when classifying urban noise. The approach in this study uses MFCC for audio 

feature extraction and supervised classification algorithms (SVM, KNN, Bagging, and 

Random Forest) for noise identification. By using several datasets of environmental sound 

classes, the researchers in [7,8] have examined and visualized the MEL spectrogram feature 

as an input in the CNN network. As it could be noticed, most of the prominent and 

traditional audio features extraction techniques used for environmental classification are 

MFCC, Mel Spectrogram and Wavelet features. For urban sound classification systems, the 

acoustic features are mostly modeled by using the Gaussian Mixture Models (GMMs) [9], 

Support Vector Machines (SVMs) [10], Hidden Markov Models (HMMs) [11] and the 

neural network-based approaches, such as DNN [12] and CNN [13]. 

Inspired by the previous studies, the motivation in this paper is to examine several 

feature extraction techniques that are widely used and combine them to analyze their 

efficiency when using traditional ML algorithms. By investigating the performance of the 

features with three different machine learning classifiers (Random Forest, Support Vector 

Machines and Naïve Bayes classifier) that are less used for the purpose of urban noise 

classification but known to show good classification results in other audio classification 

systems, novel classification system will be proposed and tested.  

In this paper, a supervised system for acoustic event detection and classification based 

on the AI techniques will be analyzed, describing the system design, and applying 

various audio parameters and ML algorithms in order to form a system that will predict 

sound events to the class where they belong with high accuracy. The designed system is 
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used for training and testing labeled data which includes 10 classes of disturbing urban sound 

events. The focus of this paper is on the feature extraction processes, analyzing the accuracy 

that can be established using three audio parameters that are widely used in the field of 

sound recognition: MEL Frequency Cepstral Coefficients (MFCC), MEL Spectrogram and 

Chromagram. The extracted features from the used audio parameters are merged into a single 

feature vector that represents the sound signal, which is subject to recognition, and is further 

used as an input in the chosen ML algorithms.  

The organization of this paper is as follows: Section 1 shows and describes the 

architecture of the supervised AED/C system that will be used for the purpose of this 

research. In addition, the dataset of the urban sounds used for training and testing the 

system will be analyzed. Section 2 defines the audio parameters used for extracting the 

features, focusing on the used digital signal processing steps, while section 3 provides the 

accuracy results of the implemented AED/C system. At the end, in section 4, the conclusions 

and the proposed future work are discussed. 

2. DESIGN OF AED/C SYSTEM 

The used architecture for designing the supervised system for detection and classification 

of sound events is shown on Figure 1. To design the AED/C system, three main processes 

including detection, feature extraction and classification must be applied. The system must 

first go through a training process using a database with known sound events to create the 

acoustic model, and afterwards the testing process is applied using unknown sound events, so 

that the accuracy of the system could be validated.  

In the detection part, as the first and very important step for high accuracy establishment, it 

is essential for each sound event to be systematized according to the proposed sound 

taxonomy. Based on the proposed taxonomy, a database of selected sound events in the 

chosen environment is created. Each sound event that takes part of the database needs to be 

pre-processed in order to create labeled data that can be used for supervised learning methods. 

The processed audio signals form a database that can be used as input in the AED/C systems.  
 

Fig. 1 Architecture of system for detection and classification of sound events 
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In the first phase, the sound events are detected from a continuous sound that is 

recorded with a microphone. Sound event detection enables segmentation and separation 

of the sound events of interest and can be done using two approaches: detection and 

classification (using event detection system defined as any rapid change in long-term 

background noise) and detection by classification (classification of each segment in a 

fixed length of time). The purpose of the sound detection process is to detect the sound 

event by finding its starting and ending points. 

The next step is the feature extraction process, where the features of the sound segment 

are extracted and compactly represented using the audio parameterization process. The 

sound signal is divided into short time frames, usually between 10-50 milliseconds. This 

process has a dual application, on the one hand, the non-stationary audio signal is 

considered to be stationary for each defined short time frame, enabling the spectrum-time 

analysis, and on the other hand increases the efficiency of the process itself. For the purpose 

of this research, the signal was framed into 20ms windows because of its sufficiency to 

provide a good spectral resolution of the sounds and at the same time is short enough to 

resolve a significant temporal characteristic. Afterwards, the digital signal processing 

techniques are applied to extract audio features from the audio signal. The extracted 

features form a feature vector, which is a single vector that represents the sound signal as an 

object for recognizing certain features. The process of connecting the features in a single 

vector can cause a problem while processing the data in the machine learning algorithm 

through the appearance of high dimensionality of the vector itself. The feature extraction is 

followed by a process of reducing the dimensionality of the data so compact feature vectors 

could be obtained. The features determine which audio properties are available and will be 

processed, while the information that is not extracted by the features is unavailable to the 

system. The selection of appropriate signal features is key issue for successful environmental 

sound recognition. For this research, three audio parameters were chosen while building the 

AED/C system. 

Finally, a supervised machine learning algorithm is applied for training and testing the 

system. The system must first go through a training process known as the offline process 

which creates an acoustic model based on labeled dataset for training the machine learning 

algorithm. The next step is testing, i.e. recognizing unknown sound signals and classifying 

them into an appropriate class based on the information gained during training (known as the 

online process). The used audio parameters were tested using three machine learning 

algorithms. The applied ML algorithms were used as classifiers for the supervised 

learning method. Random Forest is a supervised learning algorithm where the built 

forest is an ensemble of Decision Trees, and by building multiple decision trees and 

merging them together, a more accurate and stable prediction is made. The Support 

Vector Machines supervised learning methods analyze data and recognize patterns in 

multi-class classification by applying different kernel function. The Naïve Bayes classifiers 

are a family of simple probabilistic classifiers based on applying Bayes’ theorem with strong 

independent assumptions between the features. Naive Bayes model is easy to build and 

particularly useful for very large data sets. 

The final goal is to have high classification accuracy of the AED/C systems with sound 

events that are appropriately classified in the class where they belong. 
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2.1. Urban sound dataset  

The ideal AED/C system based on the machine listening technique should successfully 

identify certain sound events from a wide variety of sounds. Accordingly, it is necessary to 

limit the number of sounds for analysis depending on the type of sound and the need for 

classification. As the sound systematization is the first step when designing the system, an 

audio taxonomy needs to be developed to systematize sound that helps in better understanding 

the domain of the data being processed. By dividing the sound events into appropriate classes, 

the accuracy of the classification could be improved. The systematization of a sound event 

regardless of the nature of the sound is a complex problem, so the purpose is to divide the 

sound into simpler and smaller classes of events for easier recognition when using the 

machine learning algorithms. 

The sounds of interest in this research are the sounds causing the urban noise 

pollution, as they have a negative influence on the citizens health. Based on the numerous 

studies, the researchers in [14] have formed a dataset based on a defined taxonomy for 

the urban sound research. Due to the proposed requirements, the taxonomy for the urban 

sound annoyance is divided in 10 classes of sound events: engine idling, jackhammer, car 

horn, gun shot, children playing, drilling, street music, dog bark, air conditioner and siren. The 

dataset UrbanSound8K that will be used in this research was created based on the previously 

formed taxonomy, and it contains 8732 audio signals with the total length of around 8 hours, 

designed for training and testing machine learning algorithms. Each sound event has duration 

of maximum 4 seconds that is enough time to identify the sound event class.  

3. FEATURE EXTRACTION 

The development of systems for acoustic event detection and classification is a method 

comprised of processing acoustic signals and converting them into symbolic descriptions 

that correspond to the various sound events which describe each of the analyzed audio 

signals [15]. The amount of raw data in the signal is too big for direct processing, that is 

why feature extraction aims at reducing the amount of data and extracting meaningful 

information from the signal. The result of the feature extraction process are parametric 

numerical features that characterize meaningful information of the input signals. The 

extracted features are stored in the feature database and are used for feeding the machine 

learning algorithm. 

The proper selection of audio features for the sound events from the used dataset has a 

key role in achieving a successful AED/C system. Based on the previous studies, three 

audio parameters known to be effective when classifying urban noise were chosen: MEL 

Frequency Cepstral Coefficients (MFCC), MEL Spectrogram and Chromagram. 

The MFCC parameter will be used as base audio parameter, as it has been largely 

employed in the field of environmental sound classification, especially in the field of music 

and environmental sound classification. The steps for extracting MFCC are shown in Figure 2. 

Firstly, a Discrete Fourier transform of the windowed input signal is computed. Then a Mel-

filter bank based on a perceptual-based frequency scale (human auditory model in which the 

MEL-scale frequency is inspired), consisting of logarithmically positioned triangular band-

pass filters is applied. After taking the logarithm of the magnitude of the band-pass filtered 

amplitudes, the Cosine transform results in obtaining MFCCs.  
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Fig. 2 MFCC feature extraction steps 

 

The steps can be explained by a signature for MFCCs by selecting the necessary building 

blocks from transformations, filters, aggregations and detectors proposed in [12]. First, a 

single frame (“f”) of the input signal is extracted and a Discrete Fourier transform (“F”) is 

performed. Then spectral binning of the Fourier coefficients is performed to obtain the 

responses of the Mel-filters (“β”). Taking the logarithm corresponds to “l” and the completing 

Cosine transform matches “C”. The resulting sequence for the MFCC feature is “f F β l C”.  

The MEL spectrogram is the visual representation of the spectrum of frequencies of sound 

signal as they vary with time based on the MEL-scale. This audio parameter represents the 

signal in time and frequency domain, obtaining the optimal balance which allows accurate 

representative signals. The steps for extracting the MEL spectrogram feature are shown in 

Figure 3. First, the audio signal is converted from time to frequency domain using the fast 

Fourier transform. By converting the frequency y-axis to a log scale and the amplitude into 

color dimension, a spectrogram is formed. Applying the MEL scale on the frequency axis 

results into forming the MEL spectrogram which allows better understanding of the processed 

image. The MEL-spectrogram shows high accuracy in the ML systems when classifying the 

sound events, especially when using algorithms based on deep learning. 

 

Fig. 3 MEL Spectrogram feature extraction steps 
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The Chromagram feature is related to the perception of pitch in a sense that it is a 

complement of the tone height. Chromagram or chroma-based feature is a spectrum-based 

energy representation that considers the 12 pitch classes within an octave (corresponding to 

pitch classes in musical theory), and it can be computed from a logarithmic short-time 

Fourier transform [16]. Figure 4 shows the needed digital signal processing steps for 

visualization and extracting the Chromagram feature, so the time-frequency properties 

transform into a temporally varying precursor of pitch. The transformation is based on 

perceptual observation concentrating on the humans’ auditory system. 

 

Fig. 4 Chromagram feature extraction steps 

 

The Chromagram feature seems to provide a more direct measure of the variations related 

to pitch and give higher accuracy in the prediction than the MEL spectrogram feature. 

4. RESULTS 

A system for acoustic event detection and classification was built and tested using the 

above-mentioned features and ML algorithms. While testing and training the system, nine 

folders of the database were used for training, while one folder was used for testing the 

model. In the first phase, the MFCC audio parameter was used as the base parameter as it 

gives high accuracy of the system and have been largely employed in the field of 

environmental sound classification. The first few coefficients of MFCC describe the rough 

spectral shape; the first coefficient represents the average power in the spectrum, the second 

one the spectral centroid etc. Normally, the first 20 coefficients are used to represent the shape 

of the spectrum, but some applications need to use higher-order coefficients to extract as much 

information as possible [17]. Because this research deals with various sound events from 

different domain that are generated in the urban environment, their variation makes the 

recognition more complex, requiring higher number of coefficients. That is why the MFCC 

parameter was tested with different number of coefficients, varying from 10 to 50. Table 1 

shows the results from the established accuracy when testing the AED/C system with all 

the three ML algorithms. As shown on the table, the highest accuracy happens when 

using 40 coefficients of the MFCC parameter. The highest accuracy of 55.07% was 
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established for the RF classifier, afterwards the SVM with 51.05% accuracy and in the 

end 47.19% for the NB classifier. Because the highest achieved accuracy for all the three 

machine learning classifiers happened when using 40 MFCC coefficients, it was decided 

to use this number of coefficients when extracting the MFCC parameter and combining it 

with the other two audio features. 

Table 1 Established accuracy from the three ML algorithms for different number of MFCC 

coefficients 

 Number of MFCC coefficients 

 10 20 30 40 50 

RF 30.12 % 48.02 % 50.13 % 55.07 % 55.02 % 

SVM 27.72 % 47.12 % 49.02 % 51.05 % 50.85 % 

NB 25.61 % 44.52 % 46.3 % 47.19 % 47.19 % 

Next, the extracted MFCC parameters with 40 coefficients will be combined using the 

MEL Spectrogram and Chromagram audio features. The feature vector for each audio file 

will be formed using different combinations of the chosen audio parameters in order to 

create a system with the feature vector that gives the highest accuracy when distinguishing the 

classes of the sound events. Figure 5 shows the achieved accuracies, while Table 2 shows 

the total number of extracted coefficients for each audio parameter. 

 

 

 

Fig. 5 Accuracy results using different audio parameters and ML algorithms 
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Table 2 Number of coefficients for each of the audio parameter 

Audio parameters Number of 

coefficients 

MEL Frequency Cepstral Coefficients (MFCC)   40 

MEL Spectrogram 128 

Chromagram   12 

As it can be noticed from the accuracy results shown on figure 5, the MEL spectrogram 

feature significantly decreases the accuracy of the system. Namely, when using the Naïve 

Bayes classifier, the system reaches only half of the achieved accuracy compared to the 

case when only MFCC parameter is applied. It could be noted that the MEL spectrogram 

decreases the accuracy when using the traditional ML algorithms, although according to the 

other studies this parameter gives high accuracy results when using the algorithms based on 

deep learning. 

When using the MFCC and the chromagram feature, the accuracy increases for the three 

ML algorithms, where the highest accuracy of 64.04% is established when using the Random 

Forest classifier, while for the other two classifiers the accuracy increases up to 3%.  

Combining the three audio parameters which form the feature vector with 180 coefficients 

(40 MFCC, 128 MEL Spectrogram and 12 Chromagram) results in less accurate results than 

when only the MFCC and Chromagram audio parameters are used.  

The MEL spectrogram as a visual tool can be faulted because the pitch and the resonance 

in the vocal production are not readily separable in the visual representation of the signal like 

the chromagram feature is. That’s why, the chroma feature seems to provide a more direct 

measure of the variations related to pitch and give higher accuracy in the prediction when 

classifying the urban noise.  

According to the research in [18], the accuracy of designed AED/C system for the 

UrbanSound8K dataset was investigated using several audio parameters and machine learning 

algorithms. In comparison to their study, the achieved accuracy in this paper is greater for the 

Random Forest classifier with 3% higher results, and almost twice higher accuracy for the 

Naïve Bayes classifier, while for SVM the performance is slightly lower. The contribution in 

this research with respect with the previous studies shows different AED/C architecture by 

using different feature extraction techniques as input in traditional ML algorithms that result 

in higher accuracy results than previous studies. It can be concluded that the combination of 

the MFCC and Chromagram gives better prediction results that when combining the MEL 

spectrogram. The overall accuracy of the tested results could be improved by applying the 

hyperparameter optimization on the ML algorithms.  

When analyzing the results, it can be noticed that the sound event representing the 

‘engine idling’ has the highest classifying accuracy, while for the ‘street music’ the highest 

errors could be noticed. Analyzing the visual representations from the audio parameters, it 

could be noticed that the ‘engine idling’ sound event has similar images than the ‘street 

music’. This could be due to the sound event because the street music has many elements 

and types of the sound event, while for the engine idling it could be stated out that this 

sound event has similar visual representation for each of the audio file that represents this 

event. Figure 6 shows visual representation of the extracted audio parameters for the sound 

class of ‘engine idling’ and ‘street music’. 
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Fig. 6 Visual representation of the used audio parameters of the sound events ‘engine 

idling’ and ‘street music’ 

5. CONCLUSIONS 

The focus in this paper was on the feature extraction techniques, where three audio 

parameters were used and combined in order to choose the best set of parameters that 

achieves the highest accuracy when testing the AED/C system. The best accuracy result 

was established by combining the MFCC and Chromagram audio parameters forming a 

feature vector consisting of 52 coefficients (40 of MFCC and 12 of chromagram). Using 

the Random Forest classifier resulted in achieving the best results with 55.07% accuracy. 

The MEL spectrogram feature confuses the prediction by showing low accuracy results. 

From here, it could be stated that this parameter is not suitable for urban noise recognition 

when using the traditional ML algorithms. 

From this research, we can conclude that the use of the two audio parameters: MFCC 

and Chromagram have shown the best results when designing AED/C system for the 

chosen urban sound dataset, but still, improvement is needed. The achieved accuracy is not 

satisfactory to enable practical application of the system. The future work of this research 

proposes focusing on the ML algorithms while using the MFCC and the chromagram feature. 

By applying hyperparameter optimization on the machine learning algorithms, the 

designed AED/C system could result with high predictive accuracy results so it would be 

suitable for practical application.  
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