
  

 

 

Tilburg University

Awareness is bliss

D'Urso, E. Damiano; Tijmstra, Jesper; Vermunt, Jeroen K.; Roover, Kim De

DOI:
10.31234/osf.io/pdvym

Publication date:
2021

Document Version
Early version, also known as pre-print

Link to publication in Tilburg University Research Portal

Citation for published version (APA):
D'Urso, E. D., Tijmstra, J., Vermunt, J. K., & Roover, K. D. (2021). Awareness is bliss: How acquiescence affects
exploratory factor analysis. PsyArXiv Preprints. https://doi.org/10.31234/osf.io/pdvym

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Download date: 06. Nov. 2022

https://doi.org/10.31234/osf.io/pdvym
https://research.tilburguniversity.edu/en/publications/9bc3d378-1878-4489-aeee-1b2ff41d30b0
https://doi.org/10.31234/osf.io/pdvym


Running head: HOW ACQUIESCENCE AFFECTS EXPLORATORY FACTOR
ANALYSIS 1

Awareness is bliss: How acquiescence affects exploratory factor analysis1

E. Damiano D’Urso, Jesper Tijmstra, Jeroen K. Vermunt, Kim De Roover2

Tilbug University, The Netherlands3



HOW ACQUIESCENCE AFFECTS EXPLORATORY FACTOR ANALYSIS 2

Abstract4

Assessing the measurement model (MM) of self-report scales is crucial to obtain valid5

measurement of individuals’ latent psychological constructs. This entails evaluating the6

number of measured constructs and determining which construct is measured by which7

item. Exploratory factor analysis (EFA) is the most-used method to evaluate these psy-8

chometric properties, where the number of measured constructs (i.e., factors) is assessed,9

and, afterwards, rotational freedom is resolved to interpret these factors. This study10

assessed the effects of an acquiescence response style (ARS) on EFA for unidimensional11

and multidimensional (un)balanced scales. Specifically, we evaluated (i) whether ARS is12

captured as an additional factor, (ii) the effect of different rotation approaches on the13

recovery of the content and ARS factors, and (iii) the effect of extracting the additional14

ARS factor on the recovery of factor loadings. ARS was often captured as an addi-15

tional factor in balanced scales when it was strong. For these scales, ignoring (i.e., not16

extracting) this additional ARS factor, or rotating to simple structure when extracting17

it, harmed the recovery of the original MM by introducing bias in loadings and cross-18

loadings. These issues were avoided by using informed rotation approaches (i.e., target19

rotation), where (part of) the MM is specified a prioir. Not extracting the additional20

ARS factor did not affect the loading recovery in unbalanced scales. Researchers should21

consider the potential presence of an additional ARS factor when assessing the psychome-22

tric properties of balanced scales, and use informed rotation approaches when suspecting23

that an additional factor is an ARS factor.24
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Awareness is bliss: How acquiescence affects exploratory factor analysis25

1 Introduction26

Self-report scales are ubiquitous in behavioral sciences for assessing individuals with re-27

gard to latent constructs (e.g., self-esteem), and evaluating their psychometric properties28

is crucial for the validity of these assessments. These scales are generally composed of29

various questionnaire items and, for each item, the respondents rate how much they agree30

to this item by selecting one response option on a Likert scale. Assessing the psychome-31

tric properties of these scales entails, among other things, evaluating the measurement32

model (MM). The latter indicates the number of latent constructs or factors measured by33

the items, and which factor is measured by which items. Also, it needs to be determined34

whether items are good measurements of latent constructs (i.e., how strongly they load35

on factors), and whether they measure more than one latent construct at the same time36

(i.e., load on multiple factors).37

The most frequently used method to unravel the psychometric properties of newly devel-38

oped scales is exploratory factor analysis (EFA). Without imposing an assumed structure39

on the factor loadings, except (possibly) the number of factors, EFA identifies the re-40

lations between factors and items by analyzing the item correlations. Because of its41

advantageous exploratory nature as well as its popularity, EFA is often considered a42

mandatory step in the context of scale construction (Howard, 2016; Goretzko, Pham, &43

Bühner, 2019).44

An important limitation of self-report scales is that, despite their widespread use, they45

might not always sufficiently capture the psychological trait being measured (Van Vaeren-46

bergh & Thomas, 2013). In fact, subject responses might not always be consistent with47

the measured psychological construct (Bolt & Johnson, 2009). These inconsistencies,48

generally defined as response styles (RSs) or response bias, can be viewed as systematic49

or stylistic tendencies in the manner respondents use a rating scale when responding to50

self-report items (Paulhus, 1991). One well-known response style is the acquiescent one,51

which is a tendency to agree with items regardless of their content (Van Vaerenbergh &52

Thomas, 2013).53
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Failing to take into account acquiescence response style (ARS) can harm psychometric54

analyses in many ways. For instance, ARS can inflate observed means and correlations55

(Van Vaerenbergh & Thomas, 2013), increase or decrease the strength of relations be-56

tween factors and items (Ferrando & Lorenzo-Seva, 2010) and result in an additional57

factor (Billiet & McClendon, 2000). These potential artifacts not only interfere with the58

psychometric assessment of the properties of a scale but can also invalidate the interpre-59

tation of subjects’ scale scores (Bolt & Johnson, 2009).60

When the scale has been previously validated, the number of factors to be measured,61

and their zero-loading structure are known a priori. In such cases, ARS can be explicitly62

included in the MM as an additional factor. Previous research has demonstrated how63

ARS can be easily incorporated in the context of confirmatory factor analysis (Billiet64

& McClendon, 2000), item response theory (Falk & Cai, 2016) and latent class analy-65

sis (Morren, Gelissen, & Vermunt, 2011). One crucial limitation of these confirmatory66

approaches, however, is the need for a-priori knowledge regarding the MM, which is, of67

course, lacking when the goal is to determine this MM in the first place.68

The assessment of a scale’s MM can, therefore, be difficult when ARS causes distortions.69

In EFA, the number of factors is usually evaluated and, upon resolving rotational freedom,70

an additional factor could be erroneously interpreted as a dimension of the psychological71

construct of interest, while it is merely a consequence of ARS. In addition, when not72

taking ARS into account in the rotation, items may seem to measure more than one73

factor at the same time, or seem to be a bad measurement of a factor (i.e., low loading),74

which might lead researchers to drop these seemingly malfunctioning items from the scale.75

Furthermore, in the most extreme case in which most, or all, items are heavily affected76

by ARS, the whole scale may seem to be disfunctional.77

While some methods have been proposed to reduce the effects of ARS on EFA (Fer-78

rando, Lorenzo-Seva, & Chico, 2003; Lorenzo-Seva & Rodríguez-Fornells, 2006; Ferrando,79

Morales-Vives, & Lorenzo-Seva, 2016) only a few papers examined the impact of ignoring80

or being unaware of ARS on the recovery of factor loadings (Ferrando & Lorenzo-Seva,81

2010, Savalei & Falk, 2014). The latter studies, however, have mostly dealt with scales82
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measuring only a single content factor (i.e., unidimensional scales) measured by continu-83

ous items or items that may be treated as such (i.e., items with more than 5 categories;84

Rhemtulla, Brosseau-Liard, & Savalei, 2012), which only partially mirror the features85

of commonly used self-report scales and preclude investigating the influence of rotation.86

In addition, none of these studies investigated to what extent ARS is retrieved as an87

additional factor by commonly used model selection criteria (e.g., Bayesian Information88

Criterion; Schwarz et al., 1978), which, in empirical practice, would generally precede89

any further investigation of the loadings. Drawing upon these existing gaps in current90

research, this paper aims to extensively study the impact of ARS on the assessment of91

the psychometric properties of self-report scales, as well as strategies to account for ARS92

when using EFA. This investigation comprises a simulation study on unidimensional and93

multidimensional scales for two types of data (i.e., ordinal and approximately continu-94

ous data). In addition, we simulated a null scenario (i.e., without an ARS factor) that95

served as a point of comparison. By means of this simulation study, we will assess: (i)96

how often and in which conditions different model selection criteria retain the additional97

ARS factor, (ii) the effect of different rotation approaches on the recovery of the content98

and ARS factors when the additional ARS factor is retained, and (iii) the effect of (not)99

retaining the ARS factor on the recovery of the (properly rotated) factor loadings and100

correlations.101

The remainder of the paper proceeds as follows: in Section 2 we provide a general intro-102

duction to EFA and how ARS can affect some of its main steps, namely: dimensionality103

assessment and factor rotation. For factor rotation, we discuss two types of rotation,104

namely rotation to simple structure (i.e., as one usually does when unaware of a poten-105

tial ARS) and informed rotation approaches (e.g., rotation to a partially specified target106

that takes the potential ARS factor into account). Section 3 focuses on a simulation107

study that evaluates the performance of EFA in assessing the psychometric properties of108

unidimensional and multidimensional scales (with and without the presence of ARS). Fi-109

nally, in Section 4, recommendations are formulated based on the results of the simulation110

study along with limitations of the current study and future research directions.111
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2 Theoretical Framework112

2.1 Factor analysis model with ARS113

Consider that continuous responses by N subjects on J items are collected in a data114

matrix X. Let us assume that each item response is a measure of three common factors:115

(i) two intended-to-be-measured (i.e., content) factors η1 and η2 , and (ii) an ARS factor116

ηARS. A factor analysis model describes the response xij of subject i on item j as:117

xij = νj + λj1ηi1 + λj2ηi2 + λjARS
ηiARS

+ εij (1)

where νj is an item-specific intercept, λj1 , λj2 and λjARS
are the loadings on item j on the118

three factors, ηi1 , ηi2 and ηiARS
are the factors scores of subject i, respectively, and εij is119

the residual. Factors are assumed to be multivariate normally distributed ∼MVN(α,Φ)120

1, independently of ε, which are ∼MVN(0,Ψ), with Ψ containing the unique variances121

ψj on the diagonal and zeros on the off-diagonal.122

When using exploratory factor analysis (EFA; Lawley & Maxwell, 1962) as a first step123

in assessing the psychometric properties of a scale, the factors in (1) are not (yet) la-124

beled (i.e., researchers do not have or impose a priori assumptions on whether a factor125

corresponds to a certain content factor or an ARS). Also, the assumption of continuous126

item responses often cannot be safely made, especially in the case of ordered-categorical127

variables (e.g., a Likert-scale item with “disagree”, “neither agree nor disagree”, and128

“agree”as response options). In that case, it is better to assume that the data matrix X129

is composed of polytomously scored responses that can take on C possible values with130

c = {0, 1, 2, ..., C − 1}. In a categorical EFA model, it is assumed that each of the ob-131

served responses is obtained from a discretization of a continuous unobserved response132

variable x∗
ij via some thresholds parameters τj,c. The threshold parameters indicate the133

separation between the response categories, where the first and last thresholds are defined134

as τj,0 = −∞ and τj,C = −∞, respectively. In formal terms:135

1This distribution might not be realistic for the ARS factor ηiARS
if one keeps in mind that a score <

0 would indicate a tendency to disagree. A more suitable distribution for ARS will be considered when

generating the data in the simulation study section.
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xij = c, if τj,c < x∗
ij < τj,c+1 c = 0, 1, 2, ..., C − 1. (2)

A categorical EFA model for the vector of scores x∗
i of subject i can be specified as:136

x∗
i = ν∗ + Ληi + εi (3)

where ν∗ is a J-dimensional vector of latent intercepts (i.e., intercepts of the unobserved137

response variables in x∗
i ), Λ is a J×Q matrix of factor loadings, ηi is a Q-dimensional138

vector of scores on the Q factors, εi is a J-dimensional vector of residuals. Gathering the139

loadings of the unlabeled factors in a matrix Λ, the model implied covariance matrix Σ140

is obtained as:141

Σ = ΛΦΛ + Ψ. (4)

Polychoric correlations are generally used as the input for categorical EFA, where the142

correlation between ordinal items is computed as the correlation of the standard bi-143

variate normal distribution of their latent response variables x∗
ij (Ekström, 2011). Fur-144

thermore, they are known to produce unbiased parameters estimates in factor analysis145

models (Babakus, Ferguson Jr, & Jöreskog, 1987; Rigdon & Ferguson Jr, 1991), whereas146

with Pearson correlations, which are commonly used for estimating EFA with continuous147

item responses, the correlations among ordered-categorical items are commonly underes-148

timated (Bollen & Barb, 1981).149

2.2 Potential effects of ARS on factor rotation150

Factors obtained from EFA have rotational freedom (i.e., rotating them does not affect151

model fit; Browne, 2001), which should be resolved to obtain an interpretable solution.152

Commonly, the goal is to strive for a factor structure that adheres to the rules of simple153

structure, for which different criteria can be applied to minimize the variable complexity154

(i.e., number of non-zero loadings per variable), the factor complexity (i.e., number of non-155

zero loadings per factor) or a combination of both (Schmitt & Sass, 2011). In this paper,156

we focus on minimizing the variable complexity by means of oblique simple structure157

rotation (i.e., allowing the factors to become correlated) because there are little to no158
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theoretical reasons to assume that: (i) the content factors are uncorrelated in case of159

multidimensional constructs, and that (ii) the ARS factor is not correlated with the160

content factor(s) (Weijters, Geuens, & Schillewaert, 2010). Note that minimizing the161

variable complexity matches the idea of non-ambiguous items that are clear measurements162

of only one factor (Rao, 1997).163

Simple structure can be pursued with uninformed or informed rotation approaches, where164

the former applies no a priori assumptions on the MM structure and the latter involves165

rotating to a (partially) specified target based on such a priori assumptions. To exem-166

plify how (un)informed simple structure rotation can be affected by the presence of an167

ARS, we make use of an illustrative example, whose loadings are displayed in Table 1.168

Specifically, the top part of the table displays the (partially) specified targets for the169

informed rotation approaches, while the bottom part displays the different sets of rotated170

loadings. Moreover, the values in the target original matrix were used as the population171

values of the loadings to generate the data with N = 10,000 - implying that the estimated172

loadings are likely very close to the population values. A visual representation of this173

model is depicted in Figure 1, where X1 - X12 represent item responses2.174

2.2.1 Uninformed rotation. Uninformed simple structure rotation tries to achieve175

simple structure by minimizing a rotation criterion, without applying any user-specified176

expectations regarding the MM. Several oblique rotation criteria are available. One is177

(Direct) oblimin (Clarkson & Jennrich, 1988), which is widely-used and offered by popular178

statistical packages (e.g., SPSS, STATA); others are promax (Hendrickson & White,179

1964), promin (Lorenzo-Seva, 1999) and geomin (the default in Mplus; Asparouhov &180

Muthén, 2009; Yates, 1988).181

In the example, we rotated the estimated unrotated loadings using oblimin, and the182

2Note that the multidimensional factor model depicted in Figure 1 is substantively different from

a bi-factor model (i.e., with a general factor; Holzinger & Swineford, 1937) due to the differences in

sign for the loadings that are negative for the content factors and positive for the ARS factor, while for

unbalanced scales (i.e., only positive loadings) the model in Figure 1 will be mathematically equivalent

to a bi-factor model. Since both types of scales (i.e., balanced and unbalanced) will be addressed in this

paper, bi-factor rotation approaches will not be discussed.
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results are displayed in the bottom part of Table 1. The oblimin rotated loadings illustrate183

how, by using uninformed simple structure rotation, the original factor structure is not184

recovered. For example, item 4 and item 8 load moderately on all factors, and, without185

further investigations, one might decide to erroneously discard these two items from the186

scale. This result is not suprising, since previous research already established that, in187

the case of items loading on multiple factors (here due to the ARS factor), uninformed188

simple structure rotation criteria perform sub-optimally (Lorenzo-Seva, 1999; Ferrando189

& Seva, 2000; Schmitt & Sass, 2011). It is interesting to observe how, in order to pursue190

simple structure, the rotation tries to separate the positive and negative poles of the191

two content factors. However, with only three factors this cannot be achieved, and, as a192

result, it produces many small and moderate crossloadings that seem to correspond with193

such a tendency to separate the different poles of each content factor. For example, the194

loadings of η1 that are negative in the population (i.e., items 3 and 7) become primary195

loadings on the third factor, whereas the negative loadings on η2 (i.e., items 4 and 8)196

become moderate loadings on all factors.197

2.2.2 Informed rotation. In informed rotation approaches (e.g., target rotation,198

Browne, 2001) assumptions regarding the MM are made explicit in a user-specified tar-199

get loading matrix. The loadings are, then, rotated to approximate this target loading200

matrix, which does not need to be fully specified (i.e., some elements may be unspecified).201

The specified elements can be zero or take on any value for the non-zero loadings, but,202

in many practical applications, it is recommended to specify only the zero loadings since203

precise values for the non-zero loadings are rarely, if ever, known prior to estimating the204

model (Browne, 2001). Furthermore, some studies have highlighted the robustness of par-205

tially (or semi-) specified target rotation when the zero target values are left unspecified206

and the non-zero target values are misspecified (Myers, Ahn, & Jin, 2013; Myers, Jin,207

Ahn, Celimli, & Zopluoglu, 2015), but the generalizability of these results to fully spec-208

ified target rotation as well as to misspecification of the zero loadings (e.g., erroneously209

specifying a non-zero loading as zero) remains unclear (Garcia-Garzon, Abad, & Garrido,210

2019).211
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In the top part of Table 1, two different fully-specified target matrices are displayed, that212

is, one with the data-generating values, and one in which the structure was specified using213

zeros and ones (as is often done in practice), and the corresponding rotated loadings are214

shown below these target matrices. In both cases, the rotated factor loadings as well215

as the factor correlations are well recovered, which highlights the suitability of informed216

rotation approaches in the presence of violations of simple structure, for instance, due to217

an ARS factor.218

In practice researchers rarely know the full structure of the MM a priori, and, in order219

to avoid misspecification of the unknown elements in the target, semi-specified target220

rotation can be used, where the unknown target elements are left unspecified. Table 1221

displays a semi-specified target matrix, specifying only the zero loadings, and the corre-222

sponding rotated loadings at the top and bottom part, respectively. The semi-specified223

target rotated loadings clearly show how zero and non-zero loadings as well as the factor224

correlations can be accurately recovered by specifying only part of the assumed factor225

structure in the target. Note that the loadings are recovered as well as with the rotation226

towards the fully-specified target matrices.227

2.3 Potential effects of ARS on dimensionality assessment228

Until now it was assumed that the additional ARS factor is retained, which might not229

always be the case in empirical applications. In fact, in EFA, the number of factors needs230

to be determined, and this decision generally relies on both “objective” criteria and231

subjective judgment (i.e., interpretability). A popular objective criterion for maximum232

likelihood (ML) factor analysis is the Bayesian Information Criterion (BIC; Schwarz et233

al., 1978), which is a function of how well a model fits the data (i.e., log-likelihood) and234

the model’s complexity (i.e., number of freely estimated parameters). For a model M ,235

the BIC is calculated as236

BIC = −2LogLikelihood(M) + fp ln(N). (5)

where fp indicates the number of free (or estimated) parameters. Even though this237

criterion is commonly used in empirical practice to determine the number of factors, it238
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may malfunction if multivariate normality cannot be safely assumed like in the case of239

ordered-categorical data, and in such cases other approaches might be preferred. One of240

these alternative approaches is parallel analysis (PA; Horn, 1965), which takes sampling241

variability into account when selecting the number of factors. In PA, the eigenvalues of242

the factors estimated from an empirical (polychoric) correlation matrix are compared to243

the distribution of the eigenvalues estimated from a number of randomly generated (poly-244

choric) correlation matrices (e.g., 20) of the same size as the empirical ones. Afterwards,245

a factor is retained if its eigenvalue is larger than a given cut-off in the distribution of246

the eigenvalues obtained from the randomly generated data. Another flexible procedure247

to determine the numbers of factors is the CHull procedure (Ceulemans & Kiers, 2006;248

Lorenzo-Seva, Timmerman, & Kiers, 2011), which can be considered as a generalization249

of the scree test (Cattell, 1966) that aims to balance model fit and complexity. This250

goal is achieved by first creating a plot of a goodness-of-fit measure against the degree251

of freedom and, then, selecting the solution which is on or close to the elbow of the252

higher boundary (convex hull) of the plot by means of a scree test. Lorenzo-Seva et al.253

(2011) suggested to use the common part accounted for index (CAF; Lorenzo-Seva et al.,254

2011) as a goodness-of-fit measure. The CAF index expresses the degree to which the255

extracted factor(s) capture the common variance in the data. To calculate the CAF, first256

the Kaiser-Meyer-Olkin (KMO; Kaiser, 1970; Kaiser & Rice, 1974) index is calculated257

on the estimated residual correlation matrix Ψq of a factor model with q factors. Then,258

the CAF for a model with q factors is obtained as CAFq = 1-KMO(Ψq). The values of259

the CAF index range from 0 to 1, where values close to 1 indicate that no substantial260

amount of common variance is left in the residual matrix after extracting q factors. A261

crucial advantage of the CAF compared to other goodness-of-fit measures is that it can262

be calculated for a model with no factors, in which case the residual correlation matrix is263

equal to the empirical correlation matrix. For a detailed overview of “objective” model264

selection criteria we refer the reader to Lorenzo-Seva et al. (2011). Note that the results265

obtained from these criteria should be supplemented with substantive knowledge of the266

measured psychological construct (Henson & Roberts, 2006; Lorenzo-Seva et al., 2011).267
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Different aspects might play a role in retaining (i.e., selecting) an ARS as an additional268

factor. For example, various studies suggest that an ARS factor can be conceptualized as269

a weak factor (i.e., with items showing weak to moderate loadings; Ferrando, Condon, &270

Chico, 2004; Danner, Aichholzer, & Rammstedt, 2015), potentially making it harder to271

capture by “objective” model selection criteria. Furthermore, scales that are unbalanced272

(i.e., with only positively worded items) or partially balanced (i.e., with few negatively273

worded items) might hamper the detection of an additional ARS factor since it would274

either be more difficult to differentiate it from the content factor(s), or even impossible275

in the case of unbalanced unidimensional scales (Ferrando & Lorenzo-Seva, 2010; Savalei276

& Falk, 2014).277

Equally important, an ARS might seriously affect the assessment of the MM regardless278

of it being retained (i.e., an additional factor selected) in the model selection step or not.279

In fact, as shown in the illustrative example in Section 2.2, conclusions with regard to280

the MM are misleading if the ARS factor is retained and the loadings are rotated using281

uninformed simple structure rotation approaches. Alternatively, failure to select the282

ARS factor could result in biased loadings on the content factor(s) and bias in the factor283

correlations. An example of the latter is presented in Figure 2, where, after generating284

data using the model in Figure 1, a two-factor model was estimated (i.e., ignoring the285

ARS factor) and the estimated loadings were rotated using oblimin. The results displayed286

in Figure 2 indicate that not taking the ARS factor into account caused most loadings287

to be under/overestimated.288

3 Simulation study289

To evaluate the impact of an ARS on the assessment of the psychometric properties of uni-290

dimensional and multidimensional scales using EFA, a simulation study was conducted.291

The psychometric properties of interest in this simulation study were: (i) the selected292

number of dimensions (i.e., number of factors), (ii) the recovery of factor loadings and293

correlations when ARS was taken into count (i.e., extracted), and (iii) the recovery of294

factor loadings and correlations when ARS was ignored (i.e., not extracted). As a point295
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of comparison a null scenario (i.e., without an ARS factor) was simulated, the results of296

which are reported in the Appendix.297

In particular, the following 6 factors were manipulated:298

• The number of subjects N at 2 levels: 250, 500;299

• The number of categories C for each item at 3 levels: 3, 5, 7;300

• The type of scale at 2 levels: balanced, unbalanced;301

• The number of content factors Q at 2 levels: 1, 2;302

• The number of items J per factor at 2 levels: 12, 24;303

• The strength of the ARS factor at 3 levels: small, medium and large.304

The sample size of 250 is in line with the recommended minimal sample for obtaining305

precise factor loading estimates in the presence of moderate item communalities (Fab-306

rigar, Wegener, MacCallum, & Strahan, 1999; MacCallum, Widaman, Zhang, & Hong,307

1999). Furthermore, the manipulated levels for the number of categories were chosen308

to represent: (i) items that should be treated as ordinal (i.e., 3 categories), (ii) items309

that can be treated as continuous (i.e., 7 categories), and (iii) items that can be treated310

both as ordinal and continuous (i.e., 5 categories) (Rhemtulla et al., 2012). In addition,311

both balanced and unbalanced scales were included, since the former are generally sug-312

gested and preferred to detect ARS (Ferrando & Lorenzo-Seva, 2010; Van Vaerenbergh &313

Thomas, 2013), whereas the latter is representative of most empirical applications (Fer-314

rando & Lorenzo-Seva, 2010). Finally, both unidimensional and multidimensional scales315

were simulated. A full-factorial design was used with 2 (number of subjects) × 3 (number316

of categories) × 2 (type of scale) × 2 (number of factors) × 2 (number of items) × 3317

(strength of ARS) = 144 conditions. For each condition 100 replications were generated318

resulting in 14400 data sets.319

3.1 Methods320

3.1.1 Data Generation. To be able to use the mirt package (Chalmers, 2012) to321

generate the data we used a Q-dimensional normal ogive graded response model (no-322
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GRM) as the data generating model. This model allowed us to more flexibly generate323

data with varying numbers of categories while not substantially deviating from a factor324

model. In fact, parameters in the noGRM are directly related to those of a categorical325

factor model like the one described in Equation (2) and (3) (Takane & De Leeuw, 1987;326

Kamata & Bauer, 2008). Specifically, for a unidimensional noGRM, a discrimination327

parameter αj can be converted to a factor loading λj as λj = αj√
1+α2

j

(Kamata & Bauer,328

2008). The population values of the model parameters reparametrized in a categorical329

confirmatory factor analysis fashion are displayed in Table 2 both for unidimensional and330

multidimensional scales.331

To simulate balanced scales, for the content factor(s) half of the loadings were positive332

(i.e., indicative items), and the other half were negative (i.e., contra-indicative items),333

whereas all loadings were positive to simulate unbalanced scales. Furthermore, as can be334

observed from the population values displayed in Table 2, the distance between the first335

threshold of the easiest and the most difficult item was 2 standard deviations (e.g., for336

items with three categories, first threshold of item 1 = 0, and first threshold of item 12 =337

2). To avoid estimation issues (e.g., non-convergence), we only accepted data sets where338

each category for each item contains at least a single observation. In the rare cases where339

a category was not present among the generated scores for a specific item, the entire data340

generation process was repeated until all response categories were observed. To match the341

idea that an ARS is conceptualized as a tendency to agree with items regardless of their342

content, the ARS factor scores were sampled from a right-censored normal distribution.343

With this distribution we could simulate subjects who either did or did not show an344

ARS (i.e., have a positive or zero factor score on the ARS dimension), without allowing345

for scores representing a negative ARS (i.e., disagreeing tendency). Furthermore, with346

regard to the three levels of the ARS factor, the values of the loadings for the small,347

medium and large ARS scenarios were .218, .343 and .506, respectively3. The effects on348

3The loading values are converted from discrimination parameters of .38, .62 and 1, which were

chosen such that the ARS factor affected the item responses drastically less than, less than or as much

as (one of) the content factors, respectively.
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the items’ univariate distribution of a small, medium and large ARS for the generated349

data are illustrated by the example shown in Figure 3, where data were generated for350

an item with 5 categories, 10,000 observations, and, using the same thresholds of the351

seventh item in Table 2, where τj = {−3.091,−1.091,−0.909,−2.909}. This example352

clearly shows how the higher categories (i.e., 4 and 5) are more often selected as the353

strength of the ARS increases.354

3.1.2 Data Analysis. The analyses proceeded as follows: first, for each generated355

dataset, we estimated EFA models with up to three factors, in the case of unidimensional356

scales, and up to four factors, in the case of multidimensional scales. Furthermore, to357

study the effects of ARS when treating the data as ordinal or continuous (e.g., ordinal358

for 3 categories or approximately continuous for 7 categories), the EFA models were359

estimated both for Pearson correlations and polychoric correlations.360

Afterwards, three model selection criteria were considered to evaluate the number of di-361

mensions (i.e., select among the three/four factor models), namely: BIC, Parallel Analysis362

(PA), and the CHull using the CAF index as a goodness-of-fit measure (See Section 2.3)4.363

For PA, we retained a factor if its eigenvalue was larger than a given 95th percentile in364

the distribution of eigenvalues obtained from the randomly generated data. Specifically,365

we used the 95th percentile as the selected cut-off, since it is commonly used in practice366

(Lorenzo-Seva et al., 2011).367

Next, irrespective of the results of the model selection procedures, the loadings for the368

models with and without the ARS factor were rotated using uninformed and informed369

rotation approaches. Oblimin was used for uninformed rotation, while, for informed ro-370

tations, we used fully specified target (FST) and semi-specified target (SST) rotations,371

and the target matrices are displayed in Table 3. FST and SST were used both when372

ARS factor was retained or not in the conditions with multidimensional scales, whereas373

4Note that the multichull package imposes a minimal proportional increase in fit for a more complex

model to be included in the hull (see Vervloet, Wilderjans, Durieux, & Ceulemans, 2017 for more details).

By default, this minimal increase is set to 0.01. For the simulation study, we lowered it to 0.001, because

this minimal value was also not used in Lorenzo-Seva et al. (2011) and a value of 0.01 left the CHULL

insensitive to small ARS factors.
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only FST was used when the ARS factor was retained for unidimensional scales. For374

FST rotation, the elements of both the content and the ARS factor were fully specified375

in the target matrices using ones and zeros for the non-zero and zero loadings, respec-376

tively, whereas the zero loadings on the content factor were specified for SST5. Oblique377

Procrustes rotation was used for each target rotation. For the oblimin rotated loadings,378

the sign of the estimated oblimin factor loadings was reflected to match the ones used379

to generated the data for the purpose of evaluating the loadings recovery. That is, if the380

first half of the factor loadings was negative and the second half was positive, the sign of381

these two halves was reversed (i.e. the factor as a whole was reflected).382

3.1.3 Outcome measures. The performance of the different model selection criteria383

in selecting the number of factors was assessed by calculating the true positive rate (TPR)384

for the BIC, PA and CHull, both for the models estimated using polychoric correlations385

and Pearson correlations. Here, the TPR represents the proportion of selecting a two- or386

three-factor model for unidimensional and multidimensional scales, respectively - that is,387

the proportion of selecting the additional ARS factor.388

Furthermore, the root mean square error (RMSE) between the estimated and true val-389

ues of the factor loadings was calculated as RMSEloadings =
√

1
JQ

∑Q
q=1

∑J
j=1(λ̂jq − λjq)2.390

Note that this was computed twice for each generated data set: that is, for the model391

excluding the ARS factor and the model including it (i.e., regardless of the number of392

factors suggested by the different model selection criteria), and averaged across all repli-393

cations in a cell of the factorial design. Specifically, the RMSEloadings was calculated394

for one- and two-factor models for scales with only one content factor, and for two- and395

three-factors models for scales with two content factors. Then, an RMSE was obtained396

for the content factor(s) (RMSEloadingsC) and the ARS factor6 (RMSEloadingsARS) when397

5SST rotations towards the ARS factor, for one-and two-dimensional scales, as well as SST towards

the content factor for unidimensional sales were also considered. However, they were discarded due to

distorted results in most conditions.

6Note that because a right-censored distribution was used to generate the ARS factor scores, the

magnitude of the loadings on the ARS factor in the generating model are not directly comparable to

the estimated loadings. In fact, for model identification purposes, in EFA the variance of each factor
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ARS was extracted, and only for the content factor(s) when ARS was not extracted.398

In addition to the recovery of the loadings assessed by the RMSEloadings, we evaluated399

whether ARS could cause items to load on more than one factor simultaneously (i.e.,400

cross-loadings), which would cause researchers to conclude that these items are not pure401

measurements of only one factor. Therefore, for multidimensional scales the recovery of402

the loadings that are zero in the data-generating model (i.e., on the content factors) was403

also assessed by calculating the mean maximum absolute bias (MMAB). Specifically, we404

first selected, for each rotation approach, the item with the maximum absolute difference405

between the estimated and the “true” (zero) loading, and then we averaged across data-406

sets7. In addition, the recovery of the factor correlations between content factors was407

calculated as RMSEFactorCorr =
√

( ˆφη1η2 − φη1η2)2. Similarly to the factor loadings, this408

measure was computed twice for each generated data set in the conditions with multidi-409

mensional scales(i.e., for the model excluding the ARS factor and for the model including410

it), and averaged across all data sets in a cell of the factorial design.411

The null scenario results, i.e., results for the model selection and recovery of factor load-412

ings and factor correlations when ARS was not simulated, are reported in the Appendix413

(Tables A1 - A4) since assessing the performance of the model selection and rotation414

approaches in non-ARS conditions is not the goal of this study but only serves as a com-415

parison. In short, their performance was generally satisfactory in all conditions, with a416

TPR - in this case as the proportion of selecting the correct number of content factors -417

is restricted to 1. However, the variance of a right-censored normal distribution is smaller than the

variance of a normal distribution, which implies that the loadings are underestimated when imposing

a variance of 1. Therefore, when calculating the RMSEloadingsARS , the results of which are reported

in the Appendix, the values of the estimated loadings on the ARS factor were not subtracted from the

values of the original loadings, but from the values of the original loadings rescaled by the variance of a

right-censored normal distribution. That is, we multiplied the value of the original loadings on the ARS

factor by the standard deviation of a right-censored normal distribution, which is ≈.583. This resulted

in loadings on the ARS factor of .128, .200 and .295 for the small, medium and large ARS conditions,

respectively.

7The MMAB was also calculated for the non-zero loadings, and the results are reported in the

Appendix.
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that was always at or above .90 for all model selection criteria, and the RMSEloadingsC418

and RMSEFactorCorr were < .1 for all rotation approaches.419

3.1.4 Data simulation, softwares and packages. The data were simulated and420

analyzed using R (R Core Team, 2013). Specifically, for generating the data, the R421

package mirt was used (Chalmers, 2012), while EFA and PA were conducted using the422

psych package (Revelle & Revelle, 2015). The CHull procedure was performed using423

the multichull package (Vervloet et al., 2017). For target rotation, we used a function424

based on Jennrich (2002), which, unlike the one in the popular R package psych, does not425

rescale the factors to improve agreement to the target. In fact, rescaling the factors would426

undesirably distort the FST rotated loadings, that is, both zero and non-zero loadings427

are rescaled, and thus increased to achieve agreement with the potentially misspecified428

values for the non-zero loadings.429

3.2 Results430

3.2.1 Unidimensional scales.431

3.2.1.1 Dimensionality assessment. The TPR results for the different model432

selection criteria in the small, medium and large ARS conditions are displayed in Table8
433

4. Overall, the performance of the model selection criteria was mostly affected by type434

of scale (i.e., balanced and unbalanced) and the strength of the ARS. In fact, none of the435

model selection criteria suggested to retain the additional ARS factor when unbalanced436

scales were simulated, which could be due to difficulties in distinguishing between a one-437

factor model with only positive loadings and a two-factor model where all items load438

positively on both factors (since the difference between the two lies only in the factor439

correlation of the two-factor model). For balanced scales, the strength of the ARS was440

the most important design factor in deciding to extract the additional ARS factor or441

not. As the strength of the ARS increased, the model selection criteria captured the442

additonal ARS factor more frequently, especially when using Pearson-based PA. However,443

polychoric-based PA rarely suggested to retain the additional ARS factor in the low444

8The complete results can be found in the appendix in Table A5 to A7
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and medium ARS conditions, which is in line with previous research that showed that445

polychoric-based PA generally underestimates the number of dimensions (Cho, Li, &446

Bandalos, 2009).447

3.2.1.2 Bias with the additional ARS dimension. The RMSEloadingsC results448

using balanced and unbalanced scales are displayed in Table 5 and Table 6, respectively,449

whereas we reported the RMSEloadingsARS results for both balanced and unbalanced450

scales (Tables A8 - A9) in the Appendix. For balanced scales, FST rotation outper-451

formed oblimin regardless of the strength of the ARS, with an RMSEloadingsC that was452

always <.1, and especially lower when EFA was estimated using polychoric correlations.453

Importantly, oblimin generally resulted in a RMSEloadingsC ≈ .2, which is not particu-454

larly surprising since uninformed rotation approaches are known to perform sub-optimally455

when simple structure is violated (Lorenzo-Seva, 1999, Ferrando & Seva, 2000; Schmitt456

& Sass, 2011). For unbalanced scales, RMSEloadingsC was especially large for FST (e.g.,457

≈ .5 in the conditions with large ARS when polychoric correlations were used to estimate458

EFA), which may be due to the difficulties in distinguishing between the content and the459

ARS factors since they are both specified with high loadings (i.e., 1) in the target matrix.460

Oblimin rotation often resulted in RMSEloadingsC > .1, but its performance was overall461

better than in the conditions with balanced scales. This is due to the fact that, similarly462

to what happened in the example discussed in Section 2.2.1, oblimin tries to separate463

the positive and negative pole of the content factor, whereas in the unbalanced case this464

cannot happen and it pursues simple structure by reducing all (or most) loadings on the465

ARS factor to 0.466

3.2.1.3 Bias without the additional ARS dimension. The RMSEloadingsC re-467

sults without the additional ARS dimension using balanced and unbalanced scales are468

displayed in Table 7. The loadings were generally accurately recovered when ignoring the469

additional ARS factor, as indicated by an RMSEloadingsC that was always < .1. Addition-470

ally, taking into account the ordinal nature of the items by estimating the EFA models471

using polychoric correlations resulted in a lower RMSEloadingsC compared to Pearson-472

based EFA, except in the conditions with large ARS and unbalanced scales.473
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3.2.2 Multidimensional scales.474

3.2.2.1 Dimensionality assessment. Table 8 displays the TPR results for the475

dimensionality assessment in multidimensional scales with small, medium and large ARS9.476

The results mostly overlapped with those observed in the conditions with unidimensional477

scales, where the type of scale and strength of the ARS were the most impactful factors478

in choosing whether or not the additional ARS factor is retained. The ARS factor was479

almost never retained in the conditions with unbalanced scales as indicated by the close-480

to-zero TPRs. One possible explanation is that, by allowing cross-loadings among the481

factors, the additional ARS factor is easily absorbed by the content factors, and thus482

difficult to distinguish in the model selection step. For balanced scales, the additional483

ARS factor was mostly selected in the conditions with medium and large ARS, where484

both Pearson-based PA and CHull were equally sensitive or more sensitive than the485

BIC to this additional factor10. Similarly to the conditions with unidimensional scales,486

polychoric-based PA was less sensitive to the ARS factor compared to pearson-based PA487

in the conditions with a medium ARS.488

3.2.2.2 Bias with the additional ARS dimension.489

3.2.2.2.1 Factor loadings.490

The results of the RMSEloadingsC for balanced scales and unbalanced scales are displayed491

in Table 9 and Table 10, respectively, whereas the RMSEloadingsARS results can be found492

in the Appendix (Table A14). For balanced scales, informed rotation approaches (i.e.,493

FST and SST) outperformed oblimin, where the latter resulted in an RMSEloadingsC al-494

ways higher than >.1 when large ARS was simulated. Additionally, in the conditions with495

9The complete results, for all combinations of the manipulated factors, are displayed in Table A10

to Table A12 in the Appendix.

10Note that, for the CHull, we visually inspected the cases where a solution could not be selected

because the hull contained only two points. This happened in around 25% of the cases for the conditions

with large ARS and balanced scales, and it was due to a slight decrease in the CAF index in the models

with four factors in comparison to the three-factor models, which, thus, were not included in the hull.

Visual inspection of these cases showed that the elbow was quite visible for the model with three factors,

and thus we regarded these cases as having selected the correct number of factors.
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unbalanced scales, all rotation approaches performed sufficiently well (i.e., RMSEloadingsC496

< .1), with the exception of FST in some conditions with small ARS (e.g., N = 250 and497

C = 3) - again indicating that the rotation has trouble distinguishing the ARS factor.498

As noted before, in balanced scales, oblimin rotation tends to separate the positive and499

negative poles of the content factor, which heavily affects its performance in terms of500

loadings recovery compared to the unbalanced scales conditions.501

Table 11 and Table 12 display the MMAB results for the zero loadings when the ARS502

factor is extracted for balanced and unbalanced scales, respectively.11. For balanced503

scales, the MMAB was below .2 for informed rotation approaches, but not for oblimin504

rotation, for which MMAB was often > .2 in conditions with medium ARS and always >505

.3 in conditions with large ARS, and thus is larger than the commonly used cut-off of .2506

for “non-ignorable” cross-loadings (Stevens, 1992). Differently, in unbalanced scales, the507

MMAB was < .2 for oblimin rotation and SST, but not for FST, which often resulted in508

a MMAB > .3, especially for small ARS.509

3.2.2.2.2 Factor Correlations.510

The RMSEFactorCorr results for balanced an unbalanced scales are displayed in Ta-511

ble 13. The RMSEFactorCorr was < .1 for SST in all conditions, whereas FST had a512

RMSEFactorCorr > .1 only in the conditions with small ARS and unbalanced scales when513

using Pearson correlations. Additionally, when large ARS was simulated, factor correla-514

tions using oblimin rotation resulted in an RMSEFactorCorr of .204 and .207 for Pearson515

and polychoric correlations, respectively.516

3.2.2.3 Bias without the additional dimension.517

3.2.2.3.1 Factor loadings.518

The RMSEloadingsC results for multidimensional scales when the ARS factor was not519

retained are reported in Tables 14 and 15. The RMSEloadingsC was <.1 in all conditions520

and for both uninformed and informed rotation approaches, which suggests that ignoring521

(i.e., not extracting) the ARS factor did not strongly affect the recovery of factor loadings.522

Moreover, when comparing the rotation approaches, FST and SST generally performed523

11The results for the non-zero loadings are displayed in Table A15 and Table A16 in the Appendix.
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as well as or better than oblimin, and, again, the loadings were more accurately recovered524

when the EFA models were estimated using polychoric correlations.525

The MMAB results for the zero loadings in balanced and unbalanced scales are displayed526

in Table 16 and Table12 17. For all rotation approaches, the MMAB was <.2 when527

small or medium ARS was simulated in balanced scales. However, when large ARS was528

simulated in these scales, all rotation approaches resulted in a MMAB larger than this529

commonly used cut-off for “non-ignorable”cross-loadings (Stevens, 1992). In contrast,530

ignoring ARS did not increase the MMAB in the conditions with unbalanced scales as531

indicated by the MMAB always < .2. In fact, in comparison to Table 12 (i.e., when532

extracting the ARS factor), MMAB is now smaller (when using oblimin and FST) or533

equally small (when using SST).534

3.2.2.3.2 Factor correlations.535

The RMSEFactorCorr results for both balanced and unbalanced scales are displayed in536

Table 18. The recovery of the factor correlations was generally satisfactory. Specifically,537

RMSEFactorCorr < .1 in most conditions, except for oblimin rotation in case of a large538

ARS, which for unbalanced scales resulted in a RMSEFactorCorr of .230 and .235 when539

using Pearson and polychoric correlations, respectively.540

3.3 Conclusions541

The simulation study assessed the performance of EFA with regard to the number of542

suggested factors as well as the recovery of factor loadings and correlations in the presence543

of ARS both when retaining the ARS as an additional factor or not. The results indicated544

that, in terms of model selection, the type of scale as well as the strength of the ARS545

were particularly impactful on the suggested number of factors to retain. In fact, for both546

unidimensional and multidimensional scales, the additional ARS factor was almost never547

captured when unbalanced scales were simulated. In the conditions with balanced scales,548

the additional ARS factor was mostly selected when its strength was medium or large,549

especially by Pearson-based PA and to a lesser extent by the BIC and the CHull. Thus,550

12The results for the non-zero loadings are displayed in Table A17 and Table A18 in the Appendix.
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in case of balanced scales, selecting an additional factor that may be an ARS factor is a551

realistic scenario one should be aware of.552

In terms of factor rotation when the ARS factor was extracted, the type of scale (i.e.,553

balanced or unbalanced) is an important consideration when choosing how to rotate. For554

balanced scales, rotating to simple structure (i.e., oblimin) resulted in biased loadings,555

and the maximal bias on the zero loadings was particularly large. The latter results are556

relevant for empirical practice, where trying to pursue simple structure in balanced scales557

with an additional (but unacknowledged) ARS factor might lead to (i) exclude items that558

seem to measure multiple factors (i.e., with cross-loadings), or (ii) under/overestimate559

how well the items measure a content factor (i.e., biased primary loading). In contrast,560

factor loadings were accurately recovered in balanced scales when using informed rotation561

approaches (i.e., fully- and semi-specified target rotation), which shows that it pays off562

to be aware of the fact that an additional factor may be an ARS factor. For unbalanced563

scales, when ARS was extracted as an additional factor in unidimensional scales especially564

fully-specified informed rotation approaches often failed to accurately recover the size of565

the loadings (i.e., RMSEloadingC > .1) and, in multidimensional scales, only fully-specified566

target resulted in large cross-loadings (i.e., MMAB > .2). Taken together, these findings567

suggests that, when ARS is extracted as an additional factor, using semi-specified target568

rotation toward the assumed MM suffices to accurately assess the MM of multidimensional569

scales regardless of their type (i.e., balanced or unbalanced). Not extracting an additional570

ARS factor did not affect the factor loading recovery in unbalanced scales. However,571

ignoring the ARS factor in multidimensional balanced scales generally resulted in large572

cross-loadings (irrespective of the rotation). Hence, in empirical practice, researchers573

should be aware of the fact that not retaining an additional ARS factor might lead to574

erroneous conclusions on the psychometric properties of the questionnaire items in a575

balanced scale.576
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4 Discussion577

Assessing the psychometric properties of self-report scales is essential to obtain valid578

measurements of individuals’ latent psychological constructs (i.e., factors). This requires579

investigating the measurement model (MM) by determining the number of factors, their580

structure (i.e., which factor is measured by which item) and whether items are pure581

measurements of one factor. These psychometric properties are commonly assessed by582

exploratory factor analysis (EFA), where it is necessary to (i) evaluate the number of583

factors to retain, and (ii) solve rotational freedom to enhance the interpretability of these584

retained factors. By means of a simulation study, we showed that these two aspects are585

affected by an acquiescence response style (ARS) among the respondents, and that these586

effects are more severe for balanced rather than unbalanced scales. In what follows, we587

discuss the implications of these results for empirical practice for the two types of scales588

separately.589

For balanced scales, especially large ARS often resulted in selecting an additional factor.590

For these scales, when retained, it is crucial to realize that this additional factor may591

be an ARS factor and to take this into account in the rotation step. In fact, we showed592

that naively rotating towards simple structure (i.e., assuming that each item measures593

only one factor) resulted in biased loadings as well as “non-ignorable” cross-loadings.594

The latter might drive researchers using balanced scales to draw erroneous conclusions595

when assessing whether items are non-ambiguous measures of a single factor, and whether596

they should be excluded from the scale (or replaced). This is avoided by using informed597

rotation approaches, where the additional ARS factor is taken into account by fully or598

partially specifying a priori assumptions or expectations regarding the MM in a target599

rotation matrix, and specifying the additional factor as a factor with high loadings for600

all items or leaving it unspecified. Furthermore, in multidimensional balanced scales, not601

extracting a large ARS factor often resulted in large cross-loadings, irrespective of the602

rotation. Thus, to properly assess the psychometric properties of a balanced scale, we not603

only recommend to use informed rotation if an additional factor is extracted but we even604

advise to extract the additional factor irrespective of whether the model selection criteria605
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suggests to do so and compare this solution (upon informed rotation) to the one without606

this additional factor. Note that this result is also relevant to researchers that aim to use607

exploratory structural equation modeling (ESEM; Asparouhov & Muthén, 2009), where608

the number of factors is commonly assumed to be known a priori, and one, thus, likely609

disregards the potential presence of an ARS factor.610

For unbalanced scales, the additional ARS factor was almost never selected in the model611

selection step. This may be due to the use of EFA, where the cross-loadings between the612

factors allow for a lot of flexibility so that the additional ARS factor is easily “absorbed”613

by the content ones, and thus hardly ever (or never) retained as an additional factor.614

Furthermore, not extracting ARS as an additional factor did not impact the factor load-615

ings and correlation much, and, thus, when evaluating these psychometric properties,616

researchers can simply ignore the potential factor. Nevertheless, one should not conclude617

that ignoring an additional ARS factor in unbalanced scales is completely harmless. It618

is important to bear in mind that ARS might influence individual estimates with re-619

gard to the measured factors (i.e., factor scores), which, however, were not part of our620

investigation.621

In summary, these findings indicate that it is crucial for researchers to beware of ARS and,622

for balanced scales, it is best to extract this as an additional factor and take its nature623

into account when rotating the factors. For the latter, our advise is to use semi-specified624

target rotation since it proved to perform well, and it avoids the potential influence of625

miss-specifying the size of the primary loadings - even though such an influence was not626

found in the current paper (Myers et al., 2013; Myers et al., 2015).627

While providing useful insights on the effects of ARS on EFA, the generalisability of these628

results is subject to certain limitations. For instance, in this study we only considered fully629

balanced or unbalanced scales but not semi-balanced scales. The latter are not uncom-630

mon in psychological research since, for some psychological constructs, contra-indicative631

items may be harder to formulate without facing the risk of measuring something else632

(Van Vaerenbergh & Thomas, 2013). Moreover, de la Fuente and Abad (2020) recently633

assessed the effects of ARS on both EFA and random intercept factor analysis (RIFA;634
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Maydeu-Olivares & Coffman, 2006) with partially unbalanced scales, and showed that635

factor loadings were severely affected when using EFA (but not RIFA), especially when636

the size of the loadings differed strongly between indicative and contra-indicative items.637

However, whether the additional ARS factor was suggested in the model selection step638

was not investigated by them, and, in future research, it would certainly be interesting639

to investigate whether the ARS factor would be suggested in the model selection step.640

An additional limitation of our study is that the data were simulated under conditions641

where the MMs did not include cross-loadings among the content factors. However, this642

does not entirely correspond to empirical practice, where cross-loadings are frequently643

encountered (Li, Wen, Hau, Yuan, & Peng, 2020). Cross-loadings can have an important644

impact, not only on the number of factors to retain in EFA (Li et al., 2020) but also645

on the performance of uninformed rotation approaches (Lorenzo-Seva, 1999; Ferrando &646

Seva, 2000; Schmitt & Sass, 2011).647

Open practices: The data and the analysis scripts are freely available and have been648

posted at https://osf.io/bn63u/649
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Table 1

(Semi-) specified targets (top), and rotated loadings using uninformed and informed

rotation approaches (bottom) of an EFA model with 12 items and three factors for an

illustrative example.

Target Matrices

Target Original Target Semi-specified target

η1 η2 ARS η1 η2 ARS η1 η2 ARS

X1 0.506 0 0.295 1 0 1 NA 0 NA

X2 0 0.506 0.295 0 1 1 0 NA NA

X3 -0.506 0 0.295 -1 0 1 NA 0 NA

X4 0 -0.506 0.295 0 -1 1 0 NA NA

X5 0.506 0 0.295 1 0 1 NA 0 NA

X6 0 0.506 0.295 0 1 1 0 NA NA

X7 -0.506 0 0.295 -1 0 1 NA 0 NA

X8 0 -0.506 0.295 0 -1 1 0 NA NA

X9 0.506 0 0.295 1 0 1 NA 0 NA

X10 0 0.506 0.295 0 1 1 0 NA NA

X11 -0.506 0 0.295 -1 0 1 NA 0 NA

X12 0 -0.506 0.295 0 -1 1 0 NA NA

Rotated loadings

Oblimin Target Original Target Semi-specified target

η1 η2 ARS η1 η2 ARS η1 η2 ARS η1 η2 ARS

X1 0.548 -0.071 -0.099 0.483 -0.011 0.294 0.481 -0.008 0.290 0.490 0.010 0.278

X2 0.144 0.551 0.126 0.009 0.484 0.280 0.007 0.488 0.288 -0.015 0.485 0.288

X3 -0.145 -0.101 0.520 -0.476 0.009 0.279 -0.477 0.014 0.283 -0.469 -0.012 0.294

X4 0.254 -0.373 0.303 -0.011 -0.480 0.298 -0.013 -0.476 0.290 0.004 -0.478 0.290

X5 0.537 -0.068 -0.130 0.497 -0.005 0.265 0.495 -0.002 0.262 0.502 0.003 0.250

X6 0.108 0.566 0.123 -0.016 0.506 0.258 -0.018 0.510 0.266 0.011 0.508 0.266

X7 -0.145 -0.079 0.520 -0.475 -0.012 0.276 -0.476 -0.007 0.279 -0.468 0.010 0.290

X8 0.238 -0.397 0.271 0 -0.493 0.260 -0.001 -0.490 0.252 -0.006 -0.492 0.252

X9 0.520 -0.085 -0.120 0.476 0.012 0.265 0.474 0.015 0.261 0.482 -0.014 0.250

X10 0.109 0.548 0.115 -0.010 0.490 0.250 -0.012 0.493 0.258 0.005 0.492 0.258

X11 -0.149 -0.085 0.511 -0.472 -0.004 0.267 -0.473 0 0.271 -0.465 0.002 0.282

X12 0.217 -0.403 0.260 -0.008 -0.493 0.238 -0.009 -0.490 0.230 0.003 -0.492 0.231

Factor correlations

Oblimin Target Original Target Semi-specified target

η1 η2 ARS η1 η2 ARS η1 η2 ARS η1 η2 ARS

η1 1.000 0.072 -0.060 1.000 -0.003 -0.010 1.000 0 0.004 1.000 -0.001 0.001

η2 0.072 1.000 0.063 -0.003 1.000 0.022 0 1.000 0.008 -0.001 1.000 0

ARS -0.060 0.063 1.000 -0.010 0.022 1.000 0.004 0.008 1.000 0.001 0 1.000

Note. The ”Target Original ” loadings are the data-generating loadings, and, except for

oblimin, the rotated loadings (below) are obtained by rotating towards the target specified in

the corresponding columns of the top part of the table.
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Table 2

Population values used in the simulation study

Loadings Thresholds

One factor Two factors 3 categories 5 categories 7 categories

item λ λC1 λC2 τ1 τ2 τ1 τ2 τ3 τ4 τ1 τ2 τ3 τ4 τ5 τ6

X1 0.506 0.506 0 0 -2.000 0.875 -0.375 -1.625 -2.875 2.125 0.875 -0.375 -1.625 -2.875 -4.125

X2 0.506 0 0.506 0.182 -1.818 1.057 -0.193 -1.443 -2.693 2.307 1.057 -0.193 -1.443 -2.693 -3.943

X3 0.506 (-)0.506 0 0.364 -1.636 1.239 -0.011 -1.261 -2.511 2.489 1.239 -0.011 -1.261 -2.511 -3.761

X4 0.506 0 (-)0.506 0.545 -1.455 1.420 0.170 -1.080 -2.330 2.670 1.420 0.170 -1.080 -2.330 -3.580

X5 0.506 0.506 0 0.727 -1.273 1.602 0.352 -0.898 -2.148 2.852 1.602 0.352 -0.898 -2.148 -3.398

X6 0.506 0 0.506 0.909 -1.091 1.784 0.534 -0.716 -1.966 3.034 1.784 0.534 -0.716 -1.966 -3.216

X7 (-)0.506 (-)0.506 0 1.091 -0.909 1.966 0.716 -0.534 -1.784 3.216 1.966 0.716 -0.534 -1.784 -3.034

X8 (-)0.506 0 (-)0.506 1.273 -0.727 2.148 0.898 -0.352 -1.602 3.398 2.148 0.898 -0.352 -1.602 -2.852

X9 (-)0.506 0.506 0 1.455 -0.545 2.330 1.080 -0.170 -1.420 3.580 2.330 1.080 -0.170 -1.420 -2.670

X10 (-)0.506 0 0.506 1.636 -0.364 2.511 1.261 0.011 -1.239 3.761 2.511 1.261 0.011 -1.239 -2.489

X11 (-)0.506 (-)0.506 0 1.818 -0.182 2.693 1.443 0.193 -1.057 3.943 2.693 1.443 0.193 -1.057 -2.307

X12 (-)0.506 0 (-)0.506 2.000 0 2.875 1.625 0.375 -0.875 4.125 2.875 1.625 0.375 -0.875 -2.125



HOW ACQUIESCENCE AFFECTS EXPLORATORY FACTOR ANALYSIS 34

Table 3

Target matrices

Target Matrices

Unidimensional scales Multidimensional scales

FST FST SST

η1 ARS η1 η2 ARS η1 η2 ARS

X1 1 1 1 0 1 NA 0 NA

X2 1 1 0 1 1 0 NA NA

X3 1 1 (-)1 0 1 NA 0 NA

X4 1 1 0 (-)1 1 0 NA NA

X5 1 1 1 0 1 NA 0 NA

X6 1 1 0 1 1 0 NA NA

X7 (-)1 1 (-)1 0 1 NA 0 NA

X8 (-)1 1 0 (-)1 1 0 NA NA

X9 (-)1 1 1 0 1 NA 0 NA

X10 (-)1 1 0 1 1 0 NA NA

X11 (-)1 -1 (-)1 0 -1 NA 0 NA

X12 (-)1 1 0 (-)1 1 0 NA NA

Note. FST = Fully-specified target; SST = Semi-specified target.
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Table 4

Main effects on model selection TPR for unidimensional scales in function of strength

of the ARS and the simulated conditions

Model Selection Unidimensional Scales

Small ARS Medium ARS Large ARS

Pearson Polychoric Pearson Polychoric Pearson Polychoric

CHull BIC PA CHull BIC PA CHull BIC PA CHull BIC PA CHull BIC PA CHull BIC PA

N = 250 0.014 0 0.038 0.012 0.001 0 0.084 0.005 0.318 0.092 0.039 0.041 0.440 0.476 0.502 0.420 0.496 0.498

N = 500 0.012 0 0.083 0.013 0 0 0.232 0.129 0.481 0.229 0.277 0.007 0.458 0.499 0.506 0.448 0.501 0.498

C = 3 0.009 0 0.041 0.010 0.001 0 0.081 0.004 0.380 0.099 0.191 0.015 0.418 0.471 0.509 0.385 0.496 0.496

C = 5 0.016 0 0.071 0.019 0 0 0.164 0.099 0.379 0.156 0.134 0.006 0.443 0.492 0.501 0.437 0.499 0.499

C = 7 0.015 0 0.069 0.009 0 0 0.230 0.099 0.440 0.227 0.149 0.050 0.487 0.499 0.501 0.480 0.500 0.500

Balanced 0.020 0 0.105 0.015 0.001 0 0.312 0.134 0.782 0.315 0.315 0.048 0.893 0.975 0.995 0.856 0.996 0.997

Unbalanced 0.006 0 0.016 0.010 0 0 0.005 0 0.017 0.007 0.001 0 0.005 0 0.012 0.012 0.001 0

J = 12 0.021 0 0.065 0.019 0.001 0 0.103 0.006 0.352 0.096 0.073 0.012 0.417 0.475 0.507 0.405 0.497 0.497

J = 24 0.006 0 0.056 0.006 0 0 0.214 0.128 0.447 0.225 0.243 0.036 0.481 0.500 0.501 0.463 0.500 0.500

Note. CHull = convex hull based on the Common Part Accounted For (CAF) index; BIC =

Bayesian Information Criterion; PA = parallel analysis.

Table 5

RMSEloadingsC in unidimensional balanced scales when the ARS factor is extracted in

function of the simulated conditions

Unidimensional balanced scales - RMSEloadingsC with ARS factor

Pearson Polychor

Small ARS Medium ARS Large ARS Small ARS Medium ARS Large ARS

N J C Oblimin FST Oblimin FST Oblimin FST Oblimin FST Oblimin FST Oblimin FST

250

12

3 0.178 0.035 0.176 0.036 0.219 0.032 0.148 0.024 0.147 0.026 0.170 0.032

5 0.148 0.019 0.181 0.026 0.226 0.080 0.134 0.011 0.163 0.007 0.209 0.053

7 0.167 0.023 0.183 0.020 0.235 0.051 0.155 0.011 0.179 0.011 0.232 0.040

24

3 0.175 0.051 0.194 0.023 0.234 0.078 0.120 0.014 0.153 0.042 0.206 0.022

5 0.161 0.028 0.200 0.016 0.227 0.063 0.135 0.007 0.181 0.018 0.208 0.037

7 0.157 0.035 0.226 0.055 0.218 0.058 0.146 0.023 0.218 0.042 0.210 0.046

500

12

3 0.176 0.065 0.226 0.065 0.241 0.080 0.141 0.012 0.199 0.011 0.214 0.024

5 0.174 0.024 0.219 0.056 0.268 0.036 0.151 0.007 0.202 0.030 0.232 0.010

7 0.165 0.037 0.217 0.030 0.284 0.044 0.162 0.024 0.208 0.017 0.275 0.032

24

3 0.177 0.050 0.265 0.067 0.234 0.051 0.124 0.011 0.242 0.015 0.200 0.011

5 0.174 0.039 0.295 0.039 0.295 0.049 0.149 0.014 0.283 0.016 0.305 0.023

7 0.184 0.042 0.242 0.041 0.270 0.026 0.178 0.030 0.237 0.029 0.270 0.014

Note. FST = fully-specified target.
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Table 6

RMSEloadingsC in unidimensional unbalanced scales when the ARS factor is extracted in

function of the simulated conditions

Unidimensional unbalanced scales - RMSEloadingsC with ARS factor

Pearson Polychoric

Small ARS Medium ARS Large ARS Small ARS Medium ARS Large ARS

N J C Oblimin FST Oblimin FST Oblimin FST Oblimin FST Oblimin FST Oblimin FST

250

12

3 0.172 0.265 0.187 0.206 0.159 0.306 0.140 0.464 0.181 0.394 0.153 0.526

5 0.155 0.300 0.144 0.348 0.145 0.395 0.149 0.389 0.124 0.449 0.116 0.503

7 0.153 0.356 0.139 0.327 0.126 0.464 0.156 0.401 0.132 0.372 0.115 0.518

24

3 0.162 0.244 0.158 0.238 0.136 0.335 0.104 0.438 0.108 0.433 0.084 0.553

5 0.165 0.236 0.149 0.278 0.082 0.440 0.137 0.320 0.125 0.370 0.042 0.560

7 0.175 0.207 0.141 0.300 0.045 0.511 0.163 0.247 0.130 0.346 0.048 0.563

500

12

3 0.160 0.255 0.175 0.261 0.158 0.357 0.128 0.451 0.128 0.462 0.133 0.587

5 0.134 0.311 0.109 0.408 0.097 0.440 0.132 0.401 0.094 0.516 0.108 0.553

7 0.130 0.394 0.133 0.344 0.093 0.436 0.117 0.441 0.126 0.389 0.088 0.490

24

3 0.124 0.259 0.099 0.297 0.081 0.328 0.051 0.459 0.043 0.506 0.024 0.547

5 0.107 0.279 0.070 0.321 0.058 0.363 0.083 0.368 0.039 0.414 0.031 0.467

7 0.103 0.265 0.056 0.362 0.025 0.407 0.094 0.308 0.046 0.407 0.015 0.456

Note. FST = fully-specified target.

Table 7

RMSEloadingsC in unidimensional scales when the ARS factor is not extracted in

function of the simulated conditions

Unidimensional scales - RMSEloadingsC without ARS factor

Balanced scales Unbalanced scales

Small ARS Medium ARS Large ARS Small ARS Medium ARS Large ARS

N J C Pearson Polychoric Pearson Polychoric Pearson Polychoric Pearson Polychoric Pearson Polychoric Pearson Polychoric

250

12

3 0.043 0.015 0.043 0.018 0.042 0.025 0.045 0.019 0.063 0.008 0.034 0.037

5 0.028 0.006 0.033 0.007 0.091 0.065 0.032 0.009 0.021 0.015 0.009 0.031

7 0.030 0.018 0.026 0.016 0.069 0.066 0.016 0.006 0.023 0.010 0.021 0.035

24

3 0.054 0.012 0.025 0.040 0.083 0.029 0.042 0.020 0.044 0.019 0.016 0.054

5 0.031 0.007 0.018 0.016 0.068 0.042 0.043 0.017 0.030 0.004 0.025 0.057

7 0.038 0.026 0.057 0.045 0.063 0.051 0.052 0.039 0.022 0.010 0.043 0.058

500

12

3 0.071 0.017 0.070 0.016 0.087 0.032 0.044 0.017 0.042 0.020 0.013 0.056

5 0.029 0.006 0.060 0.035 0.048 0.021 0.026 0.005 0.010 0.036 0.016 0.046

7 0.042 0.029 0.034 0.021 0.058 0.047 0.004 0.016 0.015 0.004 0.014 0.028

24

3 0.051 0.009 0.070 0.019 0.054 0.010 0.035 0.026 0.024 0.041 0.017 0.053

5 0.041 0.016 0.043 0.021 0.055 0.033 0.028 0.005 0.015 0.014 0.010 0.031

7 0.044 0.031 0.043 0.031 0.032 0.022 0.032 0.019 0.003 0.013 0.014 0.028
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Table 8

Main effects on model selection TPR for multidimensional scales in function of strength

of the ARS and the simulated conditions

Model Selection Multidimensional Scales

Small ARS Medium ARS Large ARS

Pearson Polychoric Pearson Polychoric Pearson Polychoric

CHull BIC PA CHull BIC PA CHull BIC PA CHull BIC PA CHull BIC PA CHull BIC PA

N = 250 0.044 0 0.020 0.033 0 0 0.266 0.001 0.363 0.260 0.087 0.088 0.507 0.453 0.501 0.504 0.497 0.498

N = 500 0.031 0 0.032 0.030 0.002 0 0.402 0.175 0.479 0.379 0.358 0.039 0.510 0.499 0.500 0.511 0.500 0.497

C = 3 0.035 0 0.020 0.031 0.002 0 0.328 0.029 0.411 0.284 0.298 0.104 0.510 0.469 0.501 0.511 0.502 0.500

C = 5 0.038 0 0.018 0.031 0 0 0.320 0.100 0.409 0.316 0.175 0.052 0.509 0.460 0.500 0.504 0.492 0.494

C = 7 0.040 0 0.041 0.032 0 0 0.355 0.135 0.444 0.359 0.195 0.035 0.507 0.500 0.500 0.507 0.500 0.499

Balanced 0.051 0 0.044 0.042 0 0 0.638 0.176 0.838 0.616 0.444 0.128 0.998 0.952 0.999 0.996 0.995 0.995

Unbalanced 0.024 0 0.008 0.021 0.002 0 0.030 0 0.005 0.023 0.001 0 0.020 0 0.002 0.019 0.002 0

J = 12 0.052 0 0.028 0.038 0.002 0 0.280 0.033 0.367 0.263 0.141 0.042 0.512 0.452 0.501 0.512 0.497 0.495

J = 24 0.023 0 0.025 0.025 0 0 0.388 0.142 0.476 0.376 0.304 0.086 0.505 0.500 0.500 0.502 0.500 0.500

Note. CHull = convex hull based on the Common Part Accounted For (CAF) index; BIC =

Bayesian Information Criterion; PA = parallel analysis.

Table 9

RMSEloadingsC in multidimensional balanced scales when the ARS factor is extracted in

function of the simulated conditions

Multidimensional balanced scales - RMSEloadingsC with ARS factor

Pearson Polychoric

Small ARS Medium ARS Large ARS Small ARS Medium ARS Large ARS

N J C Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST

250

12

3 0.081 0.016 0.052 0.095 0.021 0.043 0.132 0.034 0.040 0.046 0.041 0.015 0.066 0.032 0.010 0.110 0.014 0.010

5 0.065 0.023 0.029 0.086 0.039 0.040 0.142 0.043 0.045 0.049 0.027 0.013 0.075 0.035 0.025 0.134 0.026 0.026

7 0.064 0.015 0.033 0.084 0.033 0.024 0.149 0.026 0.023 0.057 0.019 0.025 0.076 0.031 0.016 0.154 0.020 0.014

24

3 0.070 0.036 0.050 0.088 0.037 0.043 0.153 0.059 0.058 0.037 0.013 0.013 0.053 0.026 0.006 0.131 0.024 0.021

5 0.052 0.023 0.035 0.067 0.021 0.026 0.163 0.046 0.044 0.035 0.014 0.018 0.051 0.012 0.008 0.160 0.029 0.025

7 0.047 0.027 0.032 0.076 0.027 0.031 0.151 0.038 0.038 0.040 0.024 0.024 0.069 0.021 0.023 0.147 0.031 0.030

500

12

3 0.087 0.036 0.062 0.101 0.042 0.047 0.150 0.061 0.062 0.055 0.011 0.024 0.076 0.048 0.007 0.133 0.022 0.023

5 0.053 0.026 0.026 0.083 0.033 0.041 0.122 0.035 0.034 0.038 0.023 0.009 0.065 0.019 0.022 0.113 0.018 0.014

7 0.049 0.011 0.023 0.084 0.034 0.030 0.128 0.033 0.034 0.042 0.011 0.014 0.077 0.033 0.022 0.119 0.025 0.026

24

3 0.056 0.039 0.044 0.093 0.050 0.053 0.137 0.045 0.044 0.020 0.013 0.006 0.064 0.021 0.014 0.122 0.016 0.006

5 0.038 0.027 0.029 0.070 0.024 0.025 0.128 0.033 0.032 0.020 0.012 0.011 0.055 0.017 0.006 0.123 0.016 0.013

7 0.037 0.026 0.029 0.072 0.029 0.032 0.146 0.027 0.027 0.030 0.018 0.021 0.065 0.021 0.024 0.142 0.019 0.019

Note. FST = fully-specified target; SST = semi-specified target.
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Table 10

RMSEloadingsC in multidimensional unbalanced scales when the ARS factor is extracted

in function of the simulated conditions

Multidimensional unbalanced scales - RMSEloadingsC with ARS factor

Pearson Polychoric

Small ARS Medium ARS Large ARS Small ARS Medium ARS Large ARS

N J C Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST

250

12

3 0.072 0.327 0.047 0.074 0.132 0.047 0.049 0.047 0.027 0.035 0.122 0.011 0.033 0.030 0.012 0.022 0.096 0.029

5 0.046 0.017 0.022 0.047 0.025 0.030 0.038 0.054 0.016 0.028 0.026 0.012 0.031 0.044 0.009 0.020 0.078 0.013

7 0.053 0.013 0.028 0.041 0.024 0.024 0.026 0.068 0.017 0.044 0.016 0.024 0.037 0.031 0.023 0.021 0.082 0.023

24

3 0.049 0.389 0.036 0.047 0.204 0.033 0.033 0.053 0.022 0.012 0.033 0.010 0.010 0.028 0.013 0.031 0.094 0.032

5 0.054 0.322 0.041 0.027 0.030 0.016 0.019 0.063 0.019 0.035 0.054 0.022 0.014 0.043 0.014 0.039 0.093 0.043

7 0.057 0.454 0.039 0.031 0.011 0.017 0.019 0.070 0.020 0.048 0.396 0.032 0.021 0.009 0.012 0.026 0.083 0.029

500

12

3 0.071 0.292 0.050 0.060 0.026 0.044 0.055 0.034 0.031 0.038 0.019 0.012 0.024 0.039 0.006 0.019 0.071 0.015

5 0.042 0.013 0.026 0.033 0.022 0.017 0.026 0.048 0.009 0.026 0.023 0.011 0.018 0.036 0.014 0.011 0.073 0.018

7 0.033 0.013 0.017 0.041 0.010 0.019 0.016 0.050 0.007 0.025 0.022 0.008 0.037 0.014 0.011 0.010 0.062 0.012

24

3 0.037 0.026 0.029 0.037 0.022 0.030 0.025 0.038 0.018 0.014 0.029 0.019 0.010 0.026 0.015 0.028 0.073 0.032

5 0.026 0.022 0.019 0.025 0.021 0.019 0.011 0.009 0.007 0.007 0.012 0.004 0.008 0.019 0.005 0.016 0.030 0.020

7 0.026 0.022 0.021 0.014 0.009 0.010 0.011 0.045 0.006 0.017 0.012 0.013 0.008 0.009 0.004 0.012 0.052 0.011

Note. FST = fully-specified target; SST = semi-specified target.

Table 11

Main effects on MMAB for zero loadings in multidimensional balanced scales when the

ARS factor is extracted in function of the simulated conditions

Multidimensional balanced scales - MMAB with ARS factor

Small ARS Medium ARS Large ARS

Pearson Polychoric Pearson Polychoric Pearson Polychoric

Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST

N = 250 0.182 0.150 0.121 0.192 0.158 0.131 0.225 0.169 0.121 0.243 0.188 0.131 0.372 0.146 0.117 0.403 0.148 0.126

N = 500 0.123 0.104 0.087 0.134 0.108 0.093 0.194 0.120 0.085 0.208 0.133 0.091 0.324 0.099 0.082 0.345 0.103 0.088

C = 3 0.160 0.131 0.109 0.179 0.143 0.122 0.214 0.142 0.105 0.242 0.175 0.119 0.336 0.132 0.104 0.381 0.137 0.118

C = 5 0.149 0.129 0.102 0.157 0.131 0.110 0.201 0.140 0.102 0.214 0.152 0.109 0.338 0.124 0.100 0.361 0.126 0.105

C = 7 0.148 0.122 0.101 0.152 0.125 0.104 0.213 0.152 0.102 0.220 0.155 0.105 0.370 0.111 0.096 0.381 0.114 0.098

J = 12 0.158 0.125 0.095 0.169 0.129 0.102 0.210 0.156 0.096 0.227 0.174 0.105 0.335 0.125 0.091 0.360 0.123 0.098

J = 24 0.147 0.130 0.113 0.157 0.137 0.122 0.208 0.133 0.109 0.224 0.147 0.117 0.361 0.120 0.108 0.389 0.128 0.117

Note. FST = fully-specified target; SST = semi-specified target.
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Table 12

Main effects on MMAB for zero loadings in multidimensional unbalanced scales when

the ARS factor is extracted in function of the simulated conditions

Multidimensional unbalanced scales - MMAB with ARS factor

Small ARS Medium ARS Large ARS

Pearson Polychoric Pearson Polychoric Pearson Polychoric

Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST

N = 250 0.171 0.532 0.120 0.181 0.398 0.128 0.171 0.324 0.124 0.181 0.281 0.131 0.168 0.277 0.119 0.178 0.297 0.125

N = 500 0.116 0.277 0.085 0.124 0.233 0.093 0.115 0.234 0.084 0.126 0.242 0.089 0.117 0.227 0.084 0.126 0.244 0.093

C = 3 0.148 0.511 0.104 0.167 0.310 0.116 0.151 0.350 0.105 0.168 0.283 0.117 0.150 0.253 0.105 0.170 0.290 0.120

C = 5 0.143 0.337 0.100 0.151 0.272 0.108 0.139 0.244 0.107 0.147 0.259 0.107 0.140 0.243 0.098 0.143 0.260 0.103

C = 7 0.139 0.366 0.105 0.140 0.364 0.108 0.139 0.241 0.100 0.145 0.243 0.105 0.137 0.259 0.101 0.142 0.262 0.105

J = 12 0.146 0.365 0.094 0.155 0.289 0.103 0.146 0.282 0.099 0.158 0.266 0.103 0.150 0.257 0.095 0.159 0.276 0.103

J = 24 0.141 0.445 0.111 0.150 0.343 0.118 0.140 0.275 0.109 0.150 0.257 0.117 0.135 0.246 0.107 0.144 0.266 0.115

Note. FST = fully-specified target; SST = semi-specified target.

Table 13

Main effects on RMSEFactorCorr in function of the strength of the ARS and the

simulated conditions when ARS is extracted

RMSEFactorCorr with ARS factor

Small ARS Medium ARS Large ARS

Pearson Polychoric Pearson Polychoric Pearson Polychoric

Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST

N = 250 0.025 0.122 0.017 0.025 0.080 0.020 0.048 0.075 0.026 0.047 0.059 0.028 0.113 0.050 0.044 0.115 0.049 0.050

N = 500 0.034 0.069 0.012 0.035 0.053 0.013 0.049 0.053 0.016 0.050 0.051 0.020 0.100 0.046 0.030 0.100 0.046 0.035

C = 3 0.029 0.123 0.014 0.029 0.065 0.017 0.041 0.076 0.020 0.043 0.056 0.023 0.108 0.048 0.041 0.113 0.048 0.050

C = 5 0.028 0.082 0.018 0.032 0.059 0.019 0.062 0.059 0.022 0.062 0.055 0.027 0.096 0.050 0.039 0.095 0.048 0.040

C = 7 0.031 0.082 0.012 0.029 0.076 0.013 0.041 0.057 0.021 0.041 0.054 0.022 0.116 0.047 0.031 0.115 0.046 0.038

Balanced 0.008 0.018 0.011 0.011 0.008 0.013 0.008 0.015 0.013 0.009 0.009 0.018 0.009 0.006 0.034 0.009 0.003 0.038

Unbalanced 0.050 0.173 0.019 0.049 0.125 0.019 0.088 0.113 0.029 0.088 0.101 0.030 0.204 0.091 0.039 0.207 0.092 0.048

J = 12 0.034 0.092 0.017 0.036 0.066 0.020 0.048 0.070 0.026 0.049 0.062 0.028 0.106 0.052 0.041 0.103 0.052 0.043

J = 24 0.024 0.100 0.012 0.024 0.068 0.013 0.048 0.058 0.015 0.048 0.048 0.020 0.108 0.044 0.033 0.113 0.043 0.042

Note. FST = fully-specified target; SST = semi-specified target.
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Table 14

RMSEloadingsC in multidimensional balanced scales when the ARS factor is not

extracted in function of the simulated conditions

RMSEloadingsC with ARS factor

Pearson Polychoric

Small ARS Medium ARS Large ARS Small ARS Medium ARS Large ARS

N J C Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST

250

12

3 0.039 0.036 0.037 0.046 0.041 0.045 0.078 0.054 0.073 0.020 0.015 0.015 0.022 0.011 0.020 0.065 0.037 0.056

5 0.025 0.032 0.024 0.044 0.053 0.042 0.083 0.064 0.077 0.016 0.022 0.013 0.030 0.042 0.027 0.072 0.051 0.064

7 0.028 0.025 0.025 0.030 0.039 0.029 0.097 0.083 0.083 0.023 0.020 0.020 0.024 0.034 0.024 0.098 0.084 0.079

24

3 0.046 0.045 0.045 0.045 0.044 0.045 0.089 0.078 0.090 0.014 0.011 0.011 0.019 0.016 0.016 0.070 0.063 0.069

5 0.031 0.031 0.030 0.028 0.026 0.027 0.085 0.080 0.084 0.016 0.017 0.014 0.015 0.009 0.010 0.084 0.081 0.082

7 0.029 0.031 0.029 0.034 0.033 0.033 0.088 0.076 0.085 0.023 0.026 0.023 0.028 0.026 0.027 0.089 0.078 0.086

500

12

3 0.053 0.052 0.053 0.055 0.053 0.054 0.095 0.080 0.093 0.018 0.014 0.015 0.029 0.026 0.026 0.073 0.047 0.066

5 0.022 0.032 0.021 0.045 0.043 0.044 0.064 0.058 0.063 0.009 0.021 0.008 0.028 0.026 0.027 0.058 0.050 0.056

7 0.019 0.019 0.018 0.039 0.037 0.037 0.063 0.047 0.059 0.013 0.012 0.011 0.033 0.031 0.030 0.061 0.041 0.055

24

3 0.042 0.044 0.042 0.055 0.055 0.054 0.062 0.062 0.062 0.007 0.012 0.006 0.020 0.021 0.018 0.049 0.048 0.047

5 0.028 0.030 0.028 0.028 0.027 0.028 0.059 0.055 0.053 0.011 0.014 0.011 0.014 0.012 0.012 0.052 0.046 0.042

7 0.029 0.029 0.028 0.035 0.034 0.034 0.070 0.060 0.070 0.021 0.021 0.021 0.027 0.026 0.026 0.076 0.065 0.076

Note. FST = fully-specified target; SST = semi-specified target.

Table 15

RMSEloadingsC in multidimensional unbalanced scales when the ARS factor is not

extracted in function of the simulated conditions

RMSEloadingsC with ARS factor

Pearson Polychoric

Small ARS Medium ARS Large ARS Small ARS Medium ARS Large ARS

N J C Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST

250

12

3 0.031 0.039 0.031 0.035 0.040 0.035 0.019 0.060 0.015 0.014 0.023 0.014 0.015 0.022 0.015 0.047 0.051 0.046

5 0.011 0.020 0.011 0.013 0.044 0.011 0.015 0.051 0.014 0.014 0.019 0.014 0.018 0.037 0.017 0.034 0.045 0.034

7 0.009 0.015 0.009 0.019 0.024 0.019 0.030 0.042 0.030 0.006 0.012 0.006 0.023 0.026 0.023 0.040 0.045 0.040

24

3 0.028 0.029 0.028 0.024 0.025 0.024 0.019 0.063 0.018 0.016 0.017 0.016 0.020 0.021 0.020 0.048 0.051 0.048

5 0.033 0.034 0.033 0.012 0.044 0.011 0.031 0.041 0.031 0.015 0.018 0.015 0.021 0.037 0.021 0.053 0.053 0.054

7 0.035 0.035 0.035 0.012 0.020 0.012 0.028 0.048 0.028 0.027 0.027 0.027 0.006 0.016 0.006 0.038 0.047 0.039

500

12

3 0.037 0.038 0.037 0.028 0.049 0.027 0.016 0.057 0.015 0.007 0.010 0.007 0.018 0.031 0.018 0.033 0.040 0.033

5 0.013 0.019 0.013 0.010 0.011 0.010 0.012 0.046 0.012 0.013 0.016 0.013 0.024 0.024 0.024 0.033 0.041 0.033

7 0.004 0.014 0.004 0.010 0.022 0.010 0.019 0.037 0.019 0.011 0.016 0.011 0.007 0.019 0.007 0.029 0.038 0.029

24

3 0.025 0.033 0.025 0.025 0.035 0.025 0.015 0.056 0.014 0.025 0.027 0.025 0.021 0.025 0.021 0.039 0.042 0.039

5 0.016 0.020 0.016 0.014 0.037 0.014 0.007 0.021 0.007 0.007 0.012 0.007 0.009 0.027 0.009 0.024 0.027 0.024

7 0.015 0.022 0.015 0.005 0.019 0.004 0.010 0.049 0.010 0.006 0.017 0.006 0.007 0.017 0.007 0.017 0.043 0.017

Note. FST = fully-specified target; SST = semi-specified target.
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Table 16

Main effects on MMAB for zero loadings in multidimensional balanced scales when the

ARS factor is not extracted in function of the simulated conditions

Multidimensional balanced scales - MMAB without ARS factor

Small ARS Medium ARS Large ARS

Pearson Polychoric Pearson Polychoric Pearson Polychoric

Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST

N = 250 0.136 0.148 0.134 0.146 0.155 0.144 0.140 0.156 0.137 0.150 0.164 0.148 0.227 0.275 0.214 0.252 0.309 0.237

N = 500 0.093 0.104 0.092 0.100 0.107 0.099 0.100 0.106 0.099 0.108 0.113 0.107 0.150 0.175 0.144 0.171 0.203 0.163

C = 3 0.118 0.128 0.117 0.133 0.140 0.132 0.122 0.132 0.120 0.140 0.147 0.137 0.189 0.223 0.179 0.223 0.271 0.210

C = 5 0.114 0.129 0.113 0.121 0.132 0.119 0.117 0.131 0.116 0.125 0.136 0.123 0.177 0.208 0.170 0.196 0.234 0.188

C = 7 0.111 0.120 0.110 0.115 0.122 0.114 0.119 0.130 0.118 0.123 0.133 0.122 0.201 0.242 0.190 0.216 0.262 0.202

J = 12 0.109 0.122 0.107 0.117 0.127 0.114 0.119 0.136 0.117 0.129 0.143 0.126 0.189 0.230 0.178 0.211 0.260 0.196

J = 24 0.120 0.129 0.120 0.129 0.136 0.129 0.120 0.126 0.120 0.129 0.134 0.128 0.188 0.220 0.181 0.212 0.251 0.204

Note. FST = fully-specified target; SST = semi-specified target.

Table 17

Main effects on MMAB for zero loadings in multidimensional unbalanced scales when

the ARS factor is not extracted in function of the simulated conditions

Multidimensional unbalanced scales - MMAB without ARS factor

Small ARS Medium ARS Large ARS

Pearson Polychoric Pearson Polychoric Pearson Polychoric

Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST

N = 250 0.131 0.143 0.130 0.141 0.149 0.139 0.134 0.154 0.132 0.143 0.156 0.141 0.132 0.170 0.129 0.142 0.156 0.139

N = 500 0.091 0.103 0.091 0.098 0.105 0.098 0.092 0.115 0.091 0.099 0.112 0.098 0.094 0.138 0.093 0.101 0.123 0.100

C = 3 0.114 0.128 0.113 0.129 0.136 0.128 0.115 0.137 0.114 0.131 0.142 0.130 0.119 0.176 0.117 0.135 0.150 0.133

C = 5 0.111 0.122 0.110 0.118 0.125 0.117 0.113 0.142 0.111 0.118 0.137 0.117 0.109 0.140 0.108 0.115 0.128 0.114

C = 7 0.108 0.119 0.107 0.111 0.120 0.111 0.111 0.124 0.110 0.113 0.124 0.112 0.111 0.147 0.109 0.114 0.140 0.112

J = 12 0.106 0.119 0.104 0.114 0.123 0.113 0.109 0.131 0.108 0.117 0.131 0.115 0.111 0.153 0.109 0.119 0.137 0.117

J = 24 0.116 0.127 0.116 0.125 0.131 0.124 0.116 0.138 0.116 0.124 0.138 0.124 0.115 0.156 0.114 0.123 0.141 0.122

Note. FST = fully-specified target; SST = semi-specified target.
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Table 18

Main effects on RMSEFactorCorr in function of the strength of the ARS and the

simulated conditions when ARS is not extracted

RMSEFactorCorr without ARS factor

Small ARS Medium ARS Large ARS

Pearson Polychoric Pearson Polychoric Pearson Polychoric

Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST Oblimin FST SST

N = 250 0.026 0.020 0.007 0.026 0.009 0.008 0.053 0.025 0.029 0.053 0.022 0.029 0.137 0.095 0.096 0.138 0.145 0.096

N = 500 0.035 0.017 0.016 0.035 0.008 0.017 0.052 0.017 0.019 0.053 0.014 0.021 0.116 0.035 0.050 0.121 0.070 0.046

C = 3 0.030 0.024 0.015 0.030 0.008 0.016 0.045 0.027 0.019 0.045 0.017 0.020 0.132 0.052 0.089 0.134 0.116 0.089

C = 5 0.031 0.021 0.016 0.031 0.010 0.017 0.071 0.023 0.036 0.070 0.026 0.037 0.108 0.064 0.044 0.113 0.105 0.040

C = 7 0.031 0.010 0.004 0.031 0.008 0.005 0.042 0.012 0.018 0.043 0.012 0.019 0.138 0.079 0.086 0.141 0.101 0.083

Balanced 0.006 0.020 0.004 0.005 0.007 0.004 0.006 0.019 0.004 0.005 0.015 0.005 0.022 0.078 0.008 0.024 0.072 0.009

Unbalanced 0.056 0.017 0.020 0.056 0.010 0.021 0.100 0.022 0.044 0.101 0.022 0.045 0.230 0.051 0.138 0.235 0.142 0.133

J = 12 0.036 0.017 0.010 0.035 0.008 0.011 0.052 0.027 0.021 0.053 0.021 0.023 0.127 0.064 0.044 0.130 0.100 0.041

J = 24 0.026 0.020 0.014 0.026 0.009 0.014 0.053 0.014 0.027 0.053 0.016 0.027 0.126 0.065 0.102 0.128 0.114 0.101

Note. FST = fully-specified target; SST = semi-specified target.
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Figure 1 . A multidimensional factor model with an ARS factor, where the two content

factors are defined as η1 and η2, and ARS stands for the ARS factor. The zero and

non-zero loadings are indicated by normal and dashed lines, respectively, and the

residuals are omitted for visual clarity.



HOW ACQUIESCENCE AFFECTS EXPLORATORY FACTOR ANALYSIS 44

?

X_1 X_3 X_5 X_7

0.482 -0.449 0.468 -0.504

1
?

X_6 X_8 X_10 X_12

0.523 -0.313 0.564 -0.310

0

1 1

ARS

1

X_9 X_11 X_4X_2

0.480 -0.463 -.3300.556

2

Figure 2 . A multidimensional factor model in which the ARS factor is ignored. The

dotted lines indicate the zero loadings, the elements in grey were not included in the

estimation, and the residuals are omitted for visual clarity.
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Figure 3 . Effects of the ARS manipulations on a 5 categories item


