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1 Introduction

Appearance of new technologies allows us to analyze consumer behavior under orig-

inal and often understudied conditions. Furthermore, availability of new and detailed

data on an emerging market can greatly facilitate investigating known economic phe-

nomena. This thesis consists of three essays in which I examine innovative tools and

markets that became available thanks to the recent technological advancements. In

particular, I study how they a�ect the individual behavior of the market participants.

In the �rst essay, we looked at the introduction of web-based tools that allow con-

sumers to quickly compare prices of health care products o�ered by di�erent hospitals

and clinics in the Netherlands. Price transparency is often viewed as an e�ective way

to encourage price shopping, leading to a lower health care expenditure for the entire

system. Not surprisingly, publication of the health care prices in the Netherlands was

recently supported by the minister of health.

While we observed that the visits to the website containing price comparison tool

surged after the publication of prices, spending, the likelihood to visit a new provider,

distance traveled, and type of provider visited remained una�ected. This is even more

surprising given that we observed large savings opportunities that were available to

individuals in the sample, ranging from 23% to 25% of the price paid among those who

could have saved.

We argue that the potential reasons behind these results are a complex system of

health care procedures and an unpredictable price dispersion coupled with a very low

annual deductible of just 385 euros that is chosen by a vast majority of the consumers.

The results seem to con�rm the general notion in the literature that price transparency

can work well but it still needs to be properly designed. Our results suggest that

the current price transparency initiative in the Netherlands did not a�ect consumer

behavior in the short run.

In the second essay, I investigated hosting: mirroring other video game streamer's

content coupled with viewership transfers, to study indirect reciprocity. Indirect reci-

procity can be de�ned as being kind to somebody after receiving an act of generosity

from a third party. In contrast to direct reciprocity that involves returning the favor

directly to the sender, indirect reciprocity results in returning a favor to an individual

or individuals not involved in the initial encounter.

Using a phenomenon of hosting that is unique to the new and emerging video game

streaming industry, I show that streamers are more likely to host others if they were
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hosted in the recent past. Furthermore, being recently hosted motivates them to choose

less popular channels as the recipients, and for whom such gifts are arguably of much

higher value. This particular type of upstream indirect reciprocity a�ects less popular

and less experienced channels most.

The results of this study provide robust evidence for upstream indirect reciprocity in

the growing market of video game streaming. Even when monetary gains are at stake,

people tend to be reciprocal. Furthermore, the norm of hosting that is quite popular

on the platform can be, at least to some degree, a result of indirect reciprocity.

Finally, in the third essay I study consumer churn and platform collapse. A major

video game streaming platform has announced a shutdown to occur within a period of

one month. However, the exit from the platform was gradual and started long before

the actual announcement. Using a unique feature called costreaming that allows up to

4 streamers to join their video broadcast, I investigate how the size of the costreaming

networks a�ects the decision to stay on the platform.

Users with more costreaming links invested less hours and logged in fewer times

after the announcement. However, I show that even though networked streamers were

less likely to leave prior to the announcement, they were also strongly in�uenced by

their peers who did.

Introducing means of cooperation such as costreaming, an optional feature that

allows co-producing the broadcast for the viewers, can strengthen the attachment of

users to the platform. However, once knowledge about the shutdown becomes common,

costreaming networks may speed up the aggregate exit from the platform.
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2 Increasing price transparency in the Dutch health

care market does not affect provider choice

This chapter is based on an identically named paper coauthored with Tobias Klein

and Misja Mikkers.

2.1 Introduction

Providing consumers with information about prices is often considered to be an

e�ective way to o�set increasing health care expenditure, as such price transparency

initiative combined with cost sharing should drive consumers towards a more cost-

conscious choice. Thereby, it also promotes competition between providers (Mehrotra

et al., 2017; Hibbard et al., 2012; Volpp, 2016).

This is one of the reasons why many US states have adopted some degree of

price transparency legislation (Volpp, 2016) and calls for increased transparency in

the Netherlands were supported by the ministry of health (Kleijne, 2016).

Although studies report that only a small fraction of individuals engage in comparing

prices (Desai et al., 2016; Chernew et al., 2018), several papers highlight the potential

for supply e�ects (Brown, 2019; Wu et al., 2014). Additional information can also a�ect

the bargaining process (Tu and Lauer, 2009) or cause some providers to adjust prices

due to reputational concerns (Christensen et al., 2018).

An increase in transparency can take several forms: from publishing charge prices

(Christensen et al., 2018) or median estimated costs (Tu and Lauer, 2009) to equipping

employees with privately owned transparency tools (Lieber, 2017; Whaley et al., 2014).

In this paper, we study the e�ect of price transparency on provider choice in a new

setting.

For a long time prices negotiated between providers and insurers in the Netherlands

were considered private information (Douven et al., 2018). However, in 2016 one of the

major insurers in the market, CZ, unexpectedly published a set of prices for procedures

below the 885 euro maximum deductible threshold, with main competitors releasing

similar information (Kuijper, 2016; De Jong, 2016). In this paper, we use a di�erence-

in-di�erence approach to estimate the short-run e�ects that this partial nationwide

introduction of a price comparison tool had on health care spending and provider choice.

Using a subset of relatively elective and non-emergency dermatological procedures and

unique claims data on Dutch health care spending, this paper �nds tightly estimated
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zero short-run e�ects on both consumer spending and provider choice. We document

that there is a clear potential for savings, ranging from 23% to 25% of the price paid

among potential savers. As insurance contracts feature a deductible, many patients

would �nancially bene�t from this themselves. Nonetheless, our results suggest that

consumers do not exploit these �nancial opportunities.

These results are by no means surprising given the institutional settings in the

Netherlands. With no clear price index across providers and over 4000 health care

products to choose from, the costs of price comparison can turn out to be quite sub-

stantial. Furthermore, in many cases patients face uncertainty about which product

will be coded after the visit and similar products within a single hospital can exhibit

massive price variation. Recent survey revealed that 23% of patients are not aware

they can choose the hospital they go to (Patiëntenfederatie Nederland, 2019). Han-

del and Kolstad (2015) showed that consumers often may not understand their health

care plans or compare alternatives. Arguably, comparing prices among a wide range

of health care products can be as complex. Contrasting that with the fact that a vast

majority of the individuals in the Netherlands face the lowest deductible of just 385

euro annually which greatly limits the potential for savings, for many the bene�ts of

such price comparison are outweighted by the costs. This may also be re�ected in low

search rates: website visits were equal to just 2.43% of the average daily provider visits

among CZ consumers. Yet, despite authors prior expectation of limited policy e�ects

on consumer choice, we �nd it important to accurately assess its e�ects given public

pressure that preceded the publication of prices.1

This study contributes to a growing literature on the e�ects of di�erent price trans-

parency policy changes in health care markets, providing reduced form estimates for the

short-run demand e�ects. Most of the existing literature exploits local initiatives such

as employer-speci�c transparency tool introduction that allows comparing prices for

health care products (eg.: Desai et al., 2016; or Lieber, 2017) and �nds varying results

from no change to 10-17% decrease in spending conditional on search or as much as

18.7% decrease in spending and changes to the entire market structure when actively

approaching consumers (Wu et al., 2014). The so called New Hampshire experiment is

a single contrasting example that involved publishing bundled statewide median esti-

1 For instance, Open State Foundation �lled a lawsuit against Dutch Healthcare Authority for not

publishing the prices (Open State Foundation, 2014).
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mated prices for approximately 30 common medical procedures. While initial studies

of this policy indicated no e�ects (Tu and Lauer, 2009), a 5 year follow-up by Brown

(2019) estimated a 5% decrease in the costs for the patients. The following study takes

an advantage of a similar large-scale event at a national level, but in contrast to the

existing literature it is also able to analyze the e�ects of publishing exact contracted and

ultimately paid prices. Consequently, the following study uses a transparency initiative

where a large sample of individuals across country obtained access to exact information

on the prices, a policy di�erence that in theory should greatly facilitate price shopping

among consumers as compared to other such initiatives studied in the literature.

Furthermore, this paper exploits surges in visits on the transparency tool website

and the nature of the annual price adjustment in the Netherlands to quantify a short-

run demand response that can be con�dently attributed to consumer behavior. With

much of the literature highlighting low usage rates of the transparency tools (eg. Desai

et al., 2016; Chernew et al., 2018), this study also investigates the e�ect of sending a

reminder about the transparency tool few months after the initial publication, an event

that resulted in over 105 thousand website visits in the �rst week and a permanent

60% increase in daily visits. Although the treatment group had access to some price

information prior to posting of the reminder and hence results should be interpreted

with care, we �nd no evidence for meaningful decrease in spending that would re�ect

the increase in website visits.

This paper is structured as follows: Section 2 shortly describes the health care

system and the events related to the publication of prices. Section 3 introduces the data.

Section 4 describes the models we use for quantifying the e�ects of the events. Section

5 presents results and �nally Section 6 provides our preferred explanation for these

�ndings and a proposal how the system could be changed so that price transparency

has an e�ect.

2.2 Institutional setting

2.2.1 The Dutch health care system

In 2006 the Dutch health care system underwent a major reform that moved it

towards more demand-driven service provision (Enthoven and van de Ven, 2007; Rose-

nau and Lako, 2008).Residents in the Netherlands are required to buy a mandatory
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health insurance from private insurers. The government determines the coverage of the

standardized health insurance package. Dutch enrollees have since 2016 an obligatory

annual deductible of 385 Euro.

Insurance is provided by private insurers, which are obliged to accept any enrollee

(regardless of health risk or pre-existing medical conditions) without price discrimina-

tion, with a few minor exceptions. In particular, insurers are allowed to give a rebate

of up to 5% on the premium for collective contracts and are allowed to give a rebate

for enrollees who choose an extra voluntary deductible of up to 500 Euro. In addi-

tion, insurers are obliged to contract su�cient health care supply to meet the demand

of their enrollees. The idea behind the system is that insurers can make pro�ts by

contracting health care providers and incentivizing them to provide care e�ciently. To

mitigate risk selection in the insurance market, the Dutch government runs an elaborate

system of risk-adjustment in which insurers are compensated for di�erences between

their populations. Consumers can switch insurers on the annual basis (Kroneman et

al., 2016).

Health care providers compete for contracts with insurers. To a large extent (around

70% of hospital revenue), prices of hospitals were liberalized in 2012. In 2005 a case

mix system called Diagnosis Treatment Combinations (DTC's) was introduced for the

reimbursement of hospital care. According to article 35 of the Healthcare Market Reg-

ulation Act hospitals are required to state their invoices in terms of these DTC's, which

means that DTC's are comparable between hospitals.

Patients are free to choose any provider of health care conditional on obtaining

a referral from their general practitioner who acts as gatekeepers for non-emergency

care. Although full reimbursement is available only for hospitals within the network

(Kroneman et al., 2016), in 2015 only around 7.5% of enrollees chose restricted plans

(Bes et al., 2017; NZa, 2017; this fraction increased to 13.1% in 2017). At the same

time, a survey from 2019 revealed that 23% of consumers were not aware they can

choose the hospital they visit for services, with 21% choosing the nearest provider and

18% following their GPs advice (Patiëntenfederatie Nederland, 2019).

2.2.2 Information

Motivated by the potential to increase e�ciency and contain costs while maintaining

quality and accessibility of care (Rosenau and Lako, 2008), the success of a demand-
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driven health care system such as the one in the Netherlands depends on, among other

things, access to information about quality and prices (Enthoven and van de Ven,

2007). In order to ensure competition among market participants as well as promote

quality enhancements, consumers should be able to evaluate all the alternatives and

make e�cient choices (Rosenau and Lako, 2008).

Existing literature suggests that consumers in the Netherlands take quality into

consideration when choosing a health care provider.2 Beukers et al. (2013) found

that quality indicators are a signi�cant predictor when choosing a hospital for hip

replacement; Varkevisser et al. (2012) estimated that patients are willing to travel 9%

further relative to mean travel time for a 1% decrease in a readmission rate following

angioplasty. Using the example of cataract surgery Ruwaard and Douven (2014) showed

that although 80% of chosen providers are within 20km distance, individuals are willing

to travel further, especially for the top performing hospitals.

While some degree of information on health care quality is available to consumers

in the Netherlands, the same could not have been said about hospital prices which

up until recently were kept con�dential by both insurers and providers (Douven et

al., 2018). In light of the fact that these prices are relevant to consumers, because

deductible payments directly depend on them, it is surprising that consumers could not

easily compare prices between providers.This situation changed on the 2nd of August

2016 when one of the major insurers in the market, CZ, decided to publish all the

contracted Diagnosis Treatment Combinations (DTC) prices below 885 euro (Kuijper,

2016). Soon after, VGZ and Menzis, two other large players in the Dutch market,

followed by publishing a similar set of prices (van Bokhorst, 2016; Woldring, 2016).

Moreover, another insurance provider, Zilveren Kruis, published more limited data

containing only some speci�c groups of generally described procedures (Skipr, 2016).

Published prices, which are the exact prices contracted between the insurer and

provider, became available through freely accessible search engines located at insurer

websites as well as external sources such as Consumer Association (Consumentenbond)

website that aggregated prices both across insurers and several transparent providers

(De Jong, 2016; search tool is now available as an external module; see Open State

Foundation, 2019). With these 4 insurers serving 88.3% of the market in 2017 (NZa,

2017), such publication accounts for a major increase in price transparency.

Figure 1 presents daily tra�c on the website hosting the search tool published by

2Such quality measures can consist of report cards, newspaper rankings or readmission rates, often
with speci�c per-specialism distinctions (Varkevisser et al., 2012; Ruwaard and Douven, 2014).
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Figure 1: Daily visits on the CZ website containing the price transparency tool
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Note: The �gure above plots the amount of daily visits on the CZ price comparison page for the period until 1st of
January 2018. The data on prices was initially published in a list format (�rst dashed vertical line) and replaced a month
later by an online tool that allowed for procedure-speci�c comparison of prices (second dashed vertical line). An email
reminder was sent out on 20 April 2017 (third dashed vertical line). In the �gure, the maximum number of visits is
trimmed at 1000 per day for the clarity of the exposition. Figure 5 in Appendix A zooms in and documents the surge
in activity in the �rst days after the publication of prices and the reminder, respectively. The two shaded areas depict
the time periods used in in our main analysis. The darker shades mark the �rst 6 weeks after the respective event. For
some speci�cations, these data will not be used to account for the fact that it takes time to book an appointment.

CZ, with maximum daily visits trimmed at 1000 for clarity of the exposition. There

was a large tra�c increase after the publication of prices, with over 75 thousand visits

in �rst week after the event. Interestingly, there is another spike of activity on the 20th

of April 2017, which is when a reminder email about the tool was sent to CZ consumers;

this resulted in over 105 thousand visits in the �rst week after the event.3 Furthermore,

both events resulted in a permanent usage level increase. This is trivially the case for

the publication of prices, as usage was zero before the introduction of the tool, but also

in case of the email reminder where median daily tra�c increased by approximately

65%, from 65 in the period of 12 weeks prior to the event up to 107.5 median daily

visits in period between 6th and 18th week after the reminder was sent.

Based on these data, back of the envelope calculations indicate that 98 median

daily visits over the entire observed period are equal to approximately 2.43% of daily

provider visits made by CZ consumers, suggesting that search rates among consumers

are relatively low (similar to Gourevitch et al., 2017; or Mehrotra et al., 2017) despite

temporal activity rushes.4 In addition, it has to be noted that the activity presented

3See Appendix A for the copy of the reminder sent as well as �gures on �rst weeks post-events.
4With approximately 6.9mln procedures in 2017 being recorded (DIS Open Data, 2019) and 21.1%

market share of CZ in 2017 (NZa, 2017), this gives an average of 4025 daily visits. Note that while
search rates reported in the literature can vary substantially, estimated search rates in the current
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resembles visiting the tool's website address and not the actual search activity which

may or may not have followed. Furthermore, some consumers may have made several

searches during a day. Nonetheless, even such low activity could lead to measurable

e�ects of publishing prices.

The data on prices reveal that a considerable amount of price information is released.

For the 176 unique dermatology DTCs there were over 8800 procedure-provider price

pairs available online for CZ by the end of 2016, out of a little above 17 thousand

provider-speci�c prices for that year in total. However, at the same time it is important

to keep in mind that due to the two-stage nature of the negotiation process where

insurers and hospitals �rst agree on budget and then negotiate the DTC-speci�c prices

throughout the year (Douven et al., 2018) it could be that some prices were not yet

available at the date of publication, despite the publication taking place in the second

half of the year.

2.2.3 Selection of procedures

The aim of our paper is to study the e�ect of price transparency on patient be-

havior when patients had enough time to make choices and could bene�t from price

transparency. We would like to study this for situations in which treatments are fairly

simple and standardized, so that quality di�erences across providers are less important

than for other types of care.

With this in mind, we �rst looked for a type of care that is high volume, not urgent,

widely available, and for which the price is relatively low so that cost-sharing matters.

For this reason, we focus on dermatology. There are 176 available dermatological pro-

cedures. We selected 6 procedures out of those: 4 outpatient visits for consultations

and 2 visits for surgeries. Table 1 contains descriptive statistics for these procedures.

Selected products are relatively simple and high volume: they account for approxi-

mately 66% of all patient visits within dermatology, with 4 out of 6 selected procedures

being top 4 most popular dermatological procedures in both 2016 and 2017. They are

also relatively low priced which means that even for a consumer with the annual de-

study can be considered as relatively low. Gourevitch et al., (2017) reported 12% of the sample using
transparency tool at least once during 12 months (1% using more than 3 times) while Mehrotra et al.
(2017) reported that only 3% of the individuals in the sample compared providers in terms of cost.
Desai et al. (2016) reported 10% of the treatment group that was o�ered a transparency tool searched
at least once within �rst 12 months (this fraction growing to 18% after 24 months).
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Table 1: Summary statistics for the selected dermatological procedures

Short Description Year Provider prices Mean Standard Minimum Maximum Volume Percentage
of the DTC published Price Deviation Price Price of the total

1-2 surgeries 2016 118 452.21 80.73 228.87 737.86 104863 11%
skin cancer or 2017 114 445.68 77.82 231.63 687.27 108622 11%
signs of it 2018 118 438.43 70.58 231.63 696.43 98363 11%

1-2 outpatient visits 2016 116 112.99 21.43 61.42 170.00 249703 27%
skin cancer or 2017 117 112.93 19.05 59.30 185.00 260911 27%
signs of it 2018 120 109.96 16.41 60.19 185.00 240687 27%

1-2 surgeries 2016 120 403.71 64.77 234.84 620.27 39304 4%
benign tumor 2017 120 402.24 66.23 274.50 746.34 37754 4%
of the skin 2018 123 405.82 59.97 275.00 600.00 32972 3%

1-2 outpatient visits 2016 122 113.89 21.41 70.72 225.00 94884 10%
benign tumor 2017 120 112.14 19.41 77.27 185.00 95009 10%
of the skin 2018 123 111.23 17.57 76.92 185.00 85765 9%

1-2 outpatient visits 2016 113 117.31 24.18 70.68 186.67 98842 10%
skin in�ammation 2017 111 118.01 20.93 73.29 185.00 100264 10%
or eczema 2018 114 116.71 18.66 76.55 185.00 92213 10%

1-2 outpatient visits 2016 110 122.88 30.70 72.90 222.00 40900 4%
skin conditions 2017 110 120.98 25.29 70.38 211.99 43173 4%
bumps and �akes 2018 115 121.45 22.49 71.44 185.00 39987 4%

Note: This table presents descriptive statistics for the 6 selected procedures. The table was complied
using publicly available price data obtained from the Consumer Association search engine (Open State
Foundation, 2019). Volumes were compiled using DIS Open Data (2019). Last column denotes the
percentage of the total volume within dermatology DTC subgroup.

ductible of 385 euros, these prices can make a di�erence in the out-of-pocket spending.

Most importantly, selected procedures are among DTCs with most prices published.

Figure 9 in the Appendix presents distribution of provider speci�c prices published by

CZ for each DTC. A vast majority of DTCs have between 60 and 90 provider speci�c

prices published, whereas the selected procedures are published for 110-122 providers,

arguably providing the largest amount of information.

Selected procedures exhibit substantial price dispersion, with the price range often

exceeding twice its mean, a disparity that remains large in size across years. Di�erences

in prices may in principle be completely driven by quality di�erences across hospitals

or di�erences in the level of competition across geographic areas. This is unlikely for

the procedures we chose. To provide empirical evidence for this, Figure 2 shows that

negotiated prices often do not seem to follow a systematic pattern. In particular, one

would expect that when a hospital has high market power or o�ers high quality services,
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then it would generally negotiate high prices relatively to the other hospitals. But then,

one should see that many prices for that hospital would be above the average. However,

as seen in the upper left and lower right quadrants of the scatter plot in Figure 2, a

large fraction of hospitals negotiates a price higher than the average for one procedure

and price lower than the average for another, very similar procedure.5 For instance,

in 2016 the Antoni van Leeuwenhoek hospital in Amsterdam charged 143.65 euro for

1-2 outpatient skin cancer checkup visits, while the price for a similar procedure, 1-2

outpatient benign tumor of skin checkup visits, was 80.94 euro. The average price for

both procedures was about 113 euro. The bar plots on the right show average prices

for each procedure-hospital-insurer combination, for 4 out of the 6 procedures. When

analysing it from the side of the insurer, one can see that there is no systematic pattern

in prices either.

At this point, one may wonder why there is so much unsystematic price variation.

The main reason for this is that the contracts between insurers and hospitals go much

beyond specifying prices. For instance, they also specify budgets, information exchange

and quality requirements among other things.

From the consumer perspective, this gives rise to an additional challenge. It is pos-

sible that a consumer who chooses a provider solely on the basis of low price of some

anticipated procedure pays more than average because the procedure coded ex-post is

actually more expensive than the alternatives in the area. Consider outpatient consul-

tation in case of skin cancer. Mean published prices for CZ across providers is 112.99

euros. Mean price for 20 lowest priced providers is 84.13 euros, which indicates 28.86

euros potential savings or 25.54% savings as compared to the mean price. However, if

instead the consumer is coded with outpatient consultations in case of the benign tumor

of the skin, these savings from choosing an average of 20 lowest priced providers reduce

to just 9.87 euros or 8.74% of the mean price paid. Similar calculations for choosing 20

lowest priced providers for benign tumor of the skin and being coded with skin cancer

consultations results in just 7.78% savings instead of 22.45%. While consumers still

save by choosing these providers, savings are approximately 3 times lower.6 Although

5See Appendix B for similar scatterplots between di�erent pairs of products; see Douven et al.
(2018) for more detailed analysis of correlation between related product groups.

6There is a higher correlation in provider prices between similar type of procedures as compared
to a similar diagnosis. For instance, average correlation of provider prices across years for checkup
and surgery is only 0.49 for skin cancer and 0.43 for benign tumor. In contrast, correlation between
skin cancer checkup and benign tumor checkup is 0.58 while similar correlation for surgeries is 0.54.
This indicates that even if consumers missclasify the DTC, they may still obtain a relatively cheaper
procedure overall, though the correlations between products are still generally low.
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Figure 2: Relationship between prices
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Note: The scatterplot on the left plots the percentage deviation of the price for one speci�c DTC (1-2
outpatient visits skin cancer or signs of it; second DTC in Table 1) in one speci�c hospital and year from
the average across hospitals against the percentage deviation of another price (1-2 outpatient visits
benign tumor of the skin; fourth DTC in Table 1) from its average. Dots in the upper-left and lower-
right quadrants depict hospitals which contracted a price higher than the average for one DTC, and less
than the average for another, similar DTC. The bar plots on the right show average contracted prices
for 4 out of 6 selected dermatological procedures: 1-2 outpatient visits skin in�ammation or eczema
(top left), 1-2 outpatient visits benign tumor of the skin (top right), 1-2 outpatient visits skin cancer
or signs of it (bottom left), and 1-2 surgeries skin cancer or signs of it (bottom right). Each subplot
presents insurer-speci�c prices for a given DTC contracted with one of the 3 hospitals: Rode Kruis
(crimson), Albert Schweitzer (teal) and MC Groep (Zuiderzee Lelystad, Emmeloord, Dronten; olive).
The plots show that the price ranking between hospitals is not preserved across insurers and procedures
and hence prices negotiated by one insurer are not perfectly informative about prices negotiated by
another insurer. See Appendix B for additional scatter plots for other pairs of procedures and the full
set of 6 bar plots.

saving opportunities are clearly present in the market due to large price disparities, it

remains unclear whether they can be e�ciently exploited by the consumers.

2.3 Data

Our goal is to estimate the response to the introduction of price comparison tools

in the Dutch health care market on patient behavior. For this, we use individual claims

data. Data for the entire population were provided by the Dutch Healthcare Authority

(NZa). The data cover spending for the years 2015 to 2017 and contain the date of

starting the procedure and the exact procedure code (DTC), provider identity, insurer
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identity and the price paid for the treatments received.7

We restrict our sample to the selected group of 6 transparent and widely available

procedures from the dermatology specializations described in Section 2. Starting from

this, we keep data for two subgroups of patients: CZ customers and customers of

another large insurer who, in contrast to several major players in the market, did not

publish price data on the selected dermatological DTCs. The patients of the other

insurer serve as the control group in our analysis.8 Since some insurers are part of

larger insurer groups, we limit the treatment sample to entities that have the �CZ�

name included in the website address that contains the comparison tool.

In order to separate potential demand e�ects from annual supply adjustments, we

perform the analysis locally in time, by using separate within-year subsets of the data.9

In particular, we select a subset of 12 weeks before and 18 weeks after each relevant

event: publication of prices and reminder sentout. Such sample selection is not only

dictated by a desire to study short run demand response to the speci�ed events, but also

to avoid noisy data from the beginning and the end of a calendar year when deductible

resets and potential health plan switching is occurring. This selection results in two

datasets: May 10 until December 6 in 2016 (with the relevant event occurring on the 2nd

of August), and January 26 until August 24 in 2017 (with the relevant event occurring

on the 20th of April). Figure 1 marks the relevant subsample periods with blue and

green shades, respectively.

We also add several consumer characteristics: 8 age bins, gender, dummy variables

for deductible level chosen, any additional health care package, dental plan or collec-

tive insurance and the registered location of the patient: postcode, municipality and

province. In case of within year change to any of these characteristics, we use the char-

acteristic level that was the most frequent in the year. There are some missing values

7This price is paid by the insurance company unless the budgetary agreement speci�es otherwise. If
the treatment falls under the deductible, then the insurance company collects the payment later from
the patient. This means that unlike in other settings where patients hand in bills and get reimbursed,
we have no missing data on treatments received.

8Due to con�dentiality issues, neither the identity of this other insurer nor descriptive statistics
can be revealed. However, we provide additional evidence that validates the approach taken in the
modeling part of the paper.

9Although prices are set annually, which should limit the degree of strategic price setting with
regards to price transparency, price adjustments within a year are possible. However, data suggest
that this possibility mainly concerns lower-volume treatments. Across di�erent procedure groups and
years there are within-year price changes for 16-17% of all unique prices, but only 1.3-1.9% of actual
observations in the dataset. Hence even if they were an e�ect of price adjustment and not health
plans, the fraction of observations a�ected is negligible. This observation further suggests that while
strategic price adjustment remains a possibility, its e�ects for consumers should be negligible as well.



17

on these characteristics, but these result in dropping only approximately 0.2-0.3% of

the data.

We restrict the samples to only individuals above 18 years old, which covers little

over 94% of the sample.10 Some visits cannot be matched with distance due to missing

provider postcode but this does not a�ect the main results. Some observations are

either duplicated or indicate that consumer visited two di�erent providers for the same

procedure within the same day. Since this is rather improbable and the observations

constitute less than 0.1% of the samples, we exclude them as well. Finally, we drop 9

observations with zero recorded price.

We assume that if a procedure was transparent in a given year, price data for most

providers was already available to consumers at date of the relevant event. While this

is a plausible assumption for the publication of prices in August, it is slightly less likely

for the reminder sentout since for many hospitals prices may not yet have been available

in late April. Although we expect that a substantial amount of prices is already agreed

upon and available for publishing if CZ decided to replace old set of prices with new ones,

the estimated e�ect should be interpreted as the e�ect of such partial information gain,

with an expectation that less information was available at the second event relatively

to the �rst one.

Since prices published by CZ are publicly accessible, it can be argued that individuals

from the control group were able to view them as a proxy for their own prices. This

is especially a concern given that the initial publication of prices by CZ received a

substantial attention in the media and there is a high probability that many clients of

insurers other than CZ visited the site, contributing to large tra�c at the time. Graphs

on the right of Figure 2 present prices published in 2016 by 3 transparent hospitals

for procedures contracted with two publishing insurers: CZ and VGZ, and Zilveren

Kruis who did not publish these particular prices. One can observe that price rankings

between hospitals are not preserved among insurers: a hospital that is least expensive

for CZ may turn out to be the most expensive for VGZ or Zilveren Kruis. Yet, when

comparing prices between CZ and VGZ for 2016, average Pearson correlation coe�cient

among 6 selected procedures is equal to 0.69, implying that prices of di�erent insurers

can indeed be used as proxies.11 Given that, we use the reminder sentout event that was

10Children until 18 years old do not have to pay a deductible.
11Similarly, average per-DTC price correlation between CZ and Menzis and CZ and VGZ in 2017 is

0.663 and 0.706, respectively. In contrast, correlation between prices of CZ across years is 0.692 for
years 2016-2017. These correlations are restricted to speci�c years based on availability of published
prices that can be meaningfully compared.
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Table 2: Potential savings for the selected procedures

Publication of prices (August 2, 2016) Reminder (April 20, 2017)
Cheaper % of the Cheaper and % of the Cheaper % of the Cheaper and % of the
and closer sample within 10km sample and closer sample within 10km sample

Treatment
8% 100 9% 100 7% 100 8% 100
25% 30 23% 35 23% 30 22% 36

Control
8% 100 11% 100 6% 100 8% 100
23% 33 22% 46 18% 32 17% 45

Note: This table provides information on the potential savings. We distinguish between the treatment
and the control group. Numbers are for the pre-event period and for the 6 selected DTCs. For each
group, the �rst row presents results averaged over the entire subsample while the second row only
averages over the individuals who can save, with the fraction of population averaged over reported
in �% of the sample� column. The column �Cheaper and closer� denotes average percentage savings
if individuals would choose a provider that is both cheaper and located closer; �Cheaper and within
10km� denotes average savings if individuals would choose a cheaper provider within the distance
of 10km. All percentage values are calculated with reference to the actual amount paid. We use a
maximum of 100km distance from the individual postcode to construct the set of alternative providers.
Some providers may have several postcodes; since we only observe the choice of the provider and not
the location, we assume that the individual visits the closest location among the available ones.

delivered only to the consumers of CZ as a second event that substantially increased

price transparency.

It is important for the validity of the results (details below) that both treatment

and control groups face similar saving opportunities before the events (see Appendix

C for additional evidence for pre-event similarities between both groups). To assess

this, we check whether there are cheaper providers of the same procedures within a

reasonable traveling distance and whether there are providers that are both closer and

cheaper than the one that was selected. A breakdown of the saving opportunities for

the consumers is presented in Table 2.

Overall, consumers can save up to 6-11% by choosing a cheaper provider within

their choice sets, with savings being substantial even when consumers are to choose a

provider that is both cheaper and closer to their location. When aggregating only over

individuals who can save from switching, savings can be as high as 25% of the price

paid, with a fraction of the population that can save ranging from 30% to even 45% of

the subsample. More importantly, potential savings before the policy events are similar

for both treatment and control groups: the treatment group faces marginally larger

opportunities, which may be a result of larger price dispersion seen in Figure 11, but

at the same time a higher fraction of the control sample can save (32-45% compared to

30-36% among the treatment group). This is particularly important: although insurers
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may have di�erent market shares and negotiate di�erent prices across regions, saving

opportunities are substantial (which is not surprising given the large dispersion of prices

reported earlier) but also similar and available to both groups. Under the hypothesis

that consumers make e�cient use of the tools, these opportunities should be exploited

by the treatment group once prices become public.

2.4 Empirical approach

2.4.1 E�ects on spending

Our aim is to estimate the e�ects of making a price comparison tool available to

CZ customers and reminding them of this tool by email. For this, we use claims data

over time. There is a control group, which allows us to use a di�erences-in-di�erences

estimator. For this, we pool observations across procedures and specify

log(pijklmt) = β · (CZi ∗ Postt) +X ′iα + δj + ηk + θl + γt + κm + εijklmt, (1)

where pijkmt is the price paid by the consumer i for procedure j, who is insured with

k and receives the treatment on day m of week t, CZi indicates that i is a CZ insuree,

and Postt indicates the time periods after the introduction of the price comparison tool

or the reminder (we perform separate analyses for the two events). We include a set of

controls in vector Xi with coe�cient vector α: gender, age, type of health care package,

a dummy variable for collective contract and level of the voluntary deductible. We also

control for �xed e�ects of procedure (δj), insurer (ηk), province (θl), week (γt) and day

of the week (κm).

Our main parameter of interest is β. We use a log speci�cation. Therefore, β is the

percentage change in the price paid after the introduction of the price comparison tool

or after the email reminder was sent out.

Equation (1) is estimated by ordinary least squares, following Brown (2018), Lieber

(2017) and Desai et al. (2016). There may be a correlation between individual spending

within the same household over time. Since we do not distinguish households and most

of the individuals appear only once in the samples, we cannot add �xed e�ects to account

for this in a fashion similar to Lieber (2017). Instead, we cluster the standard errors

at the four digit postcode level which should not only account for correlation within
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households over time, but also subtle location di�erences such as public connection

routes or local GP referral preferences. To minimize the chance that our results are

driven by outliers, we follow Lieber (2017) and also estimate a winsorised version of the

baseline equation where we trim 5th and 95th quantiles, separately for each procedure

in the each sample but jointly for both insurers.

Publication of prices creates a solid baseline for a di�erence in di�erence design since

one group of consumers gained access to their negotiated prices while both groups had

similar information on prices before the publication. While we also attempt to exploit

the second surge in website activity resulting from sending a reminder to CZ consumers,

it has to be highlighted that in this particular case treatment group had access to some

degree of price information before the event. While new prices were published within 2

weeks prior to the date of the email reminder, CZ tends to keep old prices as a reference

due to correlation with newly negotiated ones.12

Correlation between prices of CZ for the selected dermatological procedures across

years 2016 and 2017 was equal to 0.692. This means that reminder sentout that closely

followed publication of new prices for year 2017 can be treated as increasing the accuracy

of information already available to the CZ consumers. Such increase in information is

far smaller than publishing previously unknown prices. In practice, however, reminder

sentout resulted in far more website tra�c than the initial publication of prices, and

since the email was sent to CZ insurees, majority of this tra�c can be con�dently

attributed to the treatment group. Consequently, using this event in addition to pub-

lication of prices solves some of the shortcomings mentioned before: control group is

unlikely to visit the page at the time, consumers should already be more familiar with

the idea of price transparency and are far more likely to still be under the deductible.

One of the potential problems with creating a treatment variable in the speci�cation

above is the fact that one should account for the waiting time between signing up

for treatment and actually receiving it. Using waiting times data for dermatological

procedures in 2016 and 2017, we determine that on average the waiting times are little

above 3 weeks, with 90th quantile of waiting times distribution equal to 6 weeks. To

avoid a situation where some visits are appointed before the event while others are

not, we estimate the baseline equation (1) while only using a subsample that excludes

�rst 6 weeks after the event. This way we can ensure that the transition period does

12As informed by the insurer, the new prices were published between 5th and 19th of April, with
the reminder being sent on the 20th. Unfortunately, it was impossible to track the exact date of the
publication; see Appendix A for further discussion of the price publication event.
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not a�ect the results, providing a more direct estimate of the level di�erence. Since

procedures obtained on the weekend may not be elective and therefore less susceptible

to shopping, we further estimate the baseline equation while excluding observations on

procedures obtained on either Saturday or Sunday. We also attempt to remedy potential

discrepancies in prices negotiated by the insurers by including large municipality �xed

e�ects that account for local variation in negotiated prices.13

Formally, our main identifying assumption is that the error term in (1) is not cor-

related with the right hand side variables. Importantly, for this to hold, the usual

�common trends assumption� needs to hold. In words, this assumption is that the evo-

lution of the outcome over time is the same for the treatment and the control group.

In order to assess this, we revisit equation (1) and replace the treatment dummy with

weekly insurer �xed e�ects in order to determine whether parallel trends in spending

are present among the two groups of consumers. Speci�cally, we estimate the model

log(pijklmt) = βkt + αXi + δj + ηk + θl + κm + εijklmt, (2)

where βkt denotes weekly insurer �xed e�ects separately for the treatment and control

group. Then, we plot the �xed e�ects for the two groups over time and compare the

evolution in the pre-treatment period between the two groups. It is useful to also

estimate �xed e�ects for the post-treatment period. If evidence in favor of parallel

trends has been gathered from data for the pre-treatment period, then one can use the

plot for the post-treatment period to get a �rst idea about the size of the treatment

e�ect and whether it is constant over time. If a treatment e�ect is present and the e�ect

is constant over time, then one should see that the curve for CZ patients is shifted, but

otherwise the evolution is the same. And if the treatment e�ect is small, then such a

plot will indicate this as well.

In addition, we estimate the baseline equation over the period of 12 weeks before

the event with an arti�cially created placebo treatment dummy in the middle of that

period. The aim of this exercise is to ensure that any estimate found was not present

directly before the event and that no e�ect is found just by virtue of a large sample

size.

Finally, we estimate the baseline equation with an addition of a linear trend for the

treatment group over the entire sample period. This addresses the concern that trends

13Fixed e�ects are only added for municipalities that have at least 100 observations in the pre-policy
period; see Appendix C for further information.
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are di�erent. This speci�cation can also be used to formally test whether pre-trends

are similar if one makes the additional assumption that the treatment e�ect is constant

(which�anticipating the results�is implied by a zero treatment e�ect).

2.4.2 E�ects on choices

Given that prices are largely �xed within a year, any e�ect on prices paid by the

consumers should also be re�ected in the underlying provider choice. Moreover, con-

sumers may not react to price di�erences but instead learn about new alternatives in

the area or browse through insurer website to learn about non-monetary provider char-

acteristics, resulting in altered choices despite no e�ects on the average prices paid. To

investigate that hypothesis further, we estimate parameters of the model

newProviderijklmt = β · (CZi ∗ Postt) +X ′iα + δj + ηk + θl + γt + κm + εijklmt, (3)

where the dependent dummy variable newProvider denotes whether an individual vis-

ited a provider that is not in the pool of providers visited by the same patient within

12 months prior to the current visit date. This is a proxy variable that should provide

some indication for novelty in choice. The equation includes similar controls and �xed

e�ects as equation (1) and is estimated with least squares, with standard errors clus-

tered at the postcode level.14 Since switching behavior is only observed conditional on

visiting a provider in the last 12 months, the model is estimated over a subsample of

individuals.

In a similar fashion as before, we also estimate equation (3) with additional 6 weeks

delay to account for the waiting times. We further estimate another variant of equation

(3) where we exclude observations related to treatments that were received on the

weekend, since such visit may be relatively less elective. Since a one year time span may

be considered too long, we estimate a version of the equation (3) where newProvider

takes a value of 1 if the last provider visited for a DTC within last 12 months is di�erent

from the current choice. Finally, we run a placebo test on the pre-policy subsample,

add a linear trend to the baseline speci�cation and estimate weekly �xed e�ects, in each

case investigating whether both groups follow similar trends in a similar fashion as in

the case of price regressions.

14Results are qualitatively similar when we use a logit model.
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A change in provider choice can also be re�ected in the choice of the provider type.

Therefore, we also investigate whether consumers are more likely to visit a free-standing

facility (ZBC; often specialized clinics that o�er outpatient procedures), by estimating

the model

ZBCijklmt = β · (CZi ∗ Postt) +X ′iα + δj + ηk + θl + κm + γt + εijklmt.

These facilities may be generally less frequently visited than hospitals, but access

to the transparency tool may increase their salience and result in higher probability of

a visit. Finally, the e�ects of transparency change can have an e�ect on the distance

traveled since consumers may �nd a cheaper provider located further than the most

salient close alternative or become aware of a provider that is located closer to them.

More speci�cally, we specify:

distanceijklmt = β · (CZi ∗ Postt) +X ′iα + δj + ηk + θl + κm + γt + εijklmt.

As before, we estimate the parameters with ordinary least squares, but without clus-

tering the standard errors at the postcode level. Since some providers may have several

locations and we only observe the choice of the provider and not the exact location,

we assume that the consumer goes to the closest among the available locations of the

provider. Although plausible, this is a simplifying assumption since not every loca-

tion may be o�ering the dermatological procedures and hence the results should be

interpreted with caution.

2.5 Results

Figure 3 shows the evolution of main outcomes over time. The graph on the left is for

the price consumers paid and shows very similar, almost �at trends for both treatment

and control group. There is no indication of a treatment e�ect (see discussion below

equation (2)). The graph on the right is for the likelihood to choose a new provider and

shows a small downward trend in the �rst few weeks, yet also here there is no visible

di�erence in the evolution between the groups both pre- and post-treatment and hence

also no indication of a treatment e�ect.

The estimation results for model (1) are presented in Table 3. The baseline estimate
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Figure 3: Evolution of main outcomes over time around the time of the publication of
prices
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Note: The graphs above presents estimates of insurer-week �xed e�ects. Based on equation (2) and
the corresponding equation with outcome variable newProviderijklmt. Solid lines denote the �xed
e�ects, plotted separately for treatment and control groups. Con�dence intervals are constructed
using clustered standard errors. Weekly �xed e�ects are normalized with respect to the �rst week of
the control group (�rst week omitted in the �gure). Vertical lines denote the event date.

of a 0.04% decrease in price paid is insigni�cant and, given low standard errors, points

towards a precisely estimated zero e�ect of the policy. The e�ect remains similar in

magnitude and insigni�cant when using a winsorized version of the dependent variable.

Although the initial publication in a list format or potential booking delays could have

a�ected the results, excluding the �rst 6 weeks post event results in an insigni�cant

estimate that further changes in sign. Excluding weekend days from the sample or

adding large municipality �xed e�ects does result in slightly higher estimates in terms of

absolute values (-0.07% and -0.13%, respectively) that nevertheless remain insigni�cant.

Importantly, the model passes the placebo test and the estimate of a linear trend for the

treatment group is not signi�cant at any conventional level, giving supportive evidence

for the di�erence-in-di�erence approach taken in this paper.

The reduced form evidence for policy e�ects on consumer choice are displayed in

Table 4. While it is possible that patients pay the same prices while choosing di�erent

providers, these results are generally in line with the view that price transparency had

no e�ect on either. There is no signi�cant e�ect of price publication on choosing a

provider di�erent than the pool of providers visited for a DTC within last 12 months.

The results are further robust to adding a delay, excluding weekend days or reducing

the pool of the providers to just the last visited location. Furthermore, there is no
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Table 3: E�ects of publication of prices on consumer spending

Base Winsorized Delay NoWeek Municipal Placebo Base^ Municipal^

CZi ∗ Postt
-0.0004 -0.0005 0.0004 -0.0007 -0.0013 0.0026 0.0008 -0.0001
(0.0014) (0.0012) (0.0016) (0.0016) (0.0013) (0.0025) (0.0030) (0.0028)

Linear Trend
-0.0001 -0.0001
(0.0002) (0.0002)

Fixed e�ects Yes Yes Yes Yes Partially Yes Yes Partially
Control variables Yes Yes Yes Yes Yes Yes Yes Yes
R2 0.923 0.945 0.923 0.927 0.933 0.922 0.923 0.933
Observations 190983 190983 151104 159443 190983 72367 190983 190983

Note: The table presents treatment e�ect estimates for the log price regressions. �Base� displays results
for baseline equation. �Winsorised� estimates the baseline equation while using a winsorised dependent
variable, with trimming at 5th and 95th quantiles. �Delay� estimates the baseline equation while
excluding the �rst 6 weeks after the event. �NoWeek� estimates the baseline model while excluding the
weekend days from the sample. �Municipal� adds large municipality dummy variables to the baseline
model. �Placebo� estimates the baseline model over the pre-policy period, with an inclusion of placebo
dummy variable for treatment insurer in the middle of that period. �Base^� and �Municipal^� add
linear trends for treatment group over the entire sample. Fixed e�ects include procedure, insurer,
province, week and day of the week. Individual controls include age, gender, type of health care
package, collective contract and level of the deductible. All regressions are estimated using ordinary
least squares, with standard errors clustered at the 4 digit postcode level.

signi�cant e�ect of the event on choosing a ZBC type provider or on the distance

traveled to the chosen provider. The overall robust evidence suggests that publication

of prices by CZ had no short-run e�ects on either prices paid or the underlying choice of

the company's consumers as compared to a control group from another insurer. In each

case, the results indicate a tightly estimated zero e�ect of the event, supporting the

conclusions that substantial consumer awareness about the existence and availability

of price information does not necessarily result in short-run demand e�ects.

Figure 4 shows the evolution of the main outcomes around the time of the email

reminder. There is a visible di�erence in trends between treatment and control group.

The treatment group has a slightly more negative trend in case of the price regression as

seen in the graph on the left of Figure 4, and a more positive pre-trend in case of the new

provider regression as seen in the graph on the right of Figure 4 (as the trend is close

to zero and the trend for the control group is negative). While these di�erences do not

seem substantial in case of the price regression, they may in both cases invalidate the

di�erence-in-di�erence approach when we do not take this into account. As discussed

before, we remedy this by including an additional linear time trend for the treatment

group.

Table 5 presents estimation results for the same set of models as Table 3, now

estimated using the posting of the email reminder as the relevant event. The last two
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Table 4: E�ects of publication of prices on consumer choice
Same as previous provider(s) ZBC provider type Distance

Base Delay NoWeek Last Placebo Base^ ZBC ZBC^ Dist Dist^

CZi ∗ Postt
-0.002 -0.002 -0.002 -0.001 0.005 -0.002 0.003 -0.003 0.1446 0.2023
(0.003) (0.003) (0.004) (0.004) (0.005) (0.005) (0.003) (0.005) 0.1427 (0.2708)

Linear Trend
0.000 0.000 -0.0039
(0.000) (0.000) (0.0158)

Fixed e�ects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Control variables Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
R2 0.054 0.053 0.046 0.031 0.051 0.054 0.094 0.094 0.085 0.085
Observations 159255 125934 128727 159255 59442 159255 190983 190983 190971 190971

Note: The table presents treatment e�ect estimates for the choice regressions. �Base� presents baseline
results for choosing a new provider di�erent than the pool of providers visited within last 12 months.
�Delay� estimates the baseline model with exclusion of �rst 6 weeks post event. �NoWeek� excludes
weekend days from the sample. �Last� modi�es the dependent variable to take value of 1 only if the
last visited provider 12 months prior to the procedure is di�erent than the current one. �Placebo�
estimates the baseline model over the pre-policy period, with an inclusion of placebo dummy variable
for treatment insurer. �ZBC� estimates the baseline model with ZBC (specialized clinic) dummy
as the dependent variable. �Dist� estimates the baseline model with distance in kilometers as the
dependent variable. �Base^�, �Dist^� and �ZBC^� add linear trends for the treatment group over
the entire sample. Fixed e�ects include procedure, insurer, province, week and day of the week.
Individual controls include age, gender, type of health care package, collective contract and level of the
deductible. All regressions are estimated using ordinary least squares and except for the �Dist� and
�Dist^� speci�cations, standard errors are clustered at the postcode level.

columns con�rm that there is a signi�cant di�erence in the time trend (columns 'Base^'

and 'Municipal^'), as already indicated in Figure 4. Once we control for this, we �nd

insigni�cant e�ects of the email reminder. Finally, results for the e�ect of reminder

sentout on consumer choice are presented in Table 6. Also here, once we control for

linear trends, we �nd insigni�cant e�ects of the email reminder. Furthermore, with no

associated trend in the website tra�c data - in fact, prior to the reminder sentout seems

website tra�c seems to be gradually decreasing - it is unlikely that the estimated trend

is related to usage of the price comparison tool.

2.6 Discussion

This paper �nds a tightly estimated zero e�ect of the publication of prices on health

care spending and provider choice in the Netherlands. This result stands in stark

contrast to the majority of the literature. At �rst this is a surprising result, as consumers

did visit the website on which they could look up prices (Figure 1) and there were

opportunities to save money (Table 2).

One possible explanation is that large shopping opportunities that are in principle
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Figure 4: Evolution of main outcomes over time around the time of the reminder email
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Note: The graphs above present estimates of insurer-week �xed e�ects. Solid lines denote the �xed
e�ects, plotted separately for the treatment and control groups. Con�dence intervals are constructed
using clustered standard errors. Weekly �xed e�ects are normalized with respect to the �rst week of
the control group (omitted in the �gure).

Table 5: E�ects of email reminder on consumer spending

Base Winsorized Delay NoWeek Municipal Placebo Base^ Municipal^

CZi ∗ Postt
-0.0005 -0.0005 -0.0017 -0.0006 -0.0020* -0.0024 0.0044 0.0032
(0.0014) (0.0011) (0.0014) (0.0015) (0.0012) (0.0023) (0.0028) (0.0024)

Linear Trend
-0.0003** -0.0004**
(0.0002) (0.0001)

Fixed e�ects Yes Yes Yes Yes Partially Yes Yes Partially
Control variables Yes Yes Yes Yes Yes Yes Yes Yes
R2 0.936 0.960 0.936 0.938 0.949 0.935 0.936 0.949
Observations 186814 186814 151364 157170 186814 74113 186814 186814

Note: See notes to Table 3.

available to the consumers may be di�cult to exploit because consumers are unable to

know about them, even when the information is in principle available. In the descriptive

part of this paper we have shown that prices for very similar procedures o�ered by the

same provider are often very di�erent, in unsystematic ways. Combined with a complex

system of DTC relations and uncertainty over which particular procedure will be applied

consumers may therefore �nd it challenging, if not hopeless, to e�ciently shop among

the available providers. In addition, 87.7% of consumers in 2017 faced only a 385 euro

annual deductible (NZa, 2017). Therefore, the incentive for price shopping may be too

small to invest into understanding what the di�erent DTCs are so that the prices for

the right DTC can be compared.

So, alongside the strong evidence for website usage and consequently a considerable
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Table 6: E�ects of email reminder on consumer choice
Same as previous provider(s) ZBC provider type Distance

Base Delay NoWeek Last Placebo Base^ ZBC ZBC^ Dist Dist^

CZi ∗ Postt
0.014*** 0.013*** 0.014*** 0.007 0.015*** 0.005 -0.008*** -0.002 -0.0495 -0.4080
(0.003) (0.004) (0.004) (0.004) (0.004) (0.005) (0.003) (0.005) (0.1446) (0.2870)

Linear Trend
0.001* -0.000 0.0241
(0.000) (0.000) (0.0161)

Fixed E�ects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Control variables Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
R2 0.054 0.054 0.049 0.034 0.053 0.054 0.099 0.099 0.086 0.086
Observations 155997 126170 127065 155997 61545 155997 186814 186814 186754 186754

Note: See notes to Table 4.

awareness about the availability of the tool and product prices, this may indicate that

consumers either checked the website out of interest and did not make use of the infor-

mation gained or the system is too complex and costly to e�ciently shop for the health

care products. This conclusion is highly in line with Semigran et al. (2017) who noted

that while consumers support the price transparency concept, they face several barriers

to e�ciently use the tools available.

For data availability reasons, we do not distinguish between consumers who have

already crossed the deductible limit (and are therefore not subject to cost-sharing) and

those who have not. This, however, does not invalidate the conclusion that access to

price information, given estimates with very low standard errors, had no signi�cant

overall e�ect on spending at the population level. It is possible that with two groups

of consumers: one under the deductible choosing low priced products to save and the

other over the deductible choosing high priced products to proxy for expected higher

quality, the overall net e�ect of price transparency initiative would be zero - exactly

what is observed in this study. However, it has to be noted that we also did not �nd

any evidence of direct change in provider choice, type of provider chosen or distance

travelled and so we concluded that this scenario is unlikely.

Note also that the results are limited to a selection of arguably the most elective

dermatological procedures that are likely to fall under the minimum deductible. Further

research could inspect if the results remain qualitatively the same when considering

other specializations or types of products.

One may wonder how this could be changed. Instead of using the negotiated DBC-

prices as a basis for the deductible payments, insurers could state �xed prices for de-

ductible payments for procedures that patients are likely to understand, such as for

outpatient visits, drugs prescriptions, or surgery.15 This price could then be multiplied

15Indeed, a few years ago the Dutch Association of Hospitals has proposed to simplify the deductible
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with a provider-speci�c factor that is related to the average reimbursement the provider

receives from the insurance company. If, on average, prices are higher for a provider,

then this factor should be bigger than 1, otherwise smaller. Combined with clear in-

formation on quality of the provider, consumers should �nd it easier to e�ciently shop

for health care services. In addition, one can also consider increasing cost sharing for

the patients so that the potential savings overweight the costs of search.

To conclude, our results suggest that price transparency alone does not have an

e�ect on market outcomes in the Dutch settings. Our intuition for this result is that

the health care system is too complex from the patient perspective. This suggests that

if policy makers would like to enhance competition between providers, then they should

simplify the system for the patients. This could be done even without changing the

deductible level and would tentatively lead to lower out-of-pocket payments, as it would

make it easier for patients to price-shop.

payments (Van Rooy, 2017) and the health insurer Menzis started to implement this proposal in 2017
(Van Aartsen, 2017). But policy makers did not support this and, to date, no big changes have been
made. The reason is that any discussion related to cost-sharing is considered politically sensitive in
the Netherlands.
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2.7 Appendix

Figure 5: Website tra�c in the respective �rst week after the events
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Note: The �gure on the left presents the surge in activity in the �rst week after the publication of
the price list. The �gure on the right presents the daily amount of visits in the �rst week after the
reminder email was sent out. Note that each �gure starts 1 day before the actual event and that tra�c
on these days was very low. Preceded by a signi�cant social pressure (Open State Foundation, 2014),
the publication of price data by CZ received considerable attention. Figure 1 displays the daily tra�c
on the website that contained the price information published by CZ. Despite the fact that initially
prices were published in a list format, there was a substantial amount of tra�c on the website that
continued well into September and October of the year. Not surprisingly, initial publication resulted in
almost 75 thousand visits in the �rst week after the event, with the majority of that activity happening
in the �rst two days (displayed more clearly on the left of Figure 5). There was also a third (trimmed)
spike towards the end of August, but its magnitude was relatively small (around 10 thousand views
overall) and there is no explanation for it. It is possible that there were some media reports in this
period that related to the publication of prices before it happened, resulting in an increase of the visits
on the website. Overall, between 2nd of September 2016 (excluding the list format publication period
of August) and 4th of October 2017 there were over 153 thousand visits to the website, with almost
84% of them being unique; users spent on average 2 minutes and 14 seconds on the website. Narrowing
this down to the study periods, as indicated in Figure 1, the median number of daily visits was 98,
with this amount varying from 51 (10th quantile) to 255 (90th quantile). It remains unclear, however,
how many of these visits were followed up by any subsequent search activity as the visits are recorded
on the search tool URL. There was an even bigger surge in tra�c on the website right after the 20th
of April 2017, a result of an email about the comparison tool (displayed in Figure 8) being sent out
to the CZ consumers. Since the reminder was sent to CZ consumers only, it guarantees that the vast
majority of over 105 thousand visits in the �rst week after that were made by individuals for whom
the prices were indeed relevant. In contrast, the initial publication may have gained attention of the
consumers of other insurers as well who, perhaps as a result of the media coverage, visited website out
of curiosity.
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Figure 6: Relationship between prices negotiated by CZ across years
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Note: Figures above present scatterplots of prices in 2017 and 2018 against prices in the respective
previous year. Each dot is an available provider-procedure pair. It is often the case that while prices
for the current year are not yet available, CZ will keep the old prices on the site for consumer use. A
natural question arises whether these are a good indicator of actual prices being paid. While there is
some adjustment across years, overall prices seem to be quite similar indicating that old prices could
potentially be used as proxies for the new ones. At the same time, they are not perfectly correlated
and therefore such information remains imperfect.

Figure 7: Di�erences in prices across insurers
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Note: The bar plots show average contracted prices for selected dermatological procedures. Each sub-
plot presents insurer-speci�c prices for a given DTC contracted with one of 3 transparent hospitals.
The �gure shows that the price ranking between hospitals is not preserved across insurers and proce-
dures and hence prices negotiated by one insurer are not perfectly informative about prices negotiated
by another insurer. See main text and notes to Figure 2 for additional details and discussion.
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Figure 8: Part of the email sent to CZ consumers informing about the transparency
tool

Note: This �gure shows the main part of the reminder email. It reads: �What does your treatment
cost? What does a visit to the specialist actually cost? And how much do you pay for an operation for
nasal or throat tonsils? Many people do not know what the price of a treatment is. And are surprised
by the bill. CZ is happy to give you more insight. With us you can easily view and compare a large
number of hospital rates up to 885 euros. This way you know where you stand.�
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Figure 9: Count of provider speci�c prices published by CZ for each DTC
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Note: Figures above present provider speci�c prices published by CZ and grouped by Diagnosis-
Treatment combinations. Graph on the left presents the histogram of price counts for year 2016
whereas graph on the right presents a similar histogram for 2017. Shaded areas mark regions where
the 6 selected dermatological procedures used in this study are located. One can clearly see that the
selected procedures are also the products for which the most prices were published. Note that DTCs
that have only one published price are excluded from the histogram for the clarity of the exposition.

Figure 10: Relationship between prices for similar DTCs

0.6 0.4 0.2 0.0 0.2 0.4 0.6
1-2 outpatient visits benign tumor of the skin

0.6

0.4

0.2

0.0

0.2

0.4

0.6

1-
2 

su
rg

er
ie

s b
en

ig
n 

tu
m

or
 o

f t
he

 sk
in 2016 corr: 0.53

2017 corr: 0.4
2018 corr: 0.35

0.6 0.4 0.2 0.0 0.2 0.4 0.6
1-2 outpatient visits benign tumor of the skin

0.6

0.4

0.2

0.0

0.2

0.4

0.6

1-
2 

ou
tp

at
ie

nt
 v

isi
ts

 sk
in

 c
an

ce
r o

r s
ig

ns
 o

f i
t

2016 corr: 0.5
2017 corr: 0.59
2018 corr: 0.63

0.6 0.4 0.2 0.0 0.2 0.4 0.6
1-2 outpatient visits benign tumor of the skin

0.6

0.4

0.2

0.0

0.2

0.4

0.6
1-

2 
ou

tp
at

ie
nt

 v
isi

ts
 sk

in
 in

fla
m

m
at

io
n 

or
 e

cz
em

a
2016 corr: 0.51
2017 corr: 0.62
2018 corr: 0.64

0.6 0.4 0.2 0.0 0.2 0.4 0.6
1-2 surgeries benign tumor of the skin

0.6

0.4

0.2

0.0

0.2

0.4

0.6

1-
2 

su
rg

er
ie

s s
ki

n 
ca

nc
er

 o
r s

ig
ns

 o
f i

t 2016 corr: 0.61
2017 corr: 0.46
2018 corr: 0.54

0.6 0.4 0.2 0.0 0.2 0.4 0.6
1-2 outpatient visits skin cancer or signs of it

0.6

0.4

0.2

0.0

0.2

0.4

0.6

1-
2 

su
rg

er
ie

s s
ki

n 
ca

nc
er

 o
r s

ig
ns

 o
f i

t 2016 corr: 0.38
2017 corr: 0.54
2018 corr: 0.56

0.6 0.4 0.2 0.0 0.2 0.4 0.6
1-2 outpatient visits skin cancer or signs of it

0.6

0.4

0.2

0.0

0.2

0.4

0.6

1-
2 

ou
tp

at
ie

nt
 v

isi
ts

 sk
in

 c
on

di
tio

ns
: b

um
ps

 a
nd

 fl
ak

es

2016 corr: 0.66
2017 corr: 0.53
2018 corr: 0.44

Note: The scatterplots above plot pairs of relative prices (computed as a percentage di�erence to the
mean across hospitals) of selected pairs of the 6 DTCs that are used in the analysis against one another,
like in Figure 2. See main text and notes to Figure 2 for additional details and discussion.
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Figure 11: Log price residuals
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Note: The �gures above plot residuals from regressing log price on province, procedure, insurer and
municipality �xed e�ects, separately for each event and using a subsample before the actual event.
The validity of the empirical approach in this study hinges on the similarity between the treatment
and control group. Here, we follow Lieber (2017) and provide evidence on the distribution of the
residuals for the pre-periods. The upper row of Figure 11 presents residuals from a regression of the
log price paid on province, insurer and procedure �xed e�ects. The bottom row controls in addition for
municipality �xed e�ects (for those municipalities with at least 100 observations). The distributions
are generally similar, although the dispersion is somewhat higher for the treatment group when we
only control for province �xed e�ects. Based on this, we conduct a robustness check in which we also
control for these municipality �xed e�ects. Results are not qualitatively di�erent from the baseline
results.
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3 Indirect reciprocity stimulates viewership gifts

in the video game streaming industry

3.1 Introduction

Prosocial behaviors within the society can often be explained with reciprocity: re-

sponding to friendly or harmful actions even if there are no material bene�ts from doing

so (Fehr and Gachter, 2000). Trust and reciprocity can enable many economic interac-

tions where enforcing an executable contract would be prohibitive (Seinen and Schram,

2006). While there exists ample experimental and �eld evidence of direct reciprocity

such as multiple results on the Trust Game introduced by Berg et al. (1995) or �eld

evidence in charity gift exchange by Falk (2007), less research has been carried on the

topic of indirect reciprocity.

In contrast with direct reciprocity, which implies repeated interactions, indirect

reciprocity can be characterized as a response to an act of kindness that is conveyed by

a third party (Seinen and Schram, 2006; Alexander, 1987). For example, Seinen and

Schram (2006) showed that the decision to help a stranger is largely motivated by his or

her helpfulness score generated from previous interactions with the other participants

of the experiment.

Such reciprocity can be de�ned as 'downstream reciprocity' (Mujcic and Leibbrandt,

2018) where individuals are more likely to be considerate to cooperative people, even if

the history of their cooperation was of no consequence to them personally. In contrast,

'upstream reciprocity' describes a situation where people are more likely to be helpful

if they received aid from a third party themselves (van Apeldoorn and Schram, 2016).

Several papers explored the topic of indirect reciprocity (see eg. Dufwenberg et al.,

2001; or Engelmann and Fischbacher, 2009; for a review see Nowak and Sigmund, 2005),

but to my best knowledge only a few tested it outside of the laboratory settings. No-

tably, van Apeldoorn and Schram (2016) investigated both downstream and upstream

indirect reciprocity in a market where people can ask for and give services to each other

free of charge. They discovered that individuals who o�ered such services in the past

are far more likely to be accepted for receiving a service in the future. At the same

time they found no evidence of upstream reciprocity and highlighted the possibility

that reviews of past interactions can simply make an individual more trustworthy.

Upstream reciprocity was directly researched by Mujcic and Leibbrandt (2018) who
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found that probability to stop and give way doubled for drivers who were themselves

given way by the experimenter shortly before. In particular, reputational concerns

played no role in this setting indicating that indirect reciprocity is not only caused by

other's reputation or an attempt to build it for oneself.

Kizilcec et al. (2018) looked at the e�ect of receiving a gift on the probability of

gifting somebody in the future. Using a large data set of over 1.5mln gift exchanges

on Facebook and individual birthdays as break points, they found that people who

received birthday gifts were 56% more likely to give such gift in the future. However, a

follow up survey revealed that many respondents expected reciprocity for the gifts.

This study uses an example of video game streaming market to study reciprocity

in gift giving. Video game streaming is a relatively new and often professional activ-

ity where individuals broadcast a live video of their gameplay while interacting with

their audience in real time. With 'streamers' usually having a camera feed next to

the live video of their gameplay, and viewers being able to chat and cheer for them,

this innovative activity can gather several thousands of viewers per streaming channel.

Platforms such as Twitch.tv not only allow to broadcast one's gameplay, but also host

esport tournaments or charity events run by their users (Deng et al., 2015). This new

form of entertainment becomes increasingly popular, too. In the �rst quarter of 2021,

three major streaming platforms accumulated over 9 billion hours watched, with ap-

proximately 290 million hours streamed by over 14 million unique channels.16 Twitch

alone has more than doubled in hours watched since the �rst quarter of 2020 (May,

2021).

It then comes as no surprise that video game streaming can also be a source of

signi�cant income for the streamers through donations, subscriptions, advertisement or

selling merchandise (Stephenson, 2019). And this quickly adds up: the most popular

Twitch streamer used to make at least $500k a month just from the 250 000 subscriptions

(Herrman, 2018). Although such a target may be o� the limits for an average streamer,

some are able to engage in the activity professionally and full time.17

16 Sjöblom and Hamari (2017) reported that individuals who took part in their survey on average

followed 26.4 streamers and watched 11 hours of broadcast provided by 5.6 streamers weekly.

17 The market is quite skewed in terms of popularity: using data on Twitch, Deng et al. (2015)

show that majority of viewership is accumulated in a small fraction of both channels and games (top

10% channels gather 93% of the platform's viewership while top 10% of games accumulate 95% of that

viewership; Deng et al., 2015).
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In this study, I focus on 'hosting': a phenomenon unique to the video game streaming

industry where one channel mirrors another channel's content while being o�ine. If

performed at the end of one's streaming session, as it is most often done, hosting allows

the audience to stay on the channel and enjoy the content of the selected 'hostee' or,

with a single click, transfer directly to the mirrored channel.18 Furthermore, any new

audience arriving at the channel will be showed the content of the 'hostee'. Hence

hosting can be viewed, and in practice often is, a viewership gift from a 'hoster' to a

'hostee'. Given that viewership is tightly related to the potential earnings, hosting can

be viewed as a monetary gift. Importantly, this phenomenon is a prevalent practice on

the platforms and often happens between strangers as a way to show support to the

other content creators.

Motivation of streamers when hosting may be multidimensional. They can improve

their reputation by supporting other channels and develop tit-for-tat relations with

other content creators. Furthermore, they can also signal what channels are worthwhile

watching, allowing them to advance their careers as streamers. In that sense, there

is a degree of content curation involved (Dale, 2014), though it may also be strategic

in nature. At the same time, there are potential costs involved such as exposing the

viewership to a potential competitor, though it seems that overlap in streaming time is

rather infrequent among streamers and their hostees.

The aim of this paper is to investigate the e�ects of indirect reciprocity in hosting

and hostee choice. I exploit a unique high-frequency data assembled for this project

to study whether average number of hosters and average viewership through hosting

channels during the last streaming session a�ects the decision to host or not. Since

channels often receive several hosts with varying viewership over the streaming session,

the e�ect of being hosted should mostly be re�ected in indirect reciprocity. Having

received more such viewership gifts throughout the streaming session, both in absolute

terms but also in terms of the viewer count associated with them, should positively

in�uence the decision to host afterwards by generating a sense of gratitude towards

the community. In contrast, receiving less gifts than on average may trigger negative

reciprocity and motivate an individual to simply go o�ine without making a gift to

anybody.

18A similar phenomenon called raiding allows to directly transfer viewers between channels. Hosting
is described by Twitch, a major video game streaming platform, as basically embedding a video of
another streamer on one's personal streaming page (Twitch, 2014).
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This paper contributes to the literature on indirect reciprocity by providing a large

sample analysis of a new market where indirect reciprocity motivates viewership gifts.

It also di�ers from previous research on a few important dimensions. Firstly, viewership

gifts are exchanged between streamers that potentially compete for market share. Hence

the results of this study show that the e�ects of indirect reciprocity extend to outcomes

within a competitive market. While prosocial or altruistic behaviors may be desired by

the viewers, the modeling approach taken in this paper and availability of the interaction

history between channels allows me to distinguish between reputational concerns and

upstream indirect reciprocity.

I �nd that both these forces play a role: individuals are more likely to host if they

were hosted in the recent past, and even more so if they are having many hosters at

the moment of making the decision, though the latter may also be reciprocal in nature

if by hosting one is 'carrying over' the hosts received. Furthermore, I estimate that the

propensity to host depends on gift size, with larger gifts that carry more viewers having

a stronger positive e�ect on the decision outcome. The results remain qualitatively

similar even when excluding outcomes that could be a result of direct reciprocity to

interactions within the last week.

Secondly, the nature of the hosting phenomenon allows for a free choice of the

hostee.In contrast to the existing literature, I am able to investigate whether indirect

reciprocity is also expressed through the choice of the receiver. I �nd that being hosted

in the recent past, and in particular with a large viewership through hosting, results

in choice of a hostee that is smaller in both current viewership and follower count.

Since smaller channels are less likely to reciprocate a gift in its full weight and may

be less appealing to one's audience, this may indicate that individuals feel reciprocal

towards the community and express their gratitude by a potentially generous action of

promoting smaller channels.

Finally, I use detailed data on user characteristics that proxy for popularity and

experience on the platform to investigate heterogeneity in upstream indirect reciprocity.

Since more experienced channels are likely to have a developed network of friends and

cooperating channels, I �nd that indirect reciprocity is having a stronger e�ect on less

experienced and less popular channels. This heterogeneity may be helpful in promoting

cooperative behavior of hosting other channels among less experienced streamers. For

instance, receiving gifts may inform them about the existing norm on the platform or

allow them to exchange such gifts in the future to form friendships with the other users.

In addition, this paper describes a relatively new market of video game streaming
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industry and in particular the phenomenon of hosting that is unique to the market.

Existing literature studied Twitch platform dynamics (Deng et al., 2015), motivation

for the viewers watching video game streams (Sjöblom and Hamari, 2017), or e�ect of

suspense on consumer utility using esports tournaments (Simonov, Ursu and Zheng,

2021), to name just a few. However, to my best knowledge, this is the �rst paper

to study motivations behind hosting and, more generally, reciprocal relations between

video game streamers in more detail. The results of this paper suggest that indirect

reciprocity can, at least to some degree, explain the prevalence of gift giving among

users on the platform.

This paper is structured as follow: Section 2 presents the data collection process,

sample selection and descriptive statistics. Section 3 provides a reduced form model

used and the results of estimating the e�ects of indirect reciprocity on both decision to

hostee and characteristics of the chosen hostee. Section 4 provides a discussion of the

results and contributions of this study.

3.2 Data

3.2.1 Data collection and hosting

The main data set was collected over a period of 48 days using a publicly available

part of the API provided by one of the major streaming platforms. A collection instance,

which consisted of a data request sent to the API approximately every 5 minutes,

gathered information about all currently streaming channels and their characteristics

such as number of viewers, game played, whether they are being featured on the main

page or static channel popularity measures. With an average of roughly 20 thousand

channels online at every collection instance and 288 such collection instances a day,

this unbalanced panel of streaming channels constitutes over 250 million observations

in total.

However, since this data gathering approach does not allow to track information

on hosting activities, a similar request was sent for a selection of 1000 middle-sized

and frequently streaming channels regardless of them being online or o�ine.19 As

a result, the core data set consists of a balanced panel of relatively more popular and

19 This logic of gathering data is dictated mostly by the API restrictions of the service that allows

for limited amount of queries within a given period of time, that limit being much lower for gathering
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regularly streaming channels followed consistently over time, augmented by market-level

information on all online channels and their activities at a given gathering instance.

Being hosted by other channels on the platform can be regarded as a substantial

monetary gift for the hostee. It results in an increased viewership in the short run,

exposure to hoster's viewership who may become followers or regular viewers of the

stream in the longer run, but also higher position in the viewer-based ranking system

that further increases exposure. Graph on the left of Figure 12 plots viewership of

both hosting and hosted channels in periods relative to the hosting instance occurring

always between 5th and 6th period. It can be seen that hosting channels continue to

have an audience despite going o�ine while at the same time there is a large boost to

the viewership of the hosted channel. Note however that the audience that stays on

the hosting channel is still watching the content provided by the hostee, though with

di�erent chat and layout.20

Graph on the left of Figure 15 in the Appendix modi�es the viewership as a fraction

of hoster viewership prior to hosting, allowing for relative comparisons of viewership

�ows between channels in the one hour period after. Looking at the median values,

hosting channel seems to retain around 40-50% of its audience in the short run and

hostee gains approximately 25-40% of that viewership directly moving to the stream,

though with both amounts slowly decaying over time.

In the short-run hosting is clearly mutually bene�cial, allowing to keep the hosting

information on particular channels as opposed to information on all currently live channels. The subset

of channels was selected using an extra sample of 43 days of data gathered beforehand, aggregated to

full days based on CET timezone and restricted to observations that were only in the 'games' type

category. Sample channels were chosen based on the following criteria: streamed during at least 21

days, had between 10 and 2000 average daily viewers and the average daily hours streamed over days

streaming was between 3 and 18 hours. In total, 2186 channels satis�ed this requirement. A random

draw of 1000 out of them was chosen as the subset of channels used in the study in order to comply with

the maximum API request restrictions. The distribution of channels on the platform is highly skewed

in terms of popularity and viewership, with a vast majority of channels having few or no viewers at

all. In that sense, the selected sample is not representative for the channels existing on the platform,

but rather for the channels watched on the platform. This, however, is fully intended in order to use

channels that are treating streaming professionally or, at the very least, devoting a substantial amount

of time to the activity such that the viewership and popularity on the platform carries a substantial

weight for them.

20Note also that the hosting channels in this sample are relatively larger and hence their hosts often
carry substantial viewership with them.
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Figure 12: Short-run e�ects of hosting on current viewership
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Note: graph on the left plots per-period viewership for 30 minutes before the hosting instance (rel-
atively) and 60 minutes after the hosting instance, with periods in approximately 5 minute interval
from each other. Graph on the right plots follower stock changes over the same periods of time for
both the hostee and the hoster. There is a clear increase in short-run viewership following a host, but
also a visible increase in average follower gain among hostees which indicates long-run gains for the
channel.

channel busy and hostee's audience together while giving a viewership boost to the

hostee. But the bene�ts are also long-run: graph on the right of Figure 12 shows that

the hostee has a large increase in followers directly after the event and an increased

follower gain rate afterwards, a soft proxy for long-run popularity. Clearly, hosting does

not only result in short-run transfers of the viewership, but also substantial changes

in the long-run stock features of the channels that measure their core viewership base.

Since streamer earnings are intrinsically related to viewership - directly through the ad

revenues, donations and subscriptions, but also indirectly by facilitating receiving the

partner status that, among other things, requires at least 2000+ followers - hosting can

be regarded as a signi�cant monetary gift to another streamer.

At the same time, the cost-bene�t ratio for the hoster is less clear: on one hand,

hosting allows the channel to remain 'busy' and may be a sign of a tit-for-tat relation

with other streamers. Furthermore, hosts may be announced on the receiving channel,

providing exposure to the hoster, and this is especially true for hosts with larger viewer-

ship. Still, there are potential drawbacks, too: for instance, it exposes one's audience to

potential competition or decreases the likelihood that viewers will watch records of the

past streams of the hoster (Videos on Demand, or VODs) while the channel is o�ine.

As seen in the later sections, almost one in �ve streaming instances ends without a host

indicating that the decision to host or not may indeed carry trade-o�s.
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Regular streaming schedules are important for viewers to be able to return to your

channel (Twitch, 2021). For channels in my sample, 40% of the total streaming time

happens in the same 3 hours of the day over the sample period. Similar calculations

for top 8 and top 12 hours of the day result in approximately 72% and 77% of the total

streaming time. This indicates that channels in the sample stream quite regularly and

are likely to have �xed schedules.

However, hosting a channel that have a similar streaming schedule poses somewhat

greater threat of permanently losing viewers to the hostee than hosting a channel that

streams at completely di�erent hours. Plot on the left of Figure 16 in the Appendix

shows mode hour of streaming for sampled channels. Plot on the right of �gure 16 in the

Appendix shows average di�erence in mode streaming hour between the channels in the

sample and their hostees. Mean of this di�erence is equal to 6.8 hours. With average

streaming session length equal to 5.6 hours (over 12 hours prior to the end-of-stream

instance), this indicates that the overlap is quite infrequent, though the distribution

of di�erences is moderately skewed to the left. Still, since viewers are likely to devote

a �xed amount of leisure time watching, even when the hostee streams at completely

di�erent times, viewers may still switch their �xed allocation of time rather than watch

more overall.

3.2.2 Sample selection and summary

While extremely rich, the main data set proves prohibitively large for the modeling

purposes. In order to leverage the abundance of the data while keeping the estimation

process tractable, I focus on hosting decision moments conditional on present charac-

teristics of channel i and past interactions with other channels. Since I observe the

platform at approximate 5-minute intervals, I cannot identify the exact moment of

hosting or making the decision to host. Instead, I �nd instances where channel i was

online and streaming at period t − 2, t − 1 and t, but is either o�ine at t + 1, t + 2

and t+3 or hosting the same j at three consecutive periods. As a consequence, I make

an assumption that hostee choice occurs at period t while in reality it is more likely

occurring in the 5-minute interval between t and t+ 1.21

21 By selecting only the observations t where i was online in 3 consecutive periods before and is o�ine

at least 3 periods afterwards, I make sure that temporal inactivity or potential missing observations

due to imperfections in data gathering process are not recorded as end-of-streaming instances.
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For each such identi�ed hosting instance, I further gather important features of

hosting channel i and hosted channel j at time t. These characteristics contain infor-

mation on the viewership and number of followers of the channel at time t, but also

the popularity of the game played or static characteristics such as the channel language

or being partnered with the platform. In addition to that, I collect information on the

history of channel i that may have in�uenced the hosting decision. Prior to the hosting

instance, it is likely that i was having a streaming session that lasted longer than 15

minutes, but of varying length depending on the instance. To account for that, I look

at last 12 hours before the hosting instance and collect channel characteristics such as

the count of periods online, average viewership or followers gained. These variables are

aggregated over the periods when channel i was online during last 12 hours to proxy

for the last streaming session or events that streamer i considers as 'recent'. Note that

while this measure is very crude and can, in some cases, merge two separate streaming

sessions, I assume that most channels have regular streaming schedules that consist of

a single, continuous session a day and that a streaming session is rarely longer than 12

hours. Descriptive evidence presented later suggests that this is likely the case.

I also make a similar aggregation as above, but over a larger window of last 7 days

to account for interactions such as average weekly viewership, how often is i stream-

ing throughout the week or how often i is generally hosted by others. This allows

for capturing long run dynamics such as whether the channel has recently developed

stronger hosting relations with other streamers, but also limits the sample to 41 days

in order to allow for each end-of-stream instance to have the same history length avail-

able. Although here the selection of 7 days can be considered arbitrary, note that larger

aggregations would limit sample even further whereas one week horizon should be su�-

cient to capture the dynamics that are relatively longer-run compared to last 12 hours

used for last stream aggregations.

Finally, I make a limitation where an individual channel must end a stream at

least 10 times within the sample period of 41 days to be included in the data set

(this naturally implies that the channel was streaming at least 10 times for more than

15 minutes each time). This way I ensure that channels that became inactive or are

not streaming regularly are not included in the data set. This is also done for practical

reasons since I am able to consistently and e�ciently account for individual �xed e�ects.

As shown later, inclusion of �xed e�ects in the estimation process is crucial in order
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to account for habits, settings and hosting networks of channels in the sample that are

very likely to be correlated with the variables indicating indirect reciprocity.

Summary statistics of the selected hosting instances and their features can be seen

in Table 10 in the Appendix. I record 23867 such end-of-stream instances made by

a sample of 840 channels over the period of 41 days. Strikingly, over 80% of streams

end with a host, indicating that this phenomenon is more of a norm than a novelty

on the platform. On average individuals streamed between 5-6 hours prior to the end-

of-stream instance. Importantly, looking at the average viewership over last 7 days,

viewership through hosting channels constitutes almost 30% of all the viewers watching

the channel. Note that this is a lower bound on the contribution of hosting towards

one's viewership since many viewers choose to switch between channels (see Figure 12

and Figure 15 in the Appendix), which further highlights how important hosting is for

the popularity of the channels in the sample.

Finally, note that while the choice of 12 hours to account for last streaming session

may have been considered as arbitrary, 90% of the observations in the sample had a

stream session duration between 1.92 and 11.58 hours. This indicates that for a vast

majority of individuals in the sample these arti�cially selected cut-o� points are not

binding and hence should have a negligible in�uence over the results. At the same

time, on average channels in sample stream every 35.5h, and only little below 11%

of the instances has started to stream again after less than 12 hours indicating that

potential overlaps are quite infrequent.22

While extremely prevalent on the platform, decision to host is actually quite hetero-

geneous across channels. Graph on the left of Figure 13 plots the frequency of ending a

stream with a host, averaged separately for each channel in the sample. Approximately

44% of the channels are always hosting - this may be out of a habit or even automatic

since it is possible to set up auto-hosting that will select a hostee from a prede�ned list

once a channel is o�ine - and little more than 4% never hosts. Still, a slight major-

ity of channels seem to make a more ad-hoc choice of whether to host or not: 53.5%

of the observations come from the channels with variation in the dependent variable.

22Though it has to be noted that in these cases last streaming instance aggregations will partially
aggregate over the previous instance. This is an unavoidable trade-o� between capturing fully the last
streaming session and adding noise from other streaming sessions given heterogeneity among channels
in streaming time and a choice of a single cuto� point. Furthermore, I include all the end-of-stream
instances even if some of them partially overlap which may lead to situations where previous session
among the overlapping pair is shorter. At the same time, I attempt to control for that with records of
exact stream length.
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Figure 13: Individual hosting frequency and distribution of hostee channel viewership
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Note: the graph on the left plots the frequency of hosting after ending the stream grouped for each
channel seperately. Only channels with at least 10 end-stream instances are used; this results in 23867
instances for 840 unique channels. Note that 380 out of these channels always host and 29 never host.
Graph on the right plots histogram of hostee curren viewership at period prior to host conditional on
hosting decision. The histogram x axis is trimmed at 300 for clarity of the display.

This indicates that while much of the choice process can be explained by the individual

�xed e�ects, for many channels in the sample the decision is also driven by dynamic

incentives and therefore can potentially be in�uenced by reciprocal considerations.

Graph on the right of Figure 13 plots a histogram of current viewership for the

chosen hostees. Clearly, channels with less viewers are hosted much more often than

channels with larger viewership base, resembling the general size distribution among

channels on the platform. However, current viewership may not be fully re�ective of

actual popularity of the channel. Some channels may be just starting their streaming

session and only in the process of gathering their regular audience. To address that

concern, graph on the right of Figure 15 in the Appendix presents a similar histogram for

follower stock of hostees at time t. In line with previous observations, a vast majority

of hostees have very few followers compared to the median streamer in the sample.

Combined with the fact that sampled channels are relatively more popular than the

hostee channels (median hoster viewership is almost 63% higher than the median hostee

viewership), descriptive evidence suggests that hosting may be a tool to promote less

known or new streamers and gifting them with exposure to new audience.23

23 Even if this is an unintentional e�ect of randomly choosing a hostee. However, with correlation

between hostee and hoster followers of 0.098, signi�cant at 1%, there is some indication that channels

of similar size generally tend to choose each other as hostees.
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Figure 14: Hosting frequency conditional on hoster count and viewership through
hosters
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Note: graph on the left plots predicted hosting probability conditional on di�erent level of aggregations
of hoster count and viewership through hosters using a K nearest neighbors algorithm with k=2000 and
uniform kernel weights to smooth out the frequencies. Note that the di�erence in the variables is only
in the level of aggregation: current, last stream average and last 7 days average. Graph on the right
present the same KNN smoothed predictions over demeaned variables, ie. KNN model predictions
on the right are orthogonalized against individual �xed e�ects. Grey dotted lines denote the linear
predictions of stream aggregation against hosting decision, with label showing Pearson correlation and
p-value.

Finally, in Figure 14 I investigate the relation of the variables of interest with the

observed probability of hosting at the end of the stream. Note that frequencies plotted

are averaged over nearest 2000 observations using KNN algorithm in order to smooth

out the plot lines. Clearly, channels that that are hosted regularly are also more likely

to host at the end of the stream. This di�erence in frequencies can increase from 0.5 up

to over 0.9, raising sharply in the lower regions which may be indicative of the in�uence

of developed hosting networks or lack of thereof between channels. However, based on

the two graphs on the left it is di�cult to determine whether more recent aggregations

have a stronger e�ect on hosting decision and it seems that there are some underlying

factors that drive most of the relation.

Graphs on the right side of Figure 14 attempt to remedy this problem by demeaning

the data for each individual and again plotting the predicted frequencies using a KNN
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algorithm with a uniform kernel for smoothing. I focus now on aggregations over last

streaming session that proxy for indirect reciprocity and only plot weekly aggregations

for a comparison. Once demeaned, there is now a clear positive relation between devia-

tions from average hoster count and viewership through hosters size and the frequency

of hosting decision. These relations from demeaned data show a strong evidence of

upstream indirect reciprocity where channels that are hosted by more streamers, and

with larger viewership gifts, are more likely to host at the end of the streaming session.

Importantly, the reverse is true for cases when a channel received lower than average

amount of gifts recently, showing some signs of negative upstream indirect reciprocity.

Formal analysis shows a signi�cant positive correlation of 0.06 between demeaned

hosting frequency and recent hoster count as well as between hosting frequency and

viewership through hosters where the coe�cient is equal to 0.029 (both signi�cant at

1%). And importantly, same correlations between demeaned hosting frequency and

demeaned hostee count is equal to 0.01 and only signi�cant at 10% whereas correla-

tion with viewership through hostees over last week turns negative and equal to -0.01

(signi�cant at 5%). This suggests that recent events have a lot more in�uence over the

decision to host.

Overall, descriptive evidence suggests that hosting can be a substantial viewership

gift from one streamer to another. It is also a very prevalent norm on the platform, with

over 80% of streaming sessions ending with hosting. While much of the decision to host

can be considered static or related to very long-run dynamics, it seems that current

considerations also play a role in the decision making of individuals on the platform. In

particular, I �nd evidence that slightly over majority of the channels on the platform

have some variation in their decision to host or not and hence are potentially in�uenced

by dynamic considerations. Once these �xed e�ects are controlled for, one can see a

clear positive relationship between being hosted in the last 12 hours and frequency of

hosting at the end of the session. In the next section, I introduce reduced form models

that allow to capture these interactions in more detail.
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3.3 Empirical results

3.3.1 Models

To estimate the e�ects of indirect reciprocity on decision to host and hostee choice

of i, I use the data on how many other streamers were hosting i in the previous and

current periods. Individuals who are hosted more should feel more grateful towards

the community and may be more likely to express that gratitude by hosting somebody

at the end of the streaming session. More importantly, I make an assumption that

upstream reciprocity is susceptible to an imperfect recall, ie. having been hosted by

more individuals during last stream has an e�ect on current decision, but same variable

aggregated over last few streams should have less in�uence.

This assumption is implicitly used by �eld experiments, ie. Mujcic and Leibbrandt

(2018) assume that recent experience of being given way has extra in�uence in current

decision while Kizilcec et al. (2018) assume that receiving a birthday gift for recent

birthday has an extra e�ect on gift giving in periods after. Usage of di�erent time

lengths was also suggested in van Apeldoorn and Schram (2016) as a mean to distinguish

between the forces driving the decision.

In this paper I assume that reputation of a cooperative individual is mostly built

at the moment of decision making when she or he is observed by viewers or hosters

making the decision to host. Gratitude can be felt as a result of recent past such

as being hosted by many people over the streaming session. Finally, hosting network

and long-run dynamics between channels are likely to be stable over longer periods of

time. This way, by using di�erent aggregation levels over past periods I can distinguish

between reputational concerns, indirect reciprocity and long-run dynamics that are not

captured by individual �xed e�ects.

Having that observation in mind, consider a following model:

Yit = 1{β1Xit + β2
1

S

S∑
s=1

Xit−s + β3
1

L

L∑
l=1

Xit−l + ωMt + αi + γt + εit}, (4)

where Yit is the binary decision to host at the end of the stream, Xit are character-

istics of hoster i at time t, αi is hoster i �xed e�ect and γt are time �xed e�ects: hour

of the day and day of the week dummy variables. To further account for time e�ects,

I consider several market characteristics Mt at time t such as sum of all the viewers,

online streamers on the platform or indicators of distribution: count of English live
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streamers and number of active costreams that may also in�uence hosting decisions.

These variables should jointly account for the cyclical availability of channels to host,

but also unexpected time shocks which should be correlated with the aggregate market

indicators.

I distinguish three sets of dependent variables: current characteristics at the mo-

ment of making the hosting decision Xit, average characteristics from online periods

over last 12 hours proxying for the last streaming session 1
S

∑L
s=1Xit−s, and average

characteristics from online periods over last 7 days 1
L

∑L
l=1Xit−l. This way I can in-

clude present reputational concerns such as how many viewers are watching the decision

to host, indirect reciprocity and gratitude over the short window S and average char-

acteristics over a large full week window L that can include longer-run learning. In

this fashion, I implicitly make a modeling assumption that di�erent aggregation levels

express di�erent forces driving the decision of i.

While I mostly build my analysis on the number of hosters of i at time t, I also

include average viewership through hosters. This is driven by the hypothesis that hosts

are of unequal value, ie. hosts that contribute many viewers are much more important

for i than those that, in an extreme case, carry on no viewers at all. This variable,

however, is not a fully reliable measure of how many viewers are contributed by hoster

j since viewers can easily switch channels, and in fact often do so. (see Figure 12). Still,

it provides a rough measure that should be at least to some degree correlated with large

host gifts instances and hence if indirect reciprocity plays a role, having received large

viewership gifts should increase the probability of ending the stream with a host.

I include viewership that can be tightly linked to reputational concerns ie. how

many viewers see i making the decision, and gain in followers during last stream that

can be related to gratitude towards the community. These features can be related to

hosting instances since large viewership gifts can result in increased viewership of the

channel and increase in follower stock for i, but can also be a result of other events

such as costreaming with a particular channel or having a charity streaming session.

General viewership can also in�uence the probability to host since streamer who has

many viewers is able to produce a relatively larger gift. I am controlling for that

by including di�erent aggregations of the viewership of the channel as well as market

indicators - total number of viewers on the platform or how many viewers watch this

particular game - that allow for relative comparison of such viewership.

Since the decision to host may depend on availability of potential hostees, market

indicators such as number of channels, number of English speaking channels or number
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of channels playing the same game allow me to control for such availability of live

streamers. Still, availability of hostees can be negatively correlated with number of

hosts received in the previous session as these gifts are likely to be given by familiar

channels who are potential hostees themselves. Although I cannot control for entire

history of prior hosting, as a robustness I consider a subsample of choices where i

hosts j and j have not hosted i in 7 days prior to that, which, at least to a certain

degree, limits the cases when hosting is motivated by availability of individuals who i

can reciprocate directly.

By design hosting is highly dependent on channel settings such as auto-hosting,

streamer habits and social networks of i, these characteristics likely to be relatively

stable over the sample period. These features seems to be the major drivers of the

hosting decisions given descriptive evidence in the previous section, and are likely to

be strongly correlated with the variables of interest. To account for the unobservables,

I include �xed e�ects αi and initially model equation 4 using Linear Probability Model

with dummy variable �xed e�ects. This approach allows for an easy inclusion of �xed

e�ects without running into incidental parameter problem and presents clear initial

interpretation of the results. I also estimate equation 4 using Conditional Logistic

Regression as in Chamberlain (1980) to allow for non-linear relation between variables

of interest and the probability of hosting.

Note that inclusion of the �xed e�ects should also largely account for the long-run

weekly aggregations of the variables. In that sense, I include these aggregations to show

that they are absorbed by �xed e�ects of individual channels. Consequently, while the

choice of week as a level of aggregation is relatively arbitrary, if they are absorbed into

�xed e�ects and largely insigni�cant in predicting the probability of hosting, it is even

more likely to be the case for any aggregations over longer time horizon. Note also that

I am using averages and not sums of the variables of interest over the periods streaming.

Since number of periods streaming is a choice made by an individual, cumulative gains

from being hosted can be treated by i as partially depending on the choice of stream

length and hence elicit less reciprocity. In contrast, averages are more re�ective of

deviations in gift rate received by i and should be more correlated with the propensity

to host at the end of stream if indirect reciprocity plays a role.

Given the bene�ts of hosting, it is possible that streamers subscribe or donate to

each other, or even pay each other outside of the platform in exchange for hosts, and

this kind of interactions are not recorded in the available dataset. In fact, such an

exchange would be misleadingly recorded in the dataset as a one-sided gift. While this



51

is a potentially important aspect of the interactions on the platform, it should not a�ect

the estimation results since monetary payments should not be correlated with average

number of hosts received and their size conditional on the individual �xed e�ects. In

other words, there should be no correlation between gifts received through hosting and

potential monetary payments once the popularity of that individual (which likely results

in higher number of hosts received as well as higher value of hosting gifts) is controlled

for. Hence this issue should not be a concern given modelling approach in this paper

that includes several recent popularity measures as well as individual �xed e�ects.

Since indirect reciprocity can be expressed not only through the decision to host,

but also the choice of the hostee, I additionally formulate a simple reduced form model:

log(Yit + 1) = δ1Xit + δ2
1

S

S∑
s=1

Xit−s + δ3
1

L

L∑
l=1

Xit−l + ψMt + αi + γt + eit. (5)

This model is similar to Model 4, but the binary dependent variable is replaced

with current viewership of the hostee in the period prior to host. Since the data is

highly skewed towards left, I replace viewership with log(Yit + 1) (see Figure 17 in the

Appendix for the distribution of the transformed variable). As in the Model 4, I include

current, short term and long term aggregated variables as well as market indicatorsMt,

�xed e�ects for hosters αi and time �xed e�ects γt. Note that, similar as in Model 4,

individual �xed e�ects are essential here as they should account for hosting networks

and habits of i. Similarly, market indicators and time �xed e�ects should control for

general availability of popular channels or stock of the viewers on the entire platform.

Current viewership may not be re�ective of actual popularity of the hostee since

chosen channel j may eg. be just starting to stream and hence have low viewership

despite being quite popular. As a robustness check I estimate the same model with log

follower stock of the hostee. Since these two measures are highly related and both are

markers of channel popularity, they should be providing similar coe�cient estimates on

variables related to indirect reciprocity. At the same time, current viewership is what

channel i is more likely to take into consideration when choosing j to host whereas

follower stock provides a more stable measure, both in terms of popularity as well as

the gathering method.24

24In some extreme cases, due to the data gathering imperfections, viewership can be recorded several
seconds post hosting instance. This is one of the reason for using stable follower stock as a robustness
check.
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Table 7: Decision to host and viewership of the chosen hostee

FE LPM Conditional Logit

estimate std err estimate std err

avg # hosters stream 0.092* (0.0479) 2.7965*** (0.8888)

avg hoster viewership stream 0.0101** (0.0039) 0.4823** (0.2269)

Fixed e�ects Yes Yes

Observations 23867 12766

R squared 0.627 -

Note: the table above presents partial results for modelling probability of hosting at the end of the
stream. Column 'FE LPM' presents results for �xed e�ects linear probability model with regular
standard errors. Column 'Conditional Logit' presents results for conditional �xed e�ects logistic re-
gression as in Chamberlain (1980). Note that both dependant variables are expressed in 100 of units
for computational reasons (avoiding over�ows in Conditional Logit MLE estimation).
Standard errors in LPM model are MacKinnon and White (1985) heteroscedasticity robust standard
errors. See Table 11 in the Appendix for full results.

3.3.2 Results

The results of regressing the probability of hosting can be found in the �rst two

columns of Table 7. Each extra hoster averaged over the last streaming session (row

'avg # hosters stream') results in approximately 0.0009 increase in the probability of

hosting post-stream in the Linear Probability model or 0.0043 increase in the probability

of hosting for an average individual with mean sample probability of hosting in the

Conditional Logit model. Furthermore, each extra viewer through hosting channels

averaged over the last streaming session (row 'avg hoster viewership stream') increases

the probability of hosting by 0.0001 in the linear model or by 0.0007 for an average

individual with mean sample probability of hosting in the conditional logit model (both

signi�cant at 5%).

Back of the envelope calculations using LPM model reveal that one standard de-

viation increase in average number of hosters during stream results in approximately

2.26% increase in probability of hosting whereas one standard deviation increase in

average number of viewership through hosters results in approximately 0.85% increase

in probability of hosting (these are 10.5% and 5.9% for the Conditional Logit when

using marginal e�ects calculated for an individual with the sample average probability

of hosting). These results not only support the hypothesis that indirect reciprocity

plays an important role in the decision to host since receiving more hosts in recent past

positively in�uences individuals to host others, but also that it is positively related to
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its intensity expressed by the average viewership through hosters throughout the last

streaming session.25

Each extra hoster at the moment of decision making increases the probability of

hosting by 0.0004 in the linear model and by 0.0027 in the conditional logit (see full

results, including control variables, in Table 11 in the Appendix). This could indicate

reputational concerns. However, neither the size of the audience through hosters nor

channel's direct current viewership had a signi�cant in�uence over the probability of

hosting. This may indicate that perhaps it is not reputational concerns driving the

decision, but rather direct reciprocity towards other hosters to carry their hosts, ie. if

i is hosted by j and now i hosts k, j will also host k through chain hosting. Positive

coe�cient on that estimate combined with no in�uence of direct channel audience

could indicate that individuals simply feel obliged to extend further the hosting chain,

especially if it carries some viewership with it.

Importantly, weekly aggregations of the very same variables are largely insigni�cant

across the models. This is an important indication that �xed e�ects seem to account for

longer-run dynamics and networks between channels. Combined with signi�cance on

recent stream coe�cient estimates, this gives some additional support for the hypothesis

that the underlying e�ect driving the results is indeed upstream indirect reciprocity.

The results for regressing the log hostee viewership are presented in Table 8. Note

that the interpretation here is of choice rather than a�ecting hostee viewership since

viewership is recorded prior to the hosting instance. Increasing average hoster number

over the last stream results in lower chosen hostee current viewership by 0.43%, a result

signi�cant at 10%. Furthermore, each extra viewer through hosting channels decreases

the chosen hostee current viewership by 0.13%, signi�cant at 1%.

Since a gift of 100 viewers is worth a lot more for a newcomer compared to a popular

streamer, these results may indicate that indirect reciprocity is not only expressed by

performing kind actions, but also choosing receivers who bene�t relatively more from

them. Importantly, these channels are less likely to reciprocate the gift in its full size:

if they host back, they most likely carry a lot less viewership with such a gift. On the

other hand, they may be more likely to directly reciprocate the gift since it was worth

much more to them.
25Although qualitatively the same, conditional logit predicts several magnitudes larger marginal

e�ects than the linear model. This may be caused by non-linear predictions of the former, especially in
the regions close to 0 and 1 and given the large mean value of the dependent variable while calculating
the marginal e�ects using mean sample probability of hosting. However, the exact reason is not clear.
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Table 8: Decision to host and viewership of the chosen hostee

log(viewership) log(followers)

estimate std err estimate std err

avg # hosters stream -0.0043* (0.0023) -0.0059* (0.0031)

avg hoster viewership stream -0.0013*** (0.0005) -0.0013* (0.0006)

Fixed e�ects Yes Yes

Observations 18623 18623

R squared 0.298 0.308

Note: the table above presents partial results for modelling log viewership and log followers of the
chosen hostee conditional on hosting. Column 'log(viewership) presents results for log-linear �xed
e�ects least square regression against current viewership of the chosen hostee. Column 'log(followers)'
presents results from similar regression where current viewership is replaced by current follower stock
of the chosen hostee.
See Table 12 in the Appendix for full results.

Interpretation is robust to changing dependent variable from log current viewers to

log follower stock (see the full Table 13 in the Appendix). Each extra hoster averaged

over the last streaming session decreases the follower stock of the chosen alternative

by 0.59% while each extra viewer through hosters averaged over last streaming session

decreases the follower stock of the chosen alternative by 0.13%. Both estimates are

signi�cant at 10%.

3.3.3 Heterogeneity

Given the prevalence of hosting on the platform, I consider heterogeneity in e�ects

of indirect reciprocity related to the popularity of the streamers. I expect that more

experienced and established channels are less a�ected by indirect reciprocity since their

decision to host is largely an e�ect of networks and friendships. Table 9 shows estimation

results for interacting hoster count and viewership through hosters averaged over last

streaming session with being partnered, follower stock and years since registering on

the platform. While all these variables are intrinsically related to experience using

the platform, follower stock and being partnered are also measures of popularity and

professionalism of the streamer.

As expected, the results suggest that more popular streamers are less likely to be

in�uenced by indirect reciprocity. For instance, each extra hoster on average during last
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Table 9: Heterogeneity in indirect reciprocity

is partnered # years exists for current followers
estimate std err estimate std err estimate std err

avg # hosters stream 0.3305*** (0.0637) 0.4155*** (0.1132) 0.221*** (0.0525)
interaction: # hosters -0.3099*** (0.0632) -0.1231*** (0.0406) -25.1402*** (7.7113)

avg hoster viewership stream 0.0084 (0.0054) 0.0607*** (0.0225) 0.0059 (0.0047)
interaction: hoster viewers 0.0013 (0.0089) -0.0166** (0.0074) 1.6257 (2.3857)

individual �xed e�ects Yes Yes Yes
time �xed e�ects Yes Yes Yes
nobs 23867 23867 23867
rsquared 0.6273 0.6272 0.6273

Note: the table above presents partial results for Linear Probability Model with additional interaction
terms to show heterogeneity in response to being hosted. The models estimated above are similar to
the baseline Linear Probability model presented in the modelling part and use a similar set of control
variables. Interaction terms are added to highlight that the e�ect is di�erent for channels depending
on their popularity and relative experience with the platform. See Table 15 in the Appendix for full
results.

streaming session results in 0.0033 increase in probability of hosting for non-partners,

but this e�ect is negligible for partners. Similar, the e�ect seems to be fully o�set when

streamer is registered on platform for more than 3 years or has at least 100 thousand

followers.

It is indeed possible that more experienced and popular streamers have a developed

network of hosters and their decision to host is driven by long-run commitments. In

contrast, less experienced individuals who are still learning the platform or are not so

popular may be more driven by recent acts of kindness. Alternatively, it may be that

individuals respond to relative rather than absolute changes, ie. a streamer that has on

average 20 hosters is going to have a weaker response to an extra host than a streamer

that has on average 5 hosters, and more popular streamers are likely to have more

hosters generally.

Looking at the wider picture, in both cases indirect reciprocity can be seen as

stimulating hosting and cooperation relatively more among newer streamers. This is

an interesting result that may indicate that indirect reciprocity promotes norms of

cooperation on the platform - in this case, the idea of hosting. With over 80% of

streaming instances ending with the host in the sample under consideration, this is not

an unlikely hypothesis.
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3.3.4 Robustness

One of the concerns regarding the results could be that kindness that I observe

among streamers is in fact manifestation of direct reciprocity. This in principle should

not be an issue: dependent variables used denote aggregate hoster and viewership counts

and channels are often hosted by several individuals (median of 13 hosters on average)

over the streaming session. However, closer inspection of the data reveals that 36% of

chosen hostees j have been hosting i in last 7 days.

To remedy this, results in Table 13 in the Appendix estimate the key models from

Table 7 over a subsample of observations where i is hosting j at t and in the last 7 days

prior to t channel j did not host i. Such subsampling allows me to ensure that there is

no recent history of j hosting i and so no indication of (recent) direct reciprocity.

Surprisingly, the results on the reduced sample are even more indicative of indirect

reciprocity in choice to host. While most coe�cient estimates retain their signi�cance

level, majority of them increase in magnitude, indicating even stronger e�ects of in-

direct reciprocity on the decision to host after the streaming session. This suggests

that indirect reciprocity is far more in�uential for individuals without strong hosting

networks. At the same time, results for log viewership and follower stock in most cases

lose signi�cance. This may be either due to a drop in sample size or because such choice

of smaller channels must be �rst triggered by some action on the j's side that perhaps

makes i aware of j.

Throughout the study, I used averages of the hoster count and associated viewer-

ship aggregated over recent time period as the relevant dependent variables. This was

dictated by the intuition that total count of hosters and viewership depends on stream

length which is chosen by the individual and hence may generate less gratitude. One

may still wonder whether using cumulative sums instead of the averages would be a

more reasonable as a proxy for gift size as perceived by the streamers. I explore this

possibility and interact hoster count and viewership through hosters with the streaming

session length.

The results can be found in last column of Table 15 in the Appendix. Only the

interaction with hoster count is having a signi�cant, negative e�ect, indicating that the

same average hoster count over a shorter period is having a more positive e�ect on the

probability of hosting post-stream. Importantly, since averages of the key variables are

both positive and strongly signi�cant predictors of the decision to host, they indeed

seem to be a better choice for variables proxying for indirect reciprocity in this setting.



57

One of the concerns regarding the results is that the true underlying model may

contain many non-linear interactions between controls and the variables of interest. For

instance, length of last stream and average viewership are likely to be having a joint

e�ect. Similarly, e�ect of some variables may be di�erent depending on the market

conditions such as number of streamers online or total viewer count. To remedy that,

I use double machine learning approach introduced by Chernozhukov et al. (2018) and

allow for a fully non-parametric and �exible estimation of the nuisance parameters.

Perhaps most importantly, it allows for non-linear control of recent streaming time and

its interactions with other variables which may be important given that averages are

computed over �xed choice of 12 hours. Although I do not include �xed e�ects, I expect

that the non-linear estimator can distinguish between channels using a combination of

followers, unique viewers and years on platform features. Still, since this method does

not explicitly control for �xed e�ects and depends on the tuning of the algorithm, I

include the results as a robustness check.26

The results for the double machine learning estimation routine can be found in

the last column of Table 11 in the Appendix. While the estimate for hoster count

loses its signi�cance, viewership through hosters is signi�cant now at 1%. The e�ect is

only a half of what the linear model would predict: each extra viewer through hosting

channels averaged over the last streaming session increases the probability of hosting

by 0.00005. Such results may suggest that once non-linearities are controlled for, only

gifts that carry value are actually triggering indirect reciprocity. In other words, it is

not the hoster count which in many cases may not carry any viewers at all, but the

viewership associated with it that generates gratitude. However, these results are not

exactly comparable since �xed e�ects are not included in the estimation.

I also estimate the model using double machine learning estimator for log viewership

tuned in the same fashion as in last column of Table 7. Again, while the estimates for

hoster count lose their signi�cance, viewership through hosters is still signi�cant at 5%.

26 Double Machine learning method (Chernozhukov et al., 2018) is using Random Forest regressor

to orthogonalize againt the nuisance parameters. Random Forest is �tted with 200 trees, using 5

random features at each splitting point. The main estimator is using 30 cross-�tting runs, with 5 folds

each. Note that for each variable that enters the model in a linear way, it is orthogonalized against

all other variables with nuisance estimator, including the remaining variables of interest. Estimates

and standard errors across cross-�tting runs are aggregated using medians, and estimated with DML2

procedure. See Chernozhukov et al. (2018) for additional details of the estimator.
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Each extra viewer through hosting results in choice of a hostee with 0.12% lower current

viewership. Such results suggest that even when allowing for fully non-linear control

variables, having obtained larger viewership gifts results in choosing smaller channels

as receivers of the host. Again, since �xed e�ects are not included, results should be

interpreted with caution.

3.4 Discussion

This project investigates the e�ects of indirect reciprocity on viewership gift giving

in the video game streaming industry where hosting is stimulating cooperation among,

in many cases, absolute strangers. Average number of hosters and average viewership

through hosters during last streaming session - the average amount of viewership gifts

and average size of the gifts - are both having positive e�ect on the probability of

hosting and gifting somebody else with viewership after one's stream. One standard

deviation increase in either of this variable increases the probability of hosting by 2.26%

and 0.85% respectively, indicating that indirect reciprocity plays an important role in

viewership gift giving on the platform.

Streamers are indirectly reciprocal when receiving more gifts, but even more so if

the gift received actually carries value. Indeed, many hosts may contribute only few

viewers and therefore be of little value for the channel, and such 'empty gifts' may

trigger little reciprocal action. This may partially explain why when allowing for non-

linear controls through double machine learning estimator, only the gift size seems to

matter in the decision to host. The estimated e�ects are also heterogeneous, with more

experienced and popular streamers being less a�ected. Conversely, indirect reciprocity

may be much more in�uential in establishing the norm among newer streamers on the

platform.

Perhaps even more interestingly, the results of this study suggest that being hosted

and being hosted with more viewers are in�uencing the choice of a hostee. This is an

additional novelty of this paper that stems from free choice of a hostee among stream-

ers and provides additional dimension to the e�ect. Using reduced form modeling, I

estimate a negative link between being hosted and current viewership of the hostee.

The parameter estimates indicate that streamers who were hosted more and with more

viewers in the last session are both more likely to express their gratitude by hosting

somebody else as well as they are more likely to choose and promote smaller channels
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as hostees.

This result is further robust when replacing current viewership of the hostee with

the current follower stock, a much more stable measure of the channel popularity. It

indicates that indirect reciprocity can improve discovery of new or niche channels and

promote smaller players who otherwise would have problems 'making it big'. Fur-

thermore, these observations seem to go in line with the conclusions of Mujcic and

Leibbrandt (2018) who noted that much of the unconditional generosity observed can

actually be explained with indirect reciprocity. These results, however, are largely not

robust to excluding choices in�uenced by (recent) direct reciprocity.

It has to be highlighted at this point that the rather small absolute magnitude of the

estimated e�ects should not be surprising given the sample choice. As noted, selected

channels consists of mostly professional streamers who broadcast regularly for a large

audience. One can then expect that they are mostly driven by strategic considerations

that may involve direct reciprocity with other streamers such as exchanging hosts.

This hypothesis �nds some support in the results since the e�ect of direct reciprocity

is much smaller for more experienced and popular channels. Still, the estimates are

highly signi�cant and largely robust across modelling approaches indicating that even

in such professional settings indirect reciprocity can play a role in the decision to help

others.

Con�dently identifying an e�ect as caused by upstream indirect reciprocity is natu-

rally di�cult, with the concept itself being argued to be harder to explain than down-

stream indirect reciprocity (Nowak and Sigmund, 2005). In case of this study and

the streaming market, individuals that exchange hosts may be motivated by how their

appear to their viewers or simply be cooperative by nature and set up auto-hosting,

these e�ects potentially being correlated with how many gifts they receive over the

last streaming session due to direct reciprocity from former hostees. The modelling

approach taken in this paper controls for static individual di�erences as well as repu-

tation or long-run habits. In robustness analysis I exclude observations that could be

considered as recent direct reciprocity, and stable hosting networks should be controlled

through �xed e�ects over the sample period. However, it may well be that receiving

many hosts simply makes an individual aware of the norm (or reminds of it) and host-

ing afterwards is part of simple strategic behavior in a similar fashion as discussed by

Mujcic and Leibbrandt (2018). In that sense, although the results of this paper suggest

that upstream indirect reciprocity plays a role in decision to host, one cannot fully

exclude other potential explanations.
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While this project speci�cally investigates upstream indirect reciprocity by quanti-

fying the e�ect of gifts received on the propensity to give a gift afterwards, it is possible

that streamers obtain gifts because of their cooperative behavior in the past. This

would be an example of downstream indirect reciprocity (van Apeldoorn and Schram,

2016) where A is kind to B because B hosted C few days ago. However, it is di�cult to

determine what is the correct time horizon for downstream reciprocity in case of host-

ing, especially that it is often mentioned next to 'reputation' or 'social status' (Seinen

and Schram, 2006; Alexander, 1987; whereas upstream reciprocity is a response to re-

cent events; Nowak and Sigmund, 2005), both arguably built over a prolonged period of

time. While there are some indicators that downstream indirect reciprocity may play a

role - correlation between demeaned number of hosts received over the last streaming

session and demeaned decision to host from previous period is positive and signi�cant at

1%, same relation between demeaned current gift size and demeaned previous decision

to host is negative and insigni�cant (see Figure 18 in the Appendix for visualization of

these relations in a similar fashion as in Figure 14). This may be caused by controlling

for individual �xed e�ects through demeaning that may largely account for reputation

of the individual within the sample period while relating being hosted to decision from

only the last session.

Instead, I argue that even in such case the results still support the existence of

indirect reciprocity among individuals in the market. Indeed, the e�ects of both down-

stream and upstream indirect reciprocity may be chained together, and while I control

for �xed e�ects and long run dynamics, further research could focus on downstream in-

direct reciprocity and attempt to quantify its e�ect, especially in contrast to the results

obtained in this paper.

The development of the streaming platform in this study is the best example of

how prosocial behaviors can become prevalent norm in the market even when market's

nature is competitive. Furthermore, introducing users to a new feature such as hosting

can create a more welcoming and supportive community with gains for the platform

itself. One can imagine that if inertia plays a role in choice of channels and activities,

such bottom up recommendation system should increase the overall viewership on the

platform. Future studies could investigate in more detail if this is indeed the case.

In this study, using video game streaming market, I found robust evidence for up-

stream indirect reciprocity among streamers. At the same time, the following study

shows evidence that the widespread occurrence of the phenomenon of hosting can be,

at least to some degree, explained by indirect reciprocity.
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3.5 Appendix

Figure 15: Weighted viewership �ows and follower stock of the chosen hostees
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Note: Graph on the left presents weighted �ows of viewership where viewership of the hoster is divided
by viewership of the hoster at period 5 and viewership of the hostee is demeaned and divided by
viewership of the hoster at period 5. In that sense, the Graph on the left plots fraction of pre-host
viewership captured by hoster and hostee up to one hours after the hosting instance. Graph on the
right plots a histogram of selected hostee follower stock. Clearly, most hostees are actually having
few followers compared to median streamer in the sample, to some degree re�ecting the popularity
distribution on the platform.

Figure 16: Mode streaming hours and di�erences with hostees
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Note: plot on the left presents a histogram of mode streaming hour for the selected channels in the
sample. Plot on the right presents a histogram of mean di�erences between mode streaming time of
the channels in the sample and their hostees.
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Figure 17: Log transformed dependent variables
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Note: graphs above plot log(hostee viewership+1) and log(hostee followers+1) for observations where
decision to host was made.

Figure 18: Relation between receiving hosts and hosting in the previous session
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Note: plot on the left relates demeaned average count of hosters over the last streaming session given
demeaned indicator for whether the channel has hosted at the end of the session prior to that. Plot on
the right presents similar relation for the demeaned average viewership through hosters. See additional
explanations of how line plots are computed in Figure 14 and related text.
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Table 10: Summary statistics sample of the hosting instances

Mean Std Min Q05 Median Q95 Max

will host 0.81 0.39 0.00 0.00 1.00 1.00 1.00
hostee viewership 75.74 339.25 0.00 2.00 20.00 271.35 22686.00
hostee followers 15233.00 85696.15 0.00 103.00 2381.50 62111.75 3189017.00
current # hosters 22.62 28.60 0.00 2.00 16.00 64.00 930.00
avg # hosters stream 19.71 24.61 0.00 2.58 13.35 54.91 475.68
avg # hosters 7 days 19.84 23.78 0.00 3.00 13.59 55.25 367.49
current hoster viewership 26.43 51.33 0.00 0.00 10.00 103.00 1919.00
avg hoster viewership stream 26.29 84.38 0.00 0.11 13.22 90.39 11669.14
avg hoster viewership 7 days 27.14 68.09 0.00 0.97 16.22 81.47 3393.86
current viewership 66.86 150.79 0.00 5.00 29.00 222.00 6561.00
avg viewership stream 62.94 167.82 0.00 6.68 28.23 191.78 12283.49
avg viewership 7 days 64.36 142.22 0.00 9.47 29.90 201.69 3815.08
current followers 11790.78 24058.22 185.00 626.00 3882.00 48815.80 240393.00
followers gain stream 18.32 44.00 -8.00 0.00 7.00 69.00 1389.00
followers gain 7 days 128.97 275.20 -37.00 5.00 52.00 510.00 5713.00
# years exists for 2.38 0.90 0.18 0.70 2.47 3.68 5.33
is partnered 0.35 0.48 0.00 0.00 0.00 1.00 1.00
english channel 0.94 0.24 0.00 0.00 1.00 1.00 1.00
autoplay VODs 0.38 0.49 0.00 0.00 0.00 1.00 1.00
is featured 0.01 0.10 0.00 0.00 0.00 0.00 1.00
is costreaming 0.07 0.26 0.00 0.00 0.00 1.00 1.00
streamer level 111.27 9.46 71.00 95.00 112.00 124.00 133.00
streamer experience (in 1000) 1292.90 1051.94 25.58 181.02 983.79 3315.32 7767.94
all-time viewers (in 1000) 292.56 1809.08 1.14 7.87 49.52 797.03 34978.56
stream length hours 5.65 2.77 0.25 1.92 5.17 11.58 12.08
7 days hours streamed 35.06 17.44 0.25 12.50 32.25 67.67 167.83
game viewership 3131.94 3695.09 0.00 29.00 1410.00 9258.70 123966.00
game streamers 1134.35 2082.75 0.00 2.00 318.00 6182.10 79229.00
all current viewers 58331.61 13818.65 13399.00 36112.30 60193.00 79149.00 149719.00
all live channels 18984.96 6027.34 7230.00 8930.00 20860.00 26599.00 50000.00
all current costreamers 4956.60 1770.68 1602.00 2107.00 5371.00 7311.00 19173.00
all live english channels 16679.96 5444.28 6021.00 7492.00 18411.00 23536.00 44119.00

Note: descriptives statistics are summarizes over 23867 hosting instances made by 840 channels over
the period of 49 days. Note that the summary statistics hostee viewership and followers are
aggregated only over observations when channel decided to host after the stream. 56 observations
where sum live channels is lower than 2500 were dropped since these are most likely miscollected.
Q05 and Q95 are 5th and 95th quantiles of the distribution, respectively.
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Table 11: Full table for the hosting decision results

FE LPM Conditional Logit Double ML
estimate std err estimate std err estimate std err

current # hosters 0.0379* (0.0207) 1.7249*** (0.4017) - -
avg # hosters stream 0.092* (0.0479) 2.7965*** (0.8888) -0.0044 (0.0446)
avg # hosters 7 days -0.0271 (0.0596) -0.4737 (1.3253) - -
current hoster viewership 0.0034 (0.0034) 0.2296* (0.1323) - -
avg hoster viewership stream 0.0101** (0.0039) 0.4823** (0.2269) 0.0054*** (0.0008)
avg hoster viewership 7 days -0.0129** (0.0051) -0.1947 (0.125) - -
current viewership 0.0065 (0.005) -0.0945 (0.1251) - -
avg viewership stream -0.0032 (0.0049) 0.2122 (0.2396) - -
avg viewership 7 days -0.0 (0.0052) 0.0708 (0.114) - -
current followers 0.2001** (0.0843) - - - -
followers gain stream -0.001 (0.0029) 0.2393** (0.1053) - -
followers gain 7 days 0.0027 (0.0042) 0.0579 (0.1198) - -
# years exists for -0.2395** (0.1006) - - - -
is partnered -0.0257*** (0.0086) - - - -
english channel -0.0037 (0.0046) - - - -
autoplay VODs -0.0043 (0.0099) - - - -
is featured -0.0473* (0.0262) - - - -
is costreaming 0.0064*** (0.0018) 0.137*** (0.0366) - -
streamer level -0.028 (0.0324) -0.5209 (0.5161) - -
streamer experience (in 1000) 0.087 (0.0784) -1.3634 (1.2201) - -
all-time viewers (in 1000) -0.2082** (0.1051) -6.5792 (4.1685) - -
stream length hours 0.0376*** (0.0027) 0.5028*** (0.0403) - -
7 days hours streamed -0.0022 (0.0036) 0.0061 (0.0578) - -
game viewership -0.0007 (0.0027) -0.0194 (0.0509) - -
game streamers 0.0079** (0.0032) 0.1117** (0.0532) - -
all current viewers 0.0027 (0.0038) 0.087 (0.0609) - -
all live channels 0.0438 (0.0853) 0.6428 (1.3549) - -
all current costreamers -0.0329 (0.0203) -0.5514* (0.2936) - -
all live english channels -0.0165 (0.0778) -0.0774 (1.2612) - -

Fixed e�ects Yes Yes No
Observations 23867 12766 23867
R squared 0.627 - -

Note: the table above presents full results for modelling probability of hosting at the end of the stream.
Note that all aggregations of hoster number and viewership through hosters (�rst 6 rows) are expressed
in 100 of units, whereas all other control variables are normalized; this is done in order to avoid over�ows
in MLE estimation. Column 'Double ML' presents additional results for Double Machine Learning
routine as in Chernozhukov et al. (2018). Nuisance parameters are estimated through Random Forest
(200 trees, 5 features at each split) and 30 cross-�tting runs, with 5 folds each. Estimates and standard
errors across cross-�tting runs are aggregated using medians.
See full description in main text and in Table 7.



65

Table 12: Full table for the hostee viewership results

log(viewership) log(followers) DML: viewership
estimate std err estimate std err estimate std err

current # hosters -0.0006 (0.0009) -0.0007 (0.0013) - -
avg # hosters stream -0.0043* (0.0023) -0.0059* (0.0031) -0.0016 (0.0023)
avg # hosters 7 days 0.0047 (0.0034) 0.0014 (0.0046) - -
current hoster viewership 0.0001 (0.0003) -0.0002 (0.0003) - -
avg hoster viewership stream -0.0013*** (0.0005) -0.0013* (0.0006) -0.0012** (0.0005)
avg hoster viewership 7 days 0.0007 (0.0009) 0.0023* (0.0013) - -
current viewership -0.0002 (0.0002) -0.0004* (0.0002) - -
avg viewership stream 0.0002 (0.0002) 0.0003 (0.0003) - -
avg viewership 7 days 0.0002 (0.0002) 0.0002 (0.0003) - -
current followers 0.0 (0.0) 0.0 (0.0) - -
followers gain stream 0.0012*** (0.0004) 0.002*** (0.0006) - -
followers gain 7 days -0.0002** (0.0001) -0.0002 (0.0001) - -
# years exists for -0.0 (0.0) -0.0 (0.0) - -
is partnered -0.0933 (0.1145) -0.025 (0.1545) - -
english channel 1.1116 (1.3542) 1.3845 (1.8277) - -
autoplay VODs 0.1506 (0.105) 0.1005 (0.1418) - -
is featured -1.5149 (1.3881) -0.6775 (1.8736) - -
is costreaming 0.1025** (0.0409) -0.1798*** (0.0553) - -
streamer level 0.0275 (0.0207) 0.0594** (0.0279) - -
streamer experience (in 1000) 0.0 (0.0) -0.0 (0.0) - -
all-time viewers (in 1000) -0.0 (0.0) 0.0 (0.0) - -
stream length hours -0.0001 (0.0004) -0.0006 (0.0005) - -
7 days hours streamed 0.0 (0.0001) -0.0001 (0.0001) - -
game viewership 0.0*** (0.0) 0.0* (0.0) - -
game streamers -0.0 (0.0) 0.0 (0.0) - -
all current viewers 0.0 (0.0) -0.0 (0.0) - -
all live channels 0.0002** (0.0001) 0.0 (0.0001) - -
all current costreamers 0.0 (0.0001) 0.0001 (0.0001) - -
all live english channels -0.0002*** (0.0001) -0.0001 (0.0001) - -

Fixed e�ects Yes Yes No
Observations 18623 18623 18623
R squared 0.298 0.308 -

Note: the table above presents partial results for modelling log viewership and log followers of the
chosen hostee conditional on hosting. Column 'DML: viewership' presents results for regressing log
viewership using Double Machine Learning algorithm as in Chernozhukov et al. (2018). Note that
nuisance estimators and tuning parameters are set in the same manner as in hosting probability
estimation.
See full description in main text and in Table 8.
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Table 13: Hosting decision: subsample with no (recent) direct reciprocity

FE LPM Conditional Logit Double ML
estimate std err estimate std err estimate std err

current # hosters 0.07 (0.0444) 2.2871*** (0.446) - -
avg # hosters stream 0.1693* (0.0904) 3.2654*** (1.0226) -0.0437 (0.0676)
avg # hosters 7 days -0.1026 (0.1051) -0.3218 (1.6242) - -
current hoster viewership 0.0086 (0.0068) 0.3009** (0.1475) - -
avg hoster viewership stream 0.0147** (0.006) 0.513* (0.2648) 0.0053*** (0.0008)
avg hoster viewership 7 days -0.0085 (0.0074) -0.316 (0.4548) - -
current viewership 0.0143** (0.0066) -0.0071 (0.1365) - -
avg viewership stream -0.0123 (0.0076) 0.0913 (0.2721) - -
avg viewership 7 days -0.0031 (0.0093) 0.0497 (0.1553) - -
current followers 0.2112 (0.136) - - - -
followers gain stream -0.0005 (0.0047) 0.1972* (0.1015) - -
followers gain 7 days 0.0059 (0.0071) 0.0539 (0.1216) - -
# years exists for -0.0665 (0.143) - - - -
is partnered -0.0391** (0.0161) - - - -
english channel -0.0074 (0.0072) - - - -
autoplay VODs -0.0076 (0.0149) - - - -
is featured -0.0067 (0.0387) - - - -
is costreaming 0.0087*** (0.0029) 0.141*** (0.0411) - -
streamer level -0.0286 (0.046) -0.2139 (0.6391) - -
streamer experience (in 1000) -0.0866 (0.1147) -1.7522 (1.4167) - -
all-time viewers (in 1000) -0.3378** (0.1553) -9.9469 (6.1744) - -
stream length hours 0.0515*** (0.004) 0.5378*** (0.0466) - -
7 days hours streamed -0.0108** (0.0052) -0.101 (0.0689) - -
game viewership 0.0007 (0.0041) -0.0065 (0.0618) - -
game streamers 0.0075 (0.0048) 0.0837 (0.0654) - -
all current viewers 0.004 (0.0055) 0.0829 (0.0696) - -
all live channels 0.063 (0.126) 0.2107 (1.629) - -
all current costreamers -0.0241 (0.0295) -0.2899 (0.3441) - -
all live english channels -0.0447 (0.1151) 0.0692 (1.5118) - -

Fixed e�ects Yes Yes No
Observations 14048 7865 14048
R squared 0.672 - -

Note: the table above presents the robustness results for hosting probability models over a subsample
of observations where i has not been hosted by chosen hostee j in the last 7 days. Subsampling over
main models is done to ensure that there is no (recent) direct reciprocity involved in the decision to
host at the end of the stream.
See full description in main text and in Table 7.
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Table 14: Hostee viewership: subsample with no (recent) direct reciprocity

log(viewership) log(followers) DML: viewership
estimate std err estimate std err estimate std err

current # hosters -0.0008 (0.0013) -0.001 (0.0018) - -
avg # hosters stream -0.0067* (0.0036) -0.0049 (0.005) 0.0014 (0.0035)
avg # hosters 7 days 0.0108** (0.0051) 0.0002 (0.0072) - -
current hoster viewership 0.0006 (0.0004) 0.0005 (0.0005) - -
avg hoster viewership stream -0.0011 (0.0007) -0.0009 (0.001) -0.0013 (0.0009)
avg hoster viewership 7 days -0.0017 (0.0014) -0.001 (0.002) - -
current viewership 0.0 (0.0002) -0.0002 (0.0003) - -
avg viewership stream -0.0001 (0.0003) 0.0 (0.0004) - -
avg viewership 7 days -0.0002 (0.0004) -0.0001 (0.0005) - -
current followers -0.0 (0.0) -0.0001 (0.0001) - -
followers gain stream 0.002*** (0.0006) 0.0023*** (0.0009) - -
followers gain 7 days -0.0004** (0.0001) -0.0003 (0.0002) - -
# years exists for -0.0 (0.0) -0.0 (0.0) - -
is partnered -0.2989* (0.1766) 0.0079 (0.2458) - -
english channel 2.8059 (1.8817) 5.1038* (2.6191) - -
autoplay VODs 0.2216 (0.1579) 0.0433 (0.2198) - -
is featured -2.7831 (2.0483) -3.0194 (2.851) - -
is costreaming -0.0435 (0.0658) -0.3347*** (0.0916) - -
streamer level 0.0104 (0.0312) 0.034 (0.0434) - -
streamer experience (in 1000) 0.0 (0.0) -0.0 (0.0) - -
all-time viewers (in 1000) 0.0 (0.0) 0.0** (0.0) - -
stream length hours -0.0009 (0.0006) -0.0014 (0.0008) - -
7 days hours streamed 0.0 (0.0001) -0.0 (0.0002) - -
game viewership 0.0*** (0.0) 0.0*** (0.0) - -
game streamers -0.0 (0.0) -0.0 (0.0) - -
all current viewers 0.0 (0.0) 0.0 (0.0) - -
all live channels 0.0001 (0.0001) 0.0001 (0.0002) - -
all current costreamers 0.0001 (0.0001) 0.0001 (0.0001) - -
all live english channels -0.0002 (0.0001) -0.0001 (0.0002) - -

Fixed e�ects Yes Yes No
Observations 8989 8989 8989
R squared 0.361 0.36 -

Note: the table above presents the robustness results for chosen hostee viewership models over a sub-
sample of observations where i has not been hosted by chosen hostee j in the last 7 days. Subsampling
over main models is done to ensure that there is no (recent) direct reciprocity involved in the decision
to host at the end of the stream.
See full description in main text and in Table 8.
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Table 15: Robustness results: linear probability models with interactions

is partnered # years exists for current followers stream length hours
estimate std err estimate std err estimate std err estimate std err

avg # hosters stream 0.3305*** (0.0637) 0.4155*** (0.1132) 0.221*** (0.0525) 0.342*** (0.0605)
interaction: # hosters -0.3099*** (0.0632) -0.1231*** (0.0406) -25.1402*** (7.7113) -25.8316*** (3.8375)

avg hoster viewership stream 0.0084 (0.0054) 0.0607*** (0.0225) 0.0059 (0.0047) 0.0259* (0.0138)
interaction: hoster viewers 0.0013 (0.0089) -0.0166** (0.0074) 1.6257 (2.3857) -1.6035 (1.1525)

current # hosters 0.0378* (0.02) 0.0375* (0.0203) 0.0345* (0.02) 0.0391** (0.0199)
avg # hosters 7 days -0.0194 (0.0596) -0.0116 (0.0598) 0.0073 (0.0603) -0.0012 (0.0612)
current hoster viewership 0.0032 (0.0034) 0.0017 (0.0034) 0.0026 (0.0033) 0.0019 (0.0033)
avg hoster viewership 7 days -0.0128** (0.0051) -0.013** (0.0051) -0.0121** (0.0051) -0.0129** (0.0051)
current viewership 0.0063 (0.005) 0.0066 (0.005) 0.0054 (0.0049) 0.0037 (0.005)
avg viewership stream -0.0021 (0.0052) -0.0029 (0.005) -0.0008 (0.0054) -0.0007 (0.0052)
avg viewership 7 days -0.0001 (0.0051) -0.0 (0.0051) -0.001 (0.0051) 0.0004 (0.0051)
current followers 99.6054*** (35.4794) 92.7664*** (35.251) 97.1051*** (35.6227) 71.6026** (35.1195)
followers gain stream -0.0001 (0.003) -0.0011 (0.003) -0.0001 (0.003) 0.0037 (0.0031)
followers gain 7 days 0.0025 (0.0042) 0.0022 (0.0042) 0.0017 (0.0041) 0.0009 (0.0042)
# years exists for -0.2808** (0.1123) -0.2475** (0.1124) -0.299*** (0.1126) -0.2858** (0.1122)
is partnered 0.0174 (0.026) -0.055*** (0.0181) -0.0546*** (0.0181) -0.0532*** (0.018)
english channel -0.0029 (0.0042) -0.0032 (0.0044) -0.0049 (0.0049) -0.005 (0.0055)
autoplay VODs -0.0038 (0.0099) -0.0042 (0.0099) -0.0046 (0.0099) -0.0052 (0.0099)
is featured -0.0463* (0.0263) -0.0617** (0.0265) -0.0462* (0.0262) -0.0502* (0.0262)
is costreaming 0.0068*** (0.0018) 0.0066*** (0.0018) 0.0067*** (0.0018) 0.0068*** (0.0018)
streamer level -0.0375 (0.0325) -0.0411 (0.0327) -0.0309 (0.0324) -0.0272 (0.0324)
streamer experience (in 1000) 0.072 (0.0785) 0.0843 (0.0783) 0.0767 (0.0784) 0.0791 (0.0783)
all-time viewers (in 1000) -0.1536 (0.104) -0.1662 (0.1049) -0.0816 (0.1039) -0.1587 (0.1078)
stream length hours 12.9704*** (0.9743) 13.3953*** (0.9729) 13.0791*** (0.9739) 17.8121*** (1.2112)
7 days hours streamed -0.0021 (0.0036) -0.0021 (0.0036) -0.0023 (0.0036) -0.002 (0.0036)
game viewership -0.0006 (0.0027) -0.0007 (0.0027) -0.0007 (0.0027) -0.0005 (0.0027)
game streamers 0.0078** (0.0032) 0.0079** (0.0032) 0.0079** (0.0032) 0.0078** (0.0032)
all current viewers 0.0026 (0.0038) 0.0025 (0.0038) 0.0027 (0.0038) 0.003 (0.0038)
all live channels 0.0405 (0.0852) 0.0446 (0.0853) 0.0396 (0.0852) 0.0383 (0.0851)
all current costreamers -0.0337 (0.0203) -0.0331 (0.0203) -0.0325 (0.0202) -0.0324 (0.0202)
all live english channels -0.0114 (0.0778) -0.0167 (0.0778) -0.012 (0.0778) -0.0094 (0.0777)

individual �xed e�ects Yes Yes Yes Yes
time �xed e�ects Yes Yes Yes Yes
nobs 23867 23867 23867 23867
rsquared 0.6273 0.6272 0.6273 0.628

Note: the table above presents partial results for Linear Probability Model with additional interaction
terms to show heterogeneity in response to being hosted. See full description in main text and in
Table 9.
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4 Friendships accelerate exit from video game

streaming platform once shutdown is certain

4.1 Introduction

Social networks are an inseparable part of the individual interactions. Recently,

the e�ects of network structure on economic outcomes have been studied extensively

given an increased availability of detailed data at the individual level (Advani and

Malde, 2018). Characteristics such as degree centrality were related to di�usion of

micro�nance (Banerjee et al., 2013) social network adoption (Katona et al., 2011) or

aggregation of information (Alatas et al., 2016), to name just a few examples.27

Considerably less attention has been devoted to the relation between network struc-

ture and collapsing online services. Saavedra et al. (2008) studied gradual collapse

of New York garment industry and found better performance in networks with asym-

metric degree edges. Garcia et al. (2013) provided a study of network resilience using

k-core decomposition and the case of the collapse of Friendster alongside few other so-

cial network platforms. Using an example of Hungarian social media platform iWiW

and its collapse, Török and Kertész (2017) highlighted the cascading e�ect of friends

triggering each other to exit. L®rincz et al. (2019) found decreasing positive returns

to staying given size of the network, but negative correlation between the probability

of staying and clustering of the individuals. Koltai et al. (2021) found that connecting

di�erent circles of friends on iWiW decreased the probability of early exit. Farronato

et al. (2020) studied the e�ects of merging two online dog sitting platforms, with one

absorbing the entire user base and closing the acquired platform few months after the

merger.

In related literature on telecommunication industry where data on connections be-

tween users is often available, Kim et al. (2014) noted that node eigenvector centrality

helps predict churn. Using a di�usion model, Dasgupta et al. (2008) showed that churn

increases conditional on friends who churned. More generally, Verbeke, Martens and

Baesens (2014) concluded that network attributes generally facilitate identifying churn-

ers and proposed an ensemble of relational and non-relational methods to incorporate

27 For an extensive literature review of economics and econometrics of social networks, see for

instance De Paula (2017), Jackson (2011) or Jackson (2014).
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network structure into the prediction process. Óskarsdóttir et al. (2017) extended re-

search by Verbeke, Martens and Baesens (2014), but also provided an extensive review

of papers that related social network measures to consumer churn in telecommunication

industry.

In this paper I study the relation between platform exit and the degree of the

individual network using data from video game streaming, a relatively new market

of services where individuals mostly broadcast a live feed of their gameplay. Video

game streaming platforms allow for direct interaction between the content creator - the

'streamer' - and the audience, and that sort of community experience can be argued to

be one of the reasons behind its popularity (Sjöblom and Hamari, 2017). The underlying

market is continuously growing - largest video game streaming platform Twitch with

72.3% market share has doubled in hours watched over the last year to a staggering

6.3 billion in �rst quarter of 2021 over equally impressive 265 million hours streamed

(May, 2021) - and the belief that it will only continue to grow is widespread across users

(Johnson and Woodcock, 2019).

While streaming connects the brodcaster with the audience, it also allows streamers

to interact with each other. One such activity, unique to the platform under study, is

'costreaming': a phenomenon where up to 4 channels join their streaming sessions in a

split-screen format. By doing so, they all temporarily broadcast their combined video

and audio feed. Costreamers can be seen as co-producers of a single content for their

united audience, giving the viewer an option to switch between up to 4 viewpoints or

watch all of them at the same time. Since costreaming can enhance the experience for

the viewers and lead to a better content, having many costreamers can be regarded as

bridging or coordination type of social capital - connecting several users through one

costreaming session - as well as a favor type of social capital - exchanging the choice of

games played together for their joint audience (Jackson, 2020, Koltai et al., 2021).

Such social capital can be particularly important when determining when to exit

from a platform. In this paper I exploit the availability of unique and high frequency

data on a major video game streaming platform that has o�cially announced its shut-

down, to be scheduled within a month from the announcement. Though most streamers

could have been expected to switch to another streaming service, the timing of that

decision and remaining commitment to the closing platform is not trivial. In addition

to individual strategic considerations, streamers may also consider the decision of their

peers: they may coordinate the exit time and choice of the new platform or simply
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follow the �rst movers.28

I take an advantage of almost two months of data prior to the news about the

shutdown to formulate full structure of an up-to-date costreaming network. While

the true relations between streamers may be much more dense and complex - not

all platform users do costream or express their friendships on the platform through

costreaming - the network on costreaming itself is extremely accurate. With 40% of

the sample costreaming over fair part of their online activity, it is by no means a

niche activity. In contrast with social media friendships which often do not need to

involve much online commitment, costreaming network consist of links between users

that interact in real time in front of their potential audience.

The results of this study show that network size has a negative e�ect on activity

once information about shutdown becomes common knowledge. Each extra costream-

ing link observed prior to the announcement results in almost 11% decrease in post-

announcement hours online and 4.2% decrease in amount of logins to the platform,

compared to the mean value in the sample. Although costreaming network formation

prior to the announcement should be exogenous to exit after it, general decision to en-

gage in costreaming may depend on individual characteristics such as a preference for

multiplayer games that are also related to exit decisions. Taking that into consideration,

I show that the baseline results are qualitatively robust to instrumenting potentially

endogenous count of costreaming friends with an indicator for Spanish language chan-

nel, second most frequent language on the platform after English, including additional

game speci�c control variables that may facilitate or inhibit costreaming among users,

or controlling for the total count of costreaming hours prior to the announcement.

Descriptive evidence shows that gradual exit from the platform started already be-

fore the announcement. However, despite committing less resources into the platform

afterwards, individuals with more costreaming friends are also less likely to churn prior

to the news. I �nd that each extra costreaming friend results in 0.005 higher probability

28Streamers, unless being partners and hence having some restrictions, can in theory stream on
several platforms at the same time. And in fact it seems that some did do just that: on the last
day many used their time on the platform to simply rerun old streaming sessions and redirect viewers
to channels on other platforms (Stephen, 2020). However, it is still an investment to manage an
additional streaming session for a prolonged period of time, including the potential interactions with
chat, and data indicates that most of the streamers seem to have left long before the actual shutdown
has happened. In contrast with eg. Farronato et al. (2020) where one can announce services on many
platforms with small additional costs (referred to as 'multi-homing'), here such mirrored usage may
be much more expensive. Furthermore, there is no apparent link that such activity would in any way
be correlated with having more or less costreaming friends prior to the announcement and so it should
not be of a major concern to the current study.
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of appearing online after the message about the shutdown was published. This result

also remains qualitatively robust when adding game controls or total costreaming time.

Additional analysis suggests that the negative net e�ect on total activity afterwards

may, at least partially, come from peer e�ects, with more clustered groups of costream-

ing friends leaving earlier. Analyzing a subsample of individuals who left after the news,

they were strongly in�uenced by those among their costreaming friends who last time

appeared online before the announcement was published. This remains true even when

considering churners who have left at least a week prior to the news, ensuring that close

coordination between them and their peers who stayed is less likely.

Finally, the results for both online activity after the announcement as well as churn-

ing prior to it are robust even when considering a subsample of 2.43% most popular

channels with at least 1000 followers. While the e�ect of network degree was lower

than for the baseline sample, it remains strongly signi�cant. With the baseline sample

containing over 200 thousand relatively frequently streaming users, these robustness

results further con�rm that e�ects of costreaming network are present even when an

established channel is at stake.

This paper contributes to the literature on the e�ects of network degree on consumer

churn by analysing a particular type of links formed through co-produced broadcasts.

It also provides an analysis of a unique event where a relatively healthy and popular

online video game streaming platform has announced a shutdown. Network degree that

signi�cantly decreases the probability of churn prior to the announcement, speeds up

the process of exit through peer e�ects - whether through coordination, group decision

or simply following the �rst movers - once shutdown becomes certain. The results of this

study show that introducing means of cooperation such as costreaming, a feature that is

quite unique in its format to the platform under study, can bene�t video game platforms

by decreasing churn, but the very same measure can also speed up the collapse.

The rest of the paper is structured as follows: Section 2 introduces the data and

presents the descriptive statistics. Section 3 presents the baseline model and section 4

describes the results. Finally, section 5 presents the discussion of the results and the

conclusions.



73

4.2 Data

4.2.1 Platform shutdown and sample selection

While recent pandemic has resulted in increased popularity of video game streaming

platforms overall, growth was not evenly spread. In the last quarter of 2019 and �rst

two quarters of 2020, Twitch, Youtube Gaming and Facebook Gaming all experienced

a moderate growth in total hours watched while Mixer noted a steady decline, only

to recover from it in the second quarter of 2020 (May, 2020a); this was despite some

e�ort of Mixer to sign exclusive deals that attracted several top streamers from the

other platforms. While it captured 31% of all unique channels and 14.4% of total hours

streamed, at the same time it only accounted for 1.4% of the sum of hours watched

in the second quarter of 2020. Despite that, the announcement about the platform's

shutdown did not seem to be expected by the market participants.

Even though the platform under study was partnered with Facebook Gaming and

streamers were o�ered favorable transitions before the shutdown (eg. matching the

partnership status on the other platform; Warren, 2020), evidence suggests a moderate

growth of the Facebook Gaming in terms of hours streamed. This could suggest that

there are some switching costs involved in moving between the two platforms (Farronato

et al., 2020), though data also indicates a large growth of the main player of the market,

Twitch. With over 14% growth in streaming hours, compared to just 1% growth of

Facebook Gaming, it can be argued that it was the biggest market player who gained

most from the exit compared and not the partnered platform (May, 2020b).29

The following study makes use of a high-frequency unbalanced panel data on all

channels active on a major video game streaming platform Mixer. Between the periods

of 1st of May 2020 4:20PM CET and 21st of July 2020 9:30AM CET, approximately

every 5 minutes a query was sent to the platform API, gathering information about all

currently streaming channels and their characteristics such as games played, viewership,

being featured or costreaming. In total, a little over 80 days of data was gathered,

constituting more than 23200 snapshots captured every 5 minutes, each on average

29 At the same time, Youtube Gaming lost market share. See May (2020a) and May (2020b) for

detailed reports and descriptive statistics on market shares and user statistics for the major video

game streaming platforms in the market.
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Figure 19: Daily average count of online channels for costreamers and non-costreamers
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Note: �gure above presents average daily count of channels that have at least 1 follower, with distinction
between channels that were part of any costream session before the announcement and channels that
were not. Note that both daily counts of channels are normalized against therir means and standard
deviations to allows for clear comparison given the substantial di�erence in group sizes (for that reason,
labels for y axis are omitted as they are not informative). Note also that although some channels may
be part of a costreaming session that has no other costreamers, they are still included as costreaming
channels for the purpose of this plot.

containing approximately 15 thousand live channels.30

With the announcement about the platform shutdown occurring on the 22nd of June

2020, data can be split into two parts: post-announcement which is the relevant sample

period used to de�ne aggregate online activity, and pre-announcement period that is

used for creating control variable such as popularity measures or channel settings. In

addition, extensive length of the pre-announcement period allows to characterize an

up-to-date state of costreaming networks that spans 50 days of interactions between all

the channels on the platform.

Figure 19 presents average daily count of online costreamers and non-costreamers.

Note that both counts are seperately normalized to allow for comparison (each time

series is divided by its own mean and standard deviation). Interestingly, one can notice

a steady decrease of active channels that started already months prior to the announce-

ment, this trend being common to both groups of users. There seems to be a di�erence

between costreamers and non-costreamers, with the �rst group being relatively more

active in �rst 3 weeks compared to the last week, though the relation is not clear. After

30Note that the last approximately 36 hours of data prior to actual shutdown is missing due to
termination of the data gathering process given uncertainty about API behavior after the shutdown.
Note also that depending on the varying platform tra�c, gathering data on all active channels can
take 1-3 minutes on average, and hence the distance between snapshots is only approximate. This,
however, is of no major consequence to the study since sample data used is largely aggregated.
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the announcement, two waves of mass exits common to both groups can be observed:

one right after the announcement, and another one a week before the closure.

In the �rst week of the sample there were 19442 online channels on average during

any time of the day, compared to 16919 channels live a week before the announcement,

10816 two weeks after the announcement and just 5039 channels in the 4th week after

the announcement right before the closure. Although the process of leaving the platform

was gradual and there is no clear unique tipping point, one can conclude that it started

long before the actual announcement and a majority of channels left weeks before the

actual shutdown has taken place.

With a high fraction of channels appearing on the platform only a couple of times

over the sample period, I focus on a subset of regularly streaming channels and their

characteristics prior to the announcement being made. I construct a sample of streamers

that have logged in at least 7 times and streamed for at least 14 hours in the pre-

announcement period. This condition roughly translates to streaming at least once a

week for 2 hours, a minimal restriction considering that professional streamers often

stream at schedules similar to a full-time job. Furthermore, I select channels that have

at least 1 follower at the point when they are �rst recorded in the data to ensure that

they have streamed for some audience in the past.

The sample under consideration consists of 218660 channels in total. Median channel

in the sample is 2 years old, has 8 followers and 94 unique viewers ever watching

their stream. Only approximately 0.43% of the channels in the sample are partnered.

Median channel streams approximately twice as often as the minimum restriction which

translates to more or less 2 times a week for two hours each time. Nevertheless, since this

can be considered a relatively small commitment to streaming, as a robustness I consider

using a subsample of individuals who can be described as professional streamers based

on their follower count and for whom the decision how much to stay on the platform

and when to switch is of arguably higher importance.

While exit timing is particularly interesting in case of a platform shutdown, in the

following study I focus instead on the total time spent streaming post-announcement.

Exit from free services where there are no costs to delaying or postponing the decision

may not re�ect the actual commitment to the platform. This issue can be particularly

detrimental in cases when streamers continue to log in at large intervals in order to

redirect their viewers to a new channel on another platform or log in solely on the

shutdown day despite not being active for few weeks already. In such cases while

the actual exit did not occur, one can hardly argue that an individual is active on
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the platform.31 In contrast, online activity on the platform bears some cost to the

individual and actually measures the involvement of the streamer. If networks do play

a role in the decision when to leave the platform, they should also have a strong relation

to the sum of online activity after the announcement.Figure 22 in the Appendix shows

the distribution of total sum of hours online and count of login instances after the

announcement. I de�ne the login instance as appearing online after at least one hour of

being consistently o�ine.32 Using descriptive statistics in Table 19 in the Appendix one

can see that over approximately 50 days prior to the announcement channels streamed

on average 49 hours over 22 instances, whereas over approximately 29 days after the

news this average drop to just little below 9 hours over 4 instances. Back of the envelope

calculations indicate that on average there is a 67.44% decrease in daily hours online

and 66.7% decrease in daily login instances. Having in mind that 26.99% of the sample

have never appeared online after the announcement was made, this is a substantial drop

in online activity that may be attributed to exits from the platform prior to the actual

shutdown.

4.2.2 Costreaming in relation to the activity post-announcement

In the pre-announcement period there were 210 thousand distinct costreaming ses-

sions over 0.79 million hours in total (where the sums are calculated by adding indi-

vidual streaming time of all channels involved in the given costream). A total sum

of 324 thousand unique channels were involved in costreaming, creating 446 thousand

costreaming pairs among them. With information over the entire platform, this dataset

allows to de�ne the entire network of costreaming over the period of almost two months

which should be an accurate and up-to-date state of the costreaming relations among

channels.
31 It is possible to determine an arti�cial cuto� point for consumer churn; eg. Periáñez et al. (2016)

de�ne that cuto� point to be 10 days of inactivity while Óskarsdóttir et al. (2017) suggest 30 days

based on the existing literature. However, with only 30 days of data before the shutdown, it is hard to

determine a reasonable cuto� point that does not drop a substantial part of the data set. Furthermore,

since last 36 hours prior to the actual shutdown are missing from the sample, using sum of activity

over the sample period avoids censoring of the data or ad hoc determination which observations to

censor (which also causes censoring to be dependent on exit).

32Given the nature of the main data set, this translates to channel being o�ine for 12 consequent
snapshots that are gathered approximately every 5 minutes.
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Two channels are connected with an edge if they have costreamed together at any

point during the sample period prior to the announcement about the platform shut-

down. Based on such constructed network, for each channel I generate a count of

costreamers: a count of distinct channels that i shares an edge with. In addition to

counting the degree centrality - how many costreamers does i have - I also construct the

local clustering coe�cient de�ned as a fraction of possible connections between friends

of i that actually exist. As such, it will take value between 0 and 1 depending on how

many of ni(ni−1)
2

potential links are present among ni costreamers of i.

Table 19 in the Appendix presents the summary statistics on a selection of network

characteristics. Approximately 39.62% of the channels in the sample have at least 1

costreamer recorded in the pre-announcement period. This is a substantial fraction,

showing that this form of cooperation is not rare among platform users. At the same

time the distribution of the costreamer count is highly skewed, with a majority of

costreaming channels having 1 (20.54% of the sample) or 2 (9.74% of the sample)

related friends. Only approximately 4.82% of channels in the sample have 4 or more

costreamers.

Mean time costreaming is quite low at 3.38 hours with an average of 1.96 costreaming

sessions (note that the sum of hours is multiplied by the costreamer count in case there

is more than 1 costreamer in the session). However, once all non-costreaming channels

are excluded, this conditional mean raises to 8.53, with an average of 4.95 sessions

among costreamers in the period prior to the announcement. Similarly, when excluding

the channels that have less than 2 costreamers (and hence by construction their local

clustering coe�cient is equal to 0), mean local clustering coe�cient is 0.406. This is

expected given that costreaming can allow up to 4 players to join the same costreaming

session together and hence many of these groups are likely to be highly clustered.

In order to study the relation between network degree and online activity after the

announcement, I group sampled channels by costreamer count and plot the distribution

of their hours online in graph on the left of Figure 20. Looking at the median values,

there is a clear pattern indicating higher post-announcement activity for channels with

higher amount of costreamers. However, this conclusion may be misleading given that

by construction count of costreamers is strongly related to the total streaming time pre-

announcement. Graph on the right of of Figure 20 attempts to remedy this problem

by plotting the fraction of streaming post-announcement divided by the fraction of

streaming pre-announcement. Once related to the activity post-announcement relative

to the same activity pre-announcement, costreamer count has a visible negative e�ect:
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Figure 20: Hours online post-announcement conditional on the count of costreamers

0 1 2 3 4 5 6 7
count of costreamers

0

10

20

30

40

ho
ur

s o
nl

in
e

Pearson's r: 0.032

0 1 2 3 4 5 6 7
count of costreamers

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

ho
ur

s o
nl

in
e 

/ p
re

an
no

un
ce

m
en

t a
ct

iv
ity Pearson's r: -0.02

Note: boxplot on the left presents the distribution of total hours streaming after the announcement
about the shutdown was made conditional on the count of costreamers, with maximum costreamer
count trimmed at 99th quantile for clarity. Boxplot on the right presents a similar plot, but hourly
online activity is further divided by the same variable aggregated over the pre-announcement period.
Hence plot on the right presents a relative streaming choice conditional on costreamer count. See
Figure 23 in the Appendix for similar set of plots for login instances as well as the relation between
hours online and login instances with local clustering coe�cient of the individual costreaming network.

as it increases, channels tend to spend less time online proportionally. Note that graphs

in the top row of Figure 23 in the Appendix show that similar a conclusion can be drawn

when replacing hours online with the count of login instances.

It is possible that channels with more costreamears �nd it easier to adapt and hence

are more likely to be the �rst to exit or even leave prior to the announcement. I de�ne

early leavers as having zero hours online within the sample period post-announcement,

indicating they have likely left before or immediately after they have heard the news

about the shutdown. Plot on the left of Figure 21 shows proportional distribution of the

sample split across di�erent costreamer counts, with distinction between channels which

were the early leavers and those which logged at least once after the announcement

was made. One can clearly see that early leavers are much more likely to have no

costreamers at all. Note that while the di�erence seems to be smaller as the costreamer

count increases, it remains proportionally stable at approximately 12% lower fraction

of early leavers among individuals with costreamers.

Given the observable gradual decay of usage observed in Figure 19, I further in-

vestigate the distribution of exit time among early leavers. Among over 59 thousand

individuals who never appear online after the announcement, 52.4% were last seen over

a week prior to the announcement, 31.5% over 2 weeks ago and 18.6% in over 3 weeks

time. This indicates that a majority of early leavers is likely to be in fact churners that
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Figure 21: Early exits and peer e�ects on exit
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Note: graph on the left presents early leavers (individuals who never appear online after the announce-
ment was made, in teal color) against individuals who appear online at least once more after the
announcement was made (red color), split by the costreamer count. Both these groups are further
divided by their respective group size to obtain comparable fraction and their distribution conditional
on costreamer count. Streamers with no costreaming friends are much more likely to be early leavers,
while the reverse is true for individuals with at least one costreamer. Graph on the right plots total
count of hours online for streamers that did log in at least once after the announcement, against frac-
tion of their costreamers that are early leavers. Note that the fractions are binned into groups (with
bootstrapped 95% con�dence intervals) for the clarity of the exposition. Regression line indicates that
as the fraction of �rst movers among costreaming peers increases, channels are spending less online
time on the platform after the announcement.

left the platform before the announcement and for reasons unrelated to the shutdown.

Although there seems to be a negative relation between costreamer count and pro-

portional sum of activity, descriptive evidence suggests that costreamers are less likely

to be the early leavers or churners. Coupled with negative e�ect of clustering within

networks on hours and instances online after the announcement as observed in the bot-

tom row of Figure 23 in the Appendix, overall evidence suggests that costreamers may

be in�uenced by their friends. I investigate that possibility by calculating the propor-

tion of costreamers that are early leavers and plot it against hours online for individuals

who stay.

Relevant graph is available on the right of Figure 21. Note that for this graph

I subsample individuals that appear online after the announcement was made while

excluding the early leavers and treating their decision as exogenous (this is not a strong

assumption given that a majority of early leavers seem to have left at least a week before

the announcement about the shutdown was made). There is a clear negative relation

between fraction of �rst movers among friends and the total sum of online activity.

Clearly, having a large fraction of potential costreaming friends leaving immediately
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after the announcement (or, in some cases, even before that) has a negative e�ect on

one's total amount of activity.

Overall, descriptive evidence suggests that channels with more costreaming friends

commit less hours and log in fewer times on the platform after it becomes known that

it will shut down. While they are less likely to be the early leavers, they are further

in�uenced by their friends and, as a consequence, the net e�ect on the total count of

hours and login instances appears to be negative. At the same time, this negative e�ect

appears only when controlling for general, channel speci�c streaming habits and hence

more comprehensive model is necessary to fully capture the e�ects observed in the data.

4.3 Model

Descriptive analysis shows substantial heterogeneity in the usage of the platform

after the announcement about the shutdown was made. In particular, one can observe

a clear, negative relation between relative activity before and after the announcement

and the degree centrality of the individual costreaming network expressed through the

count of costreamers. I attempt to model this relation with a following linear model:

Yi = α + βCi + δXi + νi, (6)

where Yi is the total sum of hours streamed over after the announcement, Ci is the

count of costreamers of i as de�ned in the previous section, and Xi is a set of controls

calculated over the period prior to the news about shutdown.

Although estimating the e�ect on the total count of hours online after the announce-

ment allows me to draw inference about the commitment of the users to the platform,

this variable is not fully robust to the timing of the announcement. While it may appear

that some users streamed afterwards, they may have just continued their sessions that

started before the announcement was made. To remedy that, I estimate an additional

speci�cation where Yi is the count of login instances. Total time streaming and count

of login instances measure slightly di�erent concepts since channels di�er substantially

in how long and how regularly they stream. Nevertheless, I expect that network e�ects

have a qualitatively similar in�uence over them.

Given that individuals who stream more are also more likely to have costreaming

partners, I include count of hours streaming and count of login instances prior to the

announcement as control variables. I also add several popularity characteristics such as

follower count or partnership status that are related to the commitment to the platform.
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These measures are �xed at the value recorded when the channel �rst appeared in the

sample in order to control for general popularity and not recent dynamics that may

have been partially caused by costreaming.

Since costreaming may be signi�cantly altered after the announcement, I use data

before the event to identify prior costreaming links on the platform. For that reason,

the e�ect of the count of costreaming links is limited to the particular type of recent

connections. However, such time restriction also provides some con�dence that the

recorded networks are established before the decisions about the timing of the exit or

how much activity to commit to the platform.

Nevertheless, the number of costreamers one has may still be endogenous. Costream-

ing in the split-screen format is a feature relatively unique to the platform in this study

and individuals who �nd it unintuitive or unappealing may also be more likely to move

�rst and exit early. They may also have a preference for multiplayer games that facili-

ate costreaming and can be related to the timing of the exit decision. This potentially

creates an omitted variable problem that would bias the estimates on the costreamer

count.

To remedy this, I take an instrumental variable approach, using indicators for Span-

ish speaking channels as instruments for the potentially endogenous count of costream-

ers. Spanish is the next most spoken language on the platform after English. I assume

that non-English streams, constituting only approximately 8% of the total count of

channels in the sample, have much smaller communities and consequently may face

more di�culties �nding a costreamer who broadcast in the same language. At the

same time, video game streaming platform under study provides full support in over 21

languages, including Spanish, and so language of the stream should not a�ect familiarity

with the platform or attitude towards the costreaming as a feature of the platform.

Language may still be related to cultural di�erences between users which in turn

may a�ect the rate of exit and remaining commitment to the platform and this can

invalidate the exogeneity of the instrument. Given unavailability of better instruments,

I treat instrumental variable approach as a qualitative robustness check rather than the

potential main modeling approach.

I also investigate whether individuals with more costreaming partners appear for

less hours online simply because they are exiting early, ie. they never appear online

after the announcement. This is particularly interesting given the descriptive analysis

that revealed substantial exit prior to the announcement, with as much as 30% of the

early leavers logging in last time more than 2 week prior and likely being churners who
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Table 16: E�ects of network clustering on platform usage after the announcement

OLS reduced OLS baseline OLS instances
estimate std error estimate std error estimate std error

count of costreamers 0.83*** (0.046) -1.008*** (0.057) -0.17*** (0.01)

Control variables No Yes Yes
R squared 0.004 0.247 0.208
Observations 218660 218660 218660

Note: table above presents partial results for regressing count of online activity on the platform after
the shutdown announcement on the size of individual costreaming networks. Column 'OLS reduced'
presents initial results without inclusion of any control variables. Column 'OLS baseline' presents
results for regressing total hours online post-announcement in the baseline speci�cation speci�ed in
the previous section. Column 'OLS instances' runs a similar regression, but using login instances
instead of total hours online as the dependant variable. Standard errors are heteroscedasticity robust
standard errors.
Full results of the estimation can be found in Table 20 in the Appendix.

made a decision regardless of the shutdown news. To investigate that, I run a similar

regression as the baseline equation 17, but replacing hours online with an indicator

variable for having zero hours online after the announcement was made and estimate

it with a linear probability model.

4.4 Results

4.4.1 Baseline results

Partial results for baseline model are displayed in Table 16. Each additional costreamer

in the presample period increases activity on the platform post-announcement by ap-

proximately 50 minutes. Once additional controls are included (column 'OLS baseline'),

the e�ect switches sign to a one hour decrease for every extra costreamer. Given the av-

erage count of streaming hours post-announcement in the sample, this is approximately

11% decrease in the total activity. Hence the results are in line with the plots in the

descriptive part: since costreamer count is highly correlated with pre-announcement

streaming time, the correlation is positive. However, once this is accounted for, the

actual underlying e�ect is negative and strongly signi�cant at 1%.

Running a similar regression on the number of login instances yields very similar

conclusions: each extra costreamer in the pre-announcement period results in 0.17 less

login instance post announcement, a 4.2% decrease in comparison to the mean value.
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Individuals with fewer cooperative ties on the platform log in fewer times after the

announcement and spend substantially less hours in total streaming on the platform

during the sample period.

The results for a linear probability model that estimates the probability of having

no activity online after the announcement are available in the column 'exits before'

in Table 17. Each extra costreamer results in 0.005 decrease in probability of early

exit, the e�ect being signi�cant at 1%. Channels that have more costreaming links are

actually more likely to login at least once after the announcement, but for much shorter

periods, resulting in overall net e�ect on activity post-announcement being negative.

This is also in line with the descriptive evidence in the previous section.

In order to identify potential mechanisms behind the baseline results, I run few

additional models similar to the baseline equation 6, results of which are partially

displayed in Table 17. Since costreaming allows for cooperation of up to 4 channels,

one can expect that the outcome is di�erent for clustered groups. In particular, if there

is coordination involved or peer e�ects present, groups where costreamers of i are also

costreaming with each other should exhibit a stronger e�ect.

The results of including a local clustering coe�cient and its interaction with costreamer

count are displayed in the second column of Table 17. While the e�ect of costreamer

count remains negative and signi�cant, clustering positively in�uences the decision on

how much longer to stream on the platform. Importantly, there is an additional negative

e�ect for each extra costreamer depending on the degree of clustering of the network.

Having a larger network pre-announcement indicates lower activity, the e�ect being

approximately 5 times as strong for fully clustered networks as compared to a network

where none of the costreamers of i had costreamed with each other. This supports

the idea that clustered networks of costreamers generally stay longer, but this e�ect is

decreasing the larger the network.

Given that the e�ect is stronger among clustered groups of friends and that indi-

viduals with more costreamers are less likely to exit early despite having lower total

activity on the platform, I investigate whether peer e�ects play a role in the decision

on how much to stream on the platform after the announcement. To do so, for each

channel I count costreamers that are early leavers and run a regression on a subsample

of channels that appeared online at least once after the announcement about shutdown

was made. In that sense, I am estimating the e�ect of early leavers on their peers who

are active at least to the point of the announcement. Consequently, the estimated e�ect

is exclusively valid for the subsample that does not include early movers and under the
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Table 17: Early exits and potential mechanisms behind the baseline results

exits before with clustering no early exits
estimate std error estimate std error estimate std error

count of costreamers -0.005*** (0.001) -0.569*** (0.067) -0.599*** (0.088)
local clustering coe�cient 4.278*** (0.632)
costreamers * clustering -2.384*** (0.284)
count early leavers -2.094*** (0.162)

R squared 0.074 0.241 0.275
Observations 218164 218164 159278

Note: table above presents partial results investigating the potential mechanisms behind the baseline
results. Column 'exits before' runs a Linear Probability model to predict the probability that a channel
will never appear online again after the announcement about the shutdown was made. Column 'with
clustering' adds the interaction between the count of costreamers and local clustering coe�cient, ie.
what fraction of possible edges among the costreamers of a given channel do actually exist. Finally,
column 'no early exits' reduces the sample to channels that have appeared online at least once after
the announcement was made. Furthermore, it counts costreamers of a given channel that are �rst
movers, ie. channels that were dropped from the sample since they have never appeared online after
the announcement about the shutdown was made, and includes that variable in the regression.
Full results of the estimation can be found in Table 21 in the Appendix.

assumption that their exit is known and happens before the decision on online activity

by other channels in the sample. Again, this is not a very strong assumption given that

much of the exits from happened long before the news about the shutdown.

The results are presented in the last column of Table 17. While the baseline e�ect

remains negative, it decreases substantially in magnitude. At the same time, early exits

among peers have a very strong and negative e�ect on the choice of total online activity

post-announcement. For an individual with a single friend who never logs in again after

the news, this e�ect sums up to approximately 2.693 hours decrease in online activity

post-announcement or almost 31% decrease compared to the mean sample value. Early

exits of friends are extremely in�uential in the decision about online activity for those

who decide to log in at least once after the announcement, indicating strong peer e�ects

that are likely to partially drive the negative results of the network size.

4.4.2 Robustness results

One of the concern regarding usage of the network data is the potential endogeneity

of the network characteristics. Despite the fact that the announcement about the shut-

down was generally unexpected, one can argue that costreaming channels are di�erent

than non-costreaming ones. To remedy that, I estimate the baseline regression while
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Table 18: Instrumental variable estimation results

�rst stage IV baseline IV instances
estimate std error estimate std error estimate std error

count of costreamers -2.833*** (1.005) -0.579* (0.336)
spanish language -0.223*** (0.02)

Hausman p-value - 0.109 0.217
R squared 0.085 - -
Observations 218660 218660 218660

Note: table above presents partial results for regressing count of online activity on the platform on
the costreamer count using instrumental variable approach to account for potential endogeneity in
the network measure. Column 'IV baseline' presents results for regressing total hours online post-
announcement similar to the baseline model presented in the paper. Instrument used for endogenous
network characteritic is whether the channel streamed in Spanish language at any point during the
preannouncement period. Column 'IV instances' runs a similar instrumental variable regression, but
using login instances instead of total hours online as the dependant variable. Finally, column '�rst
stage' presents the �rst stage regression for costreamer count. Note that F statistic for signi�cance of
the instrument in the �rst stage is equal to 122.35.
Full results of the estimation can be found in Table 22 in the Appendix.

instrumenting count of costreamers with Spanish language indicator.

The results for the instrumental variable approach to estimating the baseline re-

gression are available in Table 18. While the second stage estimates have the same

sign as the baseline OLS, they are almost three times as large in magnitude for the IV

regression: one unit increase in costreamer count results in a decrease in 2.83 hours of

streaming and 0.58 login instances, respectively. Both estimation results qualitatively

con�rm the results of the baseline OLS regression, though with a much larger marginal

e�ect.

First stage regression results con�rm the intuition that Spanish language indicator

variable is negatively correlated with the costreamer count given smaller community

of streamers on the platform, especially when compared to most common English lan-

guage channels. However, the null hypothesis of the Hausman test cannot be rejected

in neither of the cases. Given the uncertainty about exogeneity of the instruments

discussed in the previous section as well as the results for the Hausman test, I continue

the main estimation with the OLS.33

33Note that adding additional language indicator variables for Portuguese, German or French does
not qualitatively change the results, but may cause large switches in Hausman and Sargan test statis-
tics. This is an additional reason why I restrict instruments to the �rst most-common non-English
language indicator and treat the results as a qualitative robustness to the baseline approach.
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It is possible that the choice of games increases costreaming capabilities and is also

correlated with post-announcement streaming time, creating an omitted variable bias.

Although I am able to include this information, there is no certainty about causality.

It is unclear whether the choice of games is a result of a consensus with friends about

what to play or perhaps because of a given choice of games channel i begins costreaming

with channel j. For that reason, I do not include game characteristics among control

variables in the baseline results but instead run this speci�cation as a robustness test.

Estimates for the speci�cation with additional game characteristic controls can be

found in the �rst two columns of Table 24 in the Appendix. I include total count of

hours streaming the top 15 costreaming games on the platform as well as several other

general features such as average viewership of games played, count of games played or

average number of streamers playing the games that i played. Furthermore, I run this

robustness check for two dependent variables: hours online as well as the indicator for

early leavers. Note that the sum of hours playing the selected games account for almost

65% of the total streaming time in the sample, indicating that these few most popular

titles account for the majority of the observed activity.

In both cases, the coe�cient estimate on costreamer count decreases in compari-

son to the baseline results, but remains negative and strongly signi�cant. Each extra

costreamer presample results in approximately 40 minutes less streaming time after the

announcement about the shutdown was made. This is still a substantial change of al-

most 8% decrease compared to the mean value in the sample. For the linear probability

model with additional game controls, the probability of leaving early decreases by 0.002

units for each extra costreamer.

Costreaming in the described format can be considered quite unique to the platform

of interest. That implies that some individuals may stay longer on the platform simply

because they enjoy the feature and not because of the amount of costreaming links made

with others. Furthermore, individuals with recent viewership boosts or higher exposure

may feel more attached to the platform and leave later. I consider that possibility

by including additional control variables for total count of hours costreaming, average

viewership and count of hours featured prior to the announcement. Since causality

is again not clear here - individual may be costreaming more simply because they

have many potential costreaming friends or may have higher viewership because of

costreaming partners - I consider this regression as an additional robustness check for

the main results of this paper.
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Results of the estimation are available in �rst column of Table 23 in the Appendix.

As expected, individuals who costream more in absolute terms are also spending more

hours online after the announcement. While there is evidence for the intuition that a

degree of uniqueness of costreaming keeps users on the platform, count of costreaming

links has a qualitatively similar e�ect as in the baseline results. Furthermore, since

users are also in�uenced by their friends leaving, it seems that it's not only a matter of

costreaming, but also connections with speci�c friends before the announcement.

I also run a similar robustness check for the linear probability model, estimating

the e�ect on leaving early. The estimates can be found in the second column of Table

23 in the Appendix. While the main estimate for count of costreamers substantially

decreases in magnitude, it remains signi�cant at 10%. At the same time, count of

costreaming hours has negative e�ect on leaving early. Such results may again suggest

that it is not only the count of links made, but also the feature itself that keeps users

on the platform.

Since the announcement about the shutdown coincided with the holiday season,

many users may have simply gone on their planned vacation. With a group of friends

that always plays together, such a situation can lead to temporal exits of entire groups

that are unrelated to the closure of the platform but appear to be related to costreaming

and coincide with the closure time. Results in the previous section showed that more

clustered groups of costreamers generally stay longer, but this e�ect is quickly o�set

and turns negative for larger groups.

To investigate whether the e�ect remains similar for individual who are not a part of

a single group of friends, I consider a subsample of users who did not leave the platform

prior to the announcement, have at least 3 costreaming friends and their local clustering

coe�cient is equal to 0 which implies that their costreaming friends did not costream

with each other prior to the news about shutdown. I then regress this subsample in a

similar fashion as in the last column of Table 17 to check if they are in�uenced by early

leavers in their relevant group of fully disconnected costreamers.

I �nd a relatively smaller, but still negative and signi�cant e�ect for the in�uence

of early leavers count, but the e�ect for costreamer count loses signi�cance. While this

may be due to substantially lower sample size that reduced to just 2.2% of the initial

sample size for the regression in the last column of Table 17, the results for the e�ects

of peers remain similar even when clustered groups of friends are excluded from the

sample, supporting the social capital hypothesis. Early exits of costreaming friends

decrease one's investment of time in the closing platform even when these friends are
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not part of a single group and do not depend on each other in a sense where single exit

triggers all others to cease their activities.

Finally, although I imposed a restriction on the sample in terms of number of follow-

ers and minimum streaming time prior to the announcement, these channels can still

be considered unprofessional streamers. In fact, most of them seem to stream casually,

with median channel appearing approximately every third day for little less than 2

hours. One can consider that the e�ect is much more interesting for individuals who

potentially make a living out of streaming. To investigate whether the e�ect di�ers for

such a group of users, I create a subsample of channels that have at least 1000 followers.

In contrast to the median channel in the baseline sample, they stream on average 161

hours over the presample period which indicates at least 3 hours of streaming every

day.

The results of regressing hours online and indicator for early leavers using the sub-

sample of channels with at least 1000 followers can be found in last two columns of

Table 24 in the Appendix. Note that there is a sharp reduction in the sample size

to just 5165 individuals which is 2.3% of the initial sample size. However, in both

cases I still �nd negative and signi�cant e�ect of costreamer count. For each additional

costreaming link, streamers with at least 1000 followers are 0.004 units less likely to

leave prior to the news about the shutdown. In case of hours online after the announce-

ment, each additional costreamer decreases the dependent variable by approximately

43 minutes. While this is just an approximate 2.7% decrease for each extra costreamer

(channels in the subsample are on average streaming approximately 27 hours after the

announcement), the results consistently suggest that the e�ect is present even among

professional and established users of the platform.

4.5 Discussion

Costreaming is a fairly recent phenomenon originating from video game streaming

industry where up to four distinct channels can join in a split-screen gaming broadcast.

This form of activity is not only an o�cial on-platform feature that allows co-producing

content for the viewers, but also an indicator of social relations among the channels

involved. Consequently, count of costreamers is likely to be an important factor deter-

mining how much time to invest in a platform that is ceasing its activities. Individuals

that have a group of costreaming friends may actually be more attached to the platform

and the community, �nding it harder to leave immediately. At the same time, if they
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rely on others with regards to streaming, they can also leave earlier once they observe

their friends leaving.

This paper studies the e�ect of individual costreaming network size on the decision

about the amount of online activity on the video game platform. Channels that have

more distinct costreaming friends recorded prior to the announcement are also more

likely to cut their usage of the platform once it becomes known that it will shut down

within a period of month. This is a substantial decrease of 11% in hours online and

4.2% decrease in login instances for each extra costreamer as compared to the mean

values of these variables post-announcement. The results are further qualitatively ro-

bust to instrumenting potentially endogenous costreamer count with Spanish channel

language, controlling for game choice or even the total costreaming time prior to the

announcement.

The source of the net negative e�ect of costreamer count on online activity appears

to be non-linear. Individuals have 0.005 higher probability of appearing online after the

announcement for each distinct costreaming friend they have, indicating that churning

prior to the announcement is far less likely among costreamers, but at the same time

they spend less total time on the platform. Furthermore, the e�ect is stronger in

clustered groups of costreamers, suggesting peer e�ects. Modeling the decision on

activity online for the subsample individuals who decide to appear at least once after

the announcement shows that much of the negative e�ect seems to come from the

fraction of their peers that have appeared last time online prior to the announcement.

This suggests that individuals with more developed networks are more attached to the

platform, but also far more likely to leave if their friends are leaving.

At the same time, this paper did not attempt to explicitly model peer e�ects or

establish causality in the decision to exit despite having high frequency data on online

activities. With lack of information on communication between peers, it is likely that

two consequent exits would be treated as one causing the other whereas they can in

fact be a coordinated decision to exit, with two friends having di�erent streaming

schedules. Subsample results that consider individuals who appear at least once after

the announcement and condition their commitment to the platform on early leavers

among their costreaming peers can fall into a similar problem if some of their peers

simply did not log in because of their streaming schedules but still agreed to exit

immediately with individuals who did log in.

One of the potential solutions to that problem would be to de�ne early leavers as

individuals who left at least a week before the announcement and limit the probability
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of coordination. Third column of Table 23 in the Appendix presents results for early

leavers de�ned in this fashion while still considering a subsample of individuals who

logged in at least once after the announcement. As expected, the coe�cient on early

leavers lowers in magnitude, but remains signi�cant and negative. However, it is impos-

sible to determine a �xed cuto� value that would con�dently exclude any coordination

from the sample. Furthermore, any such �xed value also removes some part of the

sample that did not coordinate despite being close to the announcement date. Future

studies could try and decompose the coordination from peer e�ects and establish clear

causation in the exit decisions.

Online platforms can freely design their sites and add unique features. Costreaming,

in the format available on the platform under study, allows channels to join their feed

and co-produce the content they show to their aggregated viewership. The results of

this study show that adding such features seem to generally keep users on the platform:

each extra distinct costreaming link results in a lower probability of churning prior

to the announcement about the shutdown, and the results is robust even among most

popular streamers. Yet, with peer e�ects playing a role, the very same links can quickly

reverse the e�ect, as seen in the results of this study where net e�ect on total activity

post announcement is in fact negative. L®rincz et al. (2019) indicated positive e�ects

of network size on staying on the platform while Török and Kertész (2017) argue that

the users begin to churn once a su�cient amount of their friends have left the platform.

It seems that similar mechanisms can be observed in the current study. This indicates

that the net e�ects on the popularity of the platform of allowing for networking can

greatly depend on the dynamics of growth or collapse and hence should be carefully

assessed. At the same time it has to be highlighted that this negative net e�ect appears

in a very extreme scenario when closure is known and set and arguably in most cases

introducing additional means of networking should have positive e�ects.

While common intuition would suggest that networks strengthen the resilience of

the platform's community, net e�ect of a larger individual network of costreamers is

lower activity that can be translated into an earlier factual exit from the platform. In

this particular case it may be explained by both cooperative or even dependent nature

of costreaming networks as well as the common knowledge about platform collapse

where peer e�ects actually speed up the exit process rather than preventing it. In

consequence, introducing features that allow for networking and cooperation in a video

game streaming platform can have substantial e�ect on the dynamics of user exit.
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4.6 Appendix

Figure 22: Count of hours online and logins after the announcement
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Note: histograms above plot distribution of total hours online and count of login instances after the
announcement about the shutdown was made. Note that the maximum count of hours and logins are
trimmed at 90th quantile for the clarity of the exposition.

Figure 23: Count of logins, costreamer count and local clustering coe�cient
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Note: boxplots in the top row present distributions of login counts after the announcement conditional
on the count of costreamers. Bottom row presents similar plots for both hours and instances but
against the local clustering coe�cient. See a detailed description of similar plots in Figure 20 and in
text.
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Table 19: Summary statistics for the costreaming networks

average std dev min Q25 Q50 Q75 max

hours online 8.71 22.54 0.00 0.00 2.42 8.67 685.33
instances online 4.01 6.39 0.00 0.00 1.00 5.00 183.00
count of costreamers 0.82 1.62 0.00 0.00 0.00 1.00 70.00
local clustering coe�cient 0.08 0.24 0.00 0.00 0.00 0.00 1.00
count early leavers 0.31 0.75 0.00 0.00 0.00 0.00 38.00
count left week prior 0.19 0.53 0.00 0.00 0.00 0.00 33.00
sum of hours costreaming 3.38 15.55 0.00 0.00 0.00 1.33 695.08
count of costreaming sessions 1.96 6.65 0.00 0.00 0.00 2.00 319.00
preannouncement instances online 22.01 14.82 7.00 12.00 18.00 27.00 470.00
preannouncement hours online 48.89 60.00 14.00 19.33 28.50 51.33 1231.58
preannouncement hours costreaming 10.81 21.21 0.00 0.00 1.92 15.25 1048.25
preannouncement hours featured 0.00 0.84 0.00 0.00 0.00 0.00 239.08
preannouncement average viewership 1.64 21.46 0.00 0.08 0.30 0.95 5086.23
exists # years 1.97 0.91 0.02 1.23 2.04 2.74 5.39
VODs enabled 0.31 0.46 0.00 0.00 0.00 1.00 1.00
channel is partnered 0.00 0.07 0.00 0.00 0.00 0.00 1.00
count of followers (in 1000) 0.22 7.76 0.00 0.00 0.01 0.02 3062.64
all-time unique viewers (in 1000) 3.69 196.80 0.00 0.03 0.09 0.34 60512.41
streamer count games (in 1000) 2.39 2.38 0.00 0.39 1.31 4.45 16.06
viewership games (in 1000) 3.71 2.85 0.00 0.92 3.44 6.21 17.56
count games played 5.52 4.45 0.00 3.00 4.00 7.00 110.00
hours playing Fortnite 11.92 24.93 0.00 0.00 1.17 16.08 909.33
hours playing Call of Duty 5.12 20.06 0.00 0.00 0.00 1.25 784.25
hours playing Apex Legends 3.78 18.44 0.00 0.00 0.00 0.00 745.67
hours playing Minecraft 1.56 7.58 0.00 0.00 0.00 0.25 683.75
hours playing Rainbow Six 1.09 6.71 0.00 0.00 0.00 0.00 506.75
hours playing GTA 5 1.42 9.23 0.00 0.00 0.00 0.00 591.17
hours playing PUBG 1.34 13.26 0.00 0.00 0.00 0.00 502.00
hours playing Dead by Daylight 0.67 6.95 0.00 0.00 0.00 0.00 547.50
hours playing Sea of Thieves 0.53 5.33 0.00 0.00 0.00 0.00 489.08
hours playing Roblox 0.89 4.28 0.00 0.00 0.00 0.00 364.42
hours playing Destiny 0.65 6.86 0.00 0.00 0.00 0.00 465.08
hours playing NBAK 1.19 9.22 0.00 0.00 0.00 0.00 836.92
hours playing Minecraft Dungeons 0.48 2.91 0.00 0.00 0.00 0.00 217.17
hours playing Rocket League 0.51 4.73 0.00 0.00 0.00 0.00 433.50
hours playing Forza Horizon 0.41 5.56 0.00 0.00 0.00 0.00 799.08
english language 0.90 0.30 0.00 1.00 1.00 1.00 1.00
spanish language 0.03 0.16 0.00 0.00 0.00 0.00 1.00

Note: table above shows the summary statistics of for 218660 channels in the sample that have at
least 14 hours of streaming that include at least 7 login instances in the presample period. I also
selected channels that have at least 1 followers at the �rst time they are observed in the sample.
These restriction allows for meaningful computation of the network characteristics across sample while
ensuring that channels under consideration are able to costream. It also allows to select channels that
do use the platform regularly and have at least few followers. Q25, Q50, and Q75 denote 25th, 50th
and 75th quantiles of the observations, respectively.
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Table 20: OLS baseline results

OLS reduced OLS baseline OLS instances

estimate std error estimate std error estimate std error

count of costreamers 0.83*** (0.046) -1.008*** (0.057) -0.17*** (0.01)

constant 8.025*** (0.059) 2.681*** (0.204) 0.804*** (0.049)

preannouncement hours online 0.202*** (0.007) -0.004*** (0.001)

preannouncement instances online -0.049*** (0.017) 0.207*** (0.002)

exists # years -0.403*** (0.056) -0.243*** (0.014)

channel is partnered 13.203*** (3.225) -0.584*** (0.205)

count of followers (in 1000) -0.138 (0.111) -0.015 (0.01)

all-time unique viewers (in 1000) 0.006 (0.005) 0.001* (0.0)

VODs enabled -3.818*** (0.186) -1.66*** (0.029)

R squared 0.004 0.247 0.208

Observations 218660 218660 218660

Note: table above presents full results for regressing aggregate post-announcement online activity on
the platform on the individual count of costreamers. Description and relevant explanations can be
found in Table 16 and in text.

Table 21: Potential mechanisms behind the baseline results

exits before with clustering no early exits

estimate std error estimate std error estimate std error

count of costreamers -0.005*** (0.001) -0.569*** (0.067) -0.599*** (0.088)

local clustering coe�cient 4.278*** (0.632)

costreamers * clustering -2.384*** (0.284)

count early leavers -2.094*** (0.162)

constant 0.358*** (0.003) 2.384*** (0.198) 5.516*** (0.26)

preannouncement hours online 0.0*** (0.0) 0.196*** (0.007) 0.226*** (0.008)

preannouncement instances online -0.007*** (0.0) -0.04** (0.017) -0.111*** (0.019)

exists # years 0.002** (0.001) -0.343*** (0.056) -0.545*** (0.076)

channel is partnered -0.204*** (0.014) 13.716*** (3.251) 9.439** (3.675)

count of followers (in 1000) 0.0 (0.0) -0.138 (0.114) -0.004 (0.129)

all-time unique viewers (in 1000) -0.0 (0.0) 0.007 (0.005) 0.005 (0.004)

VODs enabled 0.177*** (0.002) -3.55*** (0.177) -1.998*** (0.234)

R squared 0.074 0.241 0.275

Observations 218164 218164 159278

Note: these are full robustness results for potential mechanisms behind the e�ects estimated in the
baseline model. Description and relevant explanations can be found in Table 17 and in text.
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Table 22: Instrumental variable estimation approach results

�rst stage IV baseline IV instances

estimate std error estimate std error estimate std error

count of costreamers -2.833*** (1.005) -0.579* (0.336)

constant 0.322*** (0.01) 3.255*** (0.373) 0.933*** (0.116)

preannouncement hours online 0.005*** (0.0) 0.211*** (0.009) -0.002 (0.002)

preannouncement instances online 0.014*** (0.0) -0.023 (0.022) 0.213*** (0.005)

exists # years -0.036*** (0.004) -0.467*** (0.066) -0.257*** (0.018)

channel is partnered -0.221*** (0.053) 12.797*** (3.009) -0.675*** (0.195)

count of followers (in 1000) 0.002** (0.001) -0.134** (0.063) -0.014*** (0.005)

all-time unique viewers (in 1000) -0.0*** (0.0) 0.006** (0.003) 0.001** (0.0)

VODs enabled 0.052*** (0.008) -3.729*** (0.189) -1.64*** (0.033)

spanish language -0.223*** (0.02)

Hausman p-value - 0.109 0.217

R squared 0.085 - -

Observations 218660 218660 218660

Note: table above presents full results for regressing count of online activity on the platform on the
costreamer count using instrumental variable approach to account for the potential endogeneity in the
network measure.
Full description of the results can be found in Table 18 and in the related text.

Table 23: Robustness results for further controls, churners and disconnected friends

hours online: expanded exits before: expanded longer delay unclustered delay

estimate std error estimate std error estimate std error estimate std error

count of costreamers -1.083*** (0.063) -0.001* (0.001) -1.133*** (0.08) -0.102 (0.506)

count left week prior -0.867*** (0.172)

count early leavers -1.676*** (0.412)

preannouncement hours costreaming 0.023*** (0.008) -0.001*** (0.0)

preannouncement average viewership -0.011 (0.021) 0.0 (0.0)

preannouncement hours featured -0.151*** (0.044) -0.0 (0.001)

constant 2.449*** (0.211) 0.361*** (0.003) 5.6*** (0.261) 6.255*** (1.842)

preannouncement hours online 0.194*** (0.007) 0.0*** (0.0) 0.226*** (0.008) 0.139*** (0.019)

preannouncement instances online -0.038** (0.017) -0.007*** (0.0) -0.109*** (0.019) 0.052 (0.034)

exists # years -0.362*** (0.056) 0.002* (0.001) -0.58*** (0.076) 0.143 (0.444)

channel is partnered 14.821*** (3.457) -0.215*** (0.016) 9.567*** (3.675) -30.214 (18.373)

count of followers (in 1000) -0.127 (0.139) 0.0 (0.001) -0.003 (0.129) -5.677* (3.245)

all-time unique viewers (in 1000) 0.007 (0.006) -0.0 (0.0) 0.005 (0.004) 0.571** (0.289)

VODs enabled -3.498*** (0.196) 0.171*** (0.002) -2.102*** (0.234) -4.733*** (1.645)

R squared 0.24 0.075 0.274 0.204

Observations 218164 218164 159278 3558

Note: table above presents additional robustness results. Columns 'hours online: expanded' and 'exits
before: expanded' add control variables aggregated over the preannouncement period: costreaming
time, average viewership and periods featured, to the baseline models that regress hours online after
the announcement and indicator of leaving before the announcement was made. Column 'longer delay'
estimates the baseline model for a subsample of individuals who appeared at least once online after
the announcement, regressing it on the count of costreaming friends who left at least a week prior to
the announcement. Finally, column 'unclustered delay' estimates a similar model as column 'no early
exits' in Tables 2 and 6, but for a subsample of individuals who have at least 3 costreamers and local
clustering coe�cient equal to 0.
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Table 24: Robustness results for game choice controls and popularity subsampling

hours online: games exits before: games hours online: popular exits before: popular

estimate std error estimate std error estimate std error estimate std error

count of costreamers -0.674*** (0.052) -0.002*** (0.001) -0.716*** (0.207) -0.004*** (0.001)

constant 1.04*** (0.22) 0.425*** (0.004) 9.164* (5.436) 0.39*** (0.032)

preannouncement hours online 0.242*** (0.011) 0.0*** (0.0) 0.216*** (0.025) -0.0*** (0.0)

preannouncement instances online -0.008 (0.014) -0.006*** (0.0) -0.423*** (0.116) -0.004*** (0.0)

exists # years -0.165*** (0.056) -0.005*** (0.001) 2.321* (1.225) 0.031*** (0.007)

channel is partnered 14.94*** (3.349) -0.184*** (0.014) 14.51*** (3.384) -0.14*** (0.014)

count of followers (in 1000) -0.115 (0.114) 0.0 (0.0) -0.133 (0.117) 0.0 (0.0)

all-time unique viewers (in 1000) 0.005 (0.004) -0.0 (0.0) 0.007 (0.005) 0.0** (0.0)

VODs enabled -2.748*** (0.155) 0.139*** (0.002) -10.681** (4.34) 0.031 (0.026)

count games played -0.14*** (0.023) -0.006*** (0.0)

streamer count games (in 1000) -0.077 (0.073) -0.045*** (0.001)

viewership games (in 1000) 0.32*** (0.071) 0.022*** (0.001)

hours playing Fortnite -0.068*** (0.012) 0.0*** (0.0)

hours playing Call of Duty -0.139*** (0.013) -0.0*** (0.0)

hours playing Apex Legends -0.135*** (0.011) -0.0*** (0.0)

hours playing Minecraft -0.021 (0.024) -0.001*** (0.0)

hours playing Rainbow Six -0.113*** (0.016) 0.0 (0.0)

hours playing GTA 5 -0.043** (0.019) -0.0*** (0.0)

hours playing PUBG -0.09*** (0.013) -0.0*** (0.0)

hours playing Dead by Daylight -0.044 (0.029) -0.001*** (0.0)

hours playing Sea of Thieves -0.177*** (0.019) 0.001*** (0.0)

hours playing Roblox 0.122*** (0.026) -0.003*** (0.0)

hours playing Destiny -0.103*** (0.02) -0.0 (0.0)

hours playing NBAK -0.008 (0.018) -0.001*** (0.0)

hours playing Minecraft Dungeons -0.104 (0.07) 0.002*** (0.0)

hours playing Rocket League -0.106*** (0.022) 0.0** (0.0)

hours playing Forza Horizon 0.051 (0.045) -0.0*** (0.0)

R squared 0.26 0.089 0.164 0.112

Observations 218164 218164 5165 5165

Note: table above presents robustness results for the baseline models that take into account charac-
teristics of the games played as well as the popularity of the channels. Columns 'hours online: games'
and 'exits before: games' add count of hours playing top 15 most popular games on the platform to
the baseline models that regress hours online after the announcement and indicator of leaving before
the announcement was made. Choice of the games played can in�uence the costreaming probability
of the individuals given in-game cooperation posibilities. Columnn 'hours online: popular' and 'exits
before: popular' estimates the same two baseline models while reducing the sample to only channels
that have at least 1000 followers. Note that sample size in this analysis is reduced to 2.36% of the
initial number of observations.
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