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Chapter 1

General Introduction

This dissertation is a study on the linguistic use of tone. More than half 
of the languages spoken in the world (60%-70%) are so-called tone 
languages. Unlike most European languages, which rely primarily on 

phonological distinctions between consonants and vowels to distinguish word 
meanings, tone languages, such as Mandarin Chinese, additionally use changes 
in tone for marking lexical distinctions. Because of its unfamiliarity, tone is 
known to be difficult to learn for western speakers. This dissertation investigates 
possible ways to ameliorate the perception of tone for tone-naïve speakers. It 
sets out to examine the factors that potentially promote efficient perception of 
Mandarin Chinese tone. To be more specific, this dissertation looks into the 
contribution of visual information (in particular, potential cues displayed by a 
speaker’s face) to Mandarin Chinese tone perception for tone-naïve perceivers, 
as well as that of other factors, such as differences in speaking styles of the 
speaker (natural vs. teaching speaking style), and musicality of the perceivers 
(musicians vs. non-musicians). These different variables are investigated in 
a task of Mandarin Chinese tone identification. Moreover, this dissertation 
also contains a computational study that compares the relative contribution 
of acoustic information and visual information to tone perception and tone 
classification. In this chapter, I sketch some background information about 
tone, especially tone in Mandarin Chinese, embark on the research questions 
addressed in the dissertation, and give an overview of the studies reported 
in this thesis, including some considerations of the relevant methodological 
aspects.

1.1	 Tone in Chinese 

A language is a “tone language” if the pitch of the word can change the meaning 
of the word. This means it should not just change its nuances (such as specific 
emotional or attitudinal connotations of a word), but its core meaning (Yip, 
2002). In Mandarin Chinese, for example, when the syllable [ma] is produced 
with a rising tone, it means “hemp”, whereas it means “scold” when produced 
with a falling tone. In many languages, speech pitch may be modulated for 
pragmatic purposes: in American English, for instance, using high or low 
pitch on a word like “Okay” can indicate whether an utterance is intended as a 
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question or a confirmation. However, such usage is different from the way tone 
is exploited in a language like Mandarin Chinese, since the core meaning in 
American English of the word is not changed. 
	 Tone languages consist of nearly 70% of the world’s languages, and they 
are extremely common in Africa (e.g., Yoruba), East and South-East Asia (e.g., 
Thai), and Central America (e.g., Mixtec) (Yip, 2002). Most of the European 
languages are not tonal, but there are exceptions like Swedish, Norwegian, 
Serbo-Croatian, and a few Dutch Limburgian dialects in which tone can also 
be used to mark lexical contrasts. 
	 Of all those tone languages, Chinese is spoken by the largest population by 
far (total users in all countries in 2015: 1,107,162,2301). Under the general banner 
of Chinese, eight major language/dialect groups are subsumed: Mandarin, Wu, 
Yue (Cantonese), Xiang (Hunan), Gan (Jiangxi), Kejia (Hakka), Southern and 
Northern Min. Although they do share a great deal in common, such as syntax, 
not one pair of languages is mutually intelligible. The mutual unintelligibility is 
mostly due to differences in phonology (Bao, 1990, 1999). Mandarin originated 
in North China and is spoken across most of northern and southwestern 
China. The Mandarin dialect group is spoken by more people and over a larger 
geographical area than any other major dialect group (65% of the Chinese 
population in 2017, estimated by Ethnologue). 
	 In contemporary linguistics, Mandarin tones are often described in terms 
of pitch height and pitch shape. Accordingly, there are the four main distinctive 
Mandarin tones2, conventionally numbered 1 to 4: tone 1: high-level (5-5); tone 
2: mid-rising (or mid-high-rising; 3-5); tone 3: low-dipping (also low-falling-
rising or mid-falling-rising; 2-1-4); and tone 4: high-falling (5-1) (Chao, 1930)3.

1.2 	 Visual information in tone

Tone is an acoustic phenomenon: listeners do not need to see speakers 
to be able to understand them (e.g., a conversation can take place via the 
phone). Actually, and interestingly, the more tonal the language, the greater 
the reliance on auditory information by listeners. Sekiyama and Burnham 
(2008) explained that as tonal languages (and semi-tonal languages, such as 
Japanese) having fewer phonemes (consonants, vowels and syllables) and a 
simpler syllabic and phonological structure compared to English. Because of 
this, the lip-reading information may be used less in speech/tone processing. 

1https://www.ethnologue.com/language/cmn.
2�There is a fifth tone, a neutral tone, which functions on grammatical level and cannot appear on 
single syllable words.

3�The numerical substitute has been commonly used for tone contours, with a numerical value 
assigned to the beginning, end, and sometimes middle of the contour. The numbers 1-5 refer to 
relative pitch differences; they are not absolute values, as they will vary from speaker to speaker.
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Mandarin Chinese, which has an elaborate tonal system, has been shown to 
have clear acoustic correlates, notably in the form of pitch and pitch contour. 
In particular, fundamental frequency (F0) patterns (both height and contour) 
and the direction of pitch, can distinguish the four main distinctive Mandarin 
tones. Other acoustic variables, such as duration and amplitude, can also be 
perceptually informative (Chen & Massaro, 2008; Ryant, Yuan, & Liberman, 
2014), but to a lesser extent than fundamental frequency. Therefore, acoustic 
information is essential in (Mandarin) tone perception and accordingly 
listeners (at least native listeners) rely greatly on it when it is available.
	 At the same time, the way we perceive speech can be influenced by visual 
factors: it is a multisensory/multimodal process. What we hear can be affected 
by what we see (Campbell, Dodd, & Burnham, 1998; Han, Goudbeek, Mos, 
& Swerts, 2018, 2019; Rosenblum, 2008). For instance, seeing the face of the 
speaker normally helps the listener perceive speech better (Bailly, Perrier, 
& Vatikiotis-Bateson, 2012; Hirata & Kelly, 2010; Sumby & Pollack, 1954), 
especially in noisy environments (e.g., Burnham, Lau, Tam, & Schoknecht, 
2001; Mixdorff, Hu, & Burnham, 2005b). Similarly, seeing the face of a speaker 
also aids hearing impaired listeners decoding the auditory speech signal (Desai, 
Stickney, & Zeng, 2008; Smith & Burnham, 2012). 
	 Accordingly, it stands to reason that tone perception is also more than a 
purely auditory event. The current dissertation focuses on visual information 
displayed by motions/cues from lips, face, head, and neck. Whether or not 
there is visual information in tone has been answered by previous studies (e.g., 
Burnham, Ciocca, Lauw, Lau, & Stokes, 2000; Burnham et al., 2001; Mixdorff 
& Charnvivit, 2004; Mixdorff, Charnvivit, & Burnham, 2005a; Mixdorff et al., 
2005b) that confirm that lexical tones are marked by visual information as well. 
Physiological studies (e.g., Xu & Sun, 2002) suggest certain restrictions with 
respect to the coordination of the laryngeal and articulatory systems, which 
may lead to visual cues for tones (Mixdorff et al., 2005a). Because our mouth, 
face, and head need to move in a certain way to produce a given tone, the 
amplitude (range) and the length (duration) of the visible articulations change. 
For example, in Mandarin Chinese tones, there are clear differences in the 
duration of the vowels and the amplitude across tones: tone 3 usually has the 
longest vowel duration, while tone 4 tends to be the shortest; the amplitude 
for tone 3 is usually the lowest one, whereas tone 4 normally has the highest 
amplitude (Tseng, 1981). It makes a lot of sense that such articulatory changes, 
for instance the amplitude (loudness) and the length of the articulation, are 
visually displayed in movements in and by the face (Kim & Davis, 2001; Reid 
et al., 2015). When speakers want to convey information about tone (the pitch 
contour, for instance), facial cues (along with gestures) may thus represent 
a useful visual resource they resort to alongside the acoustic information, 
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consciously or unconsciously, to produce the different melodic configurations 
(Rosenblum, 2008; Swerts & Krahmer, 2008; Zheng, Hirata, & Kelly, 2018).
	 A number of studies have explored the nature and locus of the visual cues in 
tone production and perception, and have revealed fairly reliable configurations 
of visual cues related to tone acquisition, even though exact visual cues have 
not been clearly defined yet. For instance, strong correlations between head 
movements and F0 were observed by Yehia, Kuratate, and Vatikiotis-Bateson 
(2002). Similar visual cues that relate to more general movements of the head 
and/or eyebrows have previously been reported to function as correlates 
of larger-scale prosodic structures in other languages, for example, quick 
movements of the head that co-occur with pitch accents (Burnham et al., 2006; 
Krahmer & Swerts, 2007; Vatikiotis-Bateson & Yehia., 1996).
	 Although there is visual information when speakers produce tones, 
whether and how this information is picked up by perceivers has been 
attracting scholars’ attention for the past two decades. Burnham et al., (2000) 
tested native identification of (six) Cantonese tones with auditory- only, visual-
only, and auditory-visual modes, this being the first empirical study on the cue 
value of visual information for lexical tone. Their participants’ performance 
of tone perception in the visual only condition is significantly above chance 
level, which provides evidence that there is indeed visual speech information 
for lexical tone perception. Since then, more studies on visual and audio-visual 
tone perception have been conducted. In 2001, Burnham et al., conducted a 
same-different discrimination study on Cantonese tones, in which native Thai 
and Australian English speakers also performed significantly better than chance 
under visual-only conditions. Also, Chen and Massaro (2008) found that the 
performance of native Mandarin speakers in visual lexical-tone identification 
was statistically significant. Visual facilitation for tone identification has been 
especially found for speech in noise for both Mandarin (Mixdorff et al., 2005b) 
and Thai (Mixdorff et al., 2005a; Burnham et al., 2015). 
	 Chen and Massaro (2008) found that visual tone identification improved 
significantly after the participants were taught to pay attention to the visual 
movements of the neck, head, and mouth. Specifically, Mandarin Chinese 
tone identification has been found to mainly depend on the (intensity of 
the) movements of the mouth, head/chin, and neck. The amount of visual 
information involved in individual Mandarin Chinese tones varies between 
tones: there is little to no activity for tone 1, some activity for tone 2 and 
tone 4 (though very brief for tone 4), with tone 3 having the most activity, 
namely a dipping head/chin. Duration (time) differences between the tones 
may be caused by variation in the movements of the mouth, as more complex 
movements would require more time to be realized. More recent audio-visual 
research on tone languages from Burnham et al., in 2019 added larynx motion 
(in addition to head motion) as a possible cue for Thai tone classification, and 
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they found positive evidence that this type of motion is important for Thai tone 
production. Further research will be vital to describe visual tone cues more 
precisely, in both perception and production (Reid et al., 2015).
	 In general, visual speech information is known to benefit speech perception. 
For instance, an early study conducted by Sumby and Pollack in 1954 showed 
that seeing the speakers’ face helps the listeners’ intelligibility. More specifically, 
for the perception of tone, the visual facilitation mainly appears under difficult 
listening conditions (e.g., impaired listeners or noise-masked auditory signal) 
(see Campbell, et al., 1998, and Bailly et al., 2012, for a comprehensive collection 
of studies). As for the extent to which auditory-visual information facilitates 
or improves tone identification compared to auditory-only information (i.e., 
the superiority of bimodal performance compared to unimodal performance), 
it differs widely across individuals’ experience (Burnham et al., 2015; Grant & 
Seitz, 1998). Furthermore, the benefits of visual/facial information for tone 
perception depend strongly on context, and in particular on the availability 
of a clear and reliable acoustic signal. In situations where such a signal is 
available, extra visual information may actually distract the perceivers instead 
of facilitating their tone perception, since they are reluctant to use the visual 
information when acoustic sources are available and reliable. For example, 
Burnham et al. (2001) have found that in an experiment using clean speech, 
Australian English speakers performed better in a task of identifying Cantonese 
words that differed only in tone in the auditory-only (AO) condition than in 
the auditory-visual (AV) condition (where they also had access to lip and face 
movements). 
	 Similar results also appeared in another study concerning visual cues in 
tone perception conducted by Mixdorff, Hu, and Burnham (2005b). In their 
study, native Mandarin speakers identified Mandarin tones in various auditory 
and/or visual conditions (clean, reduced, and masked audio-only/audio-
visual). They found that adding visual information in the clear and devoiced 
auditory conditions was not particularly helpful. However, tone perception 
improved significantly in the babble-noise masked condition. The authors 
speculated that the absence of a facilitating effect for visual information on tone 
identification may be due to a ceiling effect for native speakers in clear audio 
conditions: auditory information suffices for quick and correct identification 
of tones, unless this information is compromised, that is, under low speech-to-
noise ratios, in which case visual information is beneficial. Smith and Burnham 
(2012) found that tone-naïve listeners outperformed native listeners in the 
visual-only condition in a task of Mandarin tone discrimination, additionally 
suggesting that visual information for tone may be underused by normal-
hearing tone language perceivers. 
	 Overall, the beneficial effect from visual information appears to be more 
obvious on the segmental level (i.e., consonants and vowels) than on the 
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suprasegmental level (i.e., tone), and more obvious on the non-native perceivers 
than on the native perceivers.

1.3	 Elements and variables in current studies

While the way tones are acquired by listeners has attracted some scholarly 
attention (e.g., Burnham et al., 2000; 2001; Francis, Ciocca, Ma, & Fenn, 2008; 
Hao, 2012; So & Best, 2010), detailed knowledge of the factors that promote 
efficient acquisition is lacking. The current studies investigate several factors 
that are potentially important for the acquisition of tones, but have not yet 
been studied in a systematic way, or have not been combined in an integrated 
approach. These factors can be categorized into two groups: (1) contextual 
factors, such as the auditory, visual or audio-visual modality in which speech is 
presented, and speaking style of a speaker who is producing speech in a natural 
or teaching manner; and (2) individual characteristics, related to differences 
between tone-native and tone-naïve perceivers, and to perceivers with and 
without musical backgrounds.

1.3.1 	 Contextual factors
As argued in the preceding section, previous studies (e.g., Chen & Massaro, 
2008) have shown that visual information does play a role in Chinese tone 
perception, and that the different tones correlate with variable movements 
of the face. To extend the existing body of literature, Chapter 2 in this 
dissertation looks deeper into the effect of visual cues in a speaker’s face on 
tone identification. The hypothesis is that learners who can see the speakers 
(audio-visual condition) outperform those who only have access to auditory 
information (audio-only condition). Since perceivers (at least, tone-naïve 
perceivers) seem to rely both on auditory and visual information in speech 
perception (Bailly et al., 2012; Burnham et al., 2001; Calvert, Spence, & Stein, 
2004; Campbell et al., 1998; Massaro, 1998), the relative strength of these two 
factors and possible interactions between them was exploited as well. The 
impact of visual cues on the segmental level has been demonstrated with the 
classic McGurk effect (McGurk & MacDonald, 1976): observers perceived an 
auditory [ba] paired with a visual [ga] as “da” or “tha”. This shows that auditory 
speech perception changes with simultaneously presented incongruent/
discrepant visual information of the speaker’s face. In other words, access to 
visual information about the source of speech can have clear effects on speech 
perception, as it alters the perception of speech. One of the goals of this 
dissertation is to investigate a possible existence of auditory-visual confusion 
(i.e., McGurk effect) beyond the segmental level, that is, the four Mandarin 
Chinese tones (suprasegmental level) (Chapter 4). More specifically, the 
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relative contribution of auditory and visual information was compared during 
Mandarin Chinese tone perception with congruent and incongruent auditory 
and visual materials for speakers of Mandarin Chinese and speakers of non-
tonal languages. We further explore the contribution of visual cues by adding 
them to a computational model for tone classification that has so far been based 
on conventional acoustic features only (Chapter 5). By comparing automatic 
and human classification of Mandarin Chinese tones, the representativeness of 
our models as models of tone learning is assessed.
	 The second contextual factor concerns possible adjustments speakers of 
the native language make when they talk to learners of their language. There 
is evidence that speakers adapt their speaking style to their audience and to 
the communicative context. A well-known example of this is infant-directed 
speech (IDS), where adults adapt their speaking style in the presence of the 
children (Burnham, Kitamura, & Vollmer-Conna, 2002; Fernald & Kuhl, 1987; 
Kuhl et al., 1997). IDS has been hypothesized to aid the learning process (Kuhl 
et al., 1997; Thiessen, Hill, & Saffran, 2005). Similarly, a native speaker who is 
addressing a non-native listener may adapt their speech to improve learning 
and understanding. In a teaching setting, they may, for example, be more 
inclined to speak slowly and in a more hyperarticulated manner (Bradlow & 
Bent, 2002; Smiljanić & Bradlow, 2007, 2009). Assuming that a teaching style 
that attends to the needs of learners may also make tonal contrasts more salient, 
my dissertation also aims to study whether a hyperarticulated speaking style 
helps learners to perceive tonal information (Chapter 2, 3 and 5).

1.3.2 	 Individual differences between perceivers
Visual information is mainly relevant for native speakers, and, in general, 
speakers of tone languages focus more on auditory information than speakers 
of non-tone languages. This then raises questions about its use by and usefulness 
for tone-naïve people, who (have to) acquire the tones. Therefore, I chose to 
mainly focus on tone-naïve participants in our tone identification experiment 
in order to establish the tone acquisition process (Chapter 2, 3, 4 and 5), and 
to avoid the emergence of ceiling effects on tone identification that would 
typically appear from native speakers. Most importantly, my studies on tone-
naïve speakers can contribute to the field of tone learning for second/foreign 
language speakers.
	 Furthermore, the unfamiliarity with tone in many Western speakers makes 
tone languages ideally suited to examine the influence of musical experience 
on language acquisition (Marie, Delogu, Lampis, Belardinelli, & Besson, 2011), 
given the fact that both the perception of native (Schön, Magne, & Besson, 
2004) and foreign language speech (Marques, Moreno, Luís Castro, & Besson, 
2007) have been reported to benefit from musical experience (Marie et al., 2011; 



10

C
H

A
PTER 1  G

EN
ERA

L IN
TRO

D
U

C
TIO

N
 

Milovanov, Huotilainen, Välimäki, Esquef, & Tervaniemi, 2008; Milovanov, 
Pietilä, Tervaniemi, & Esquef, 2010). This dissertation aims to explore whether 
or not musical expertise also helps tone-naïve listeners to correctly identify 
Mandarin Chinese tones (Chapter 3). Because of extensive musical training, 
musicians are particularly sensitive to the acoustic structure of sounds (i.e., 
frequency, duration, intensity, and timbre parameters). This sensitivity 
has been shown to influence their perception of pitch contours in spoken 
language (Schön et al., 2004), but the extent to which musicians are affected 
by the presence of (exaggerated) visual information during speech perception 
has remained largely unexplored. Given their extensive training to analyze 
the acoustic signal, they might not be as inclined to use visual cues as non-
musicians and therefore might benefit less from the added visual information. 
We hypothesize that musicians may still benefit from the added visual 
information for the Mandarin tone identification, but that this contribution is 
likely smaller than that for non-musicians. 

1.4 	 Research questions

The aim of this dissertation is to study the value of visual information (over 
and above acoustic information) in Mandarin tone perception for tone-naïve 
perceivers, in combination with other contextual and individual factors. 
Moreover, this dissertation exploits the relative strength of acoustic and visual 
information in tone perception and tone classification. The next four chapters 
present four studies aiming to answer these research questions. Generally, 
Chapter 2 and 3 report on empirical studies setting out to investigate to what 
extent tone-naïve perceivers are able to identify tones in isolated words, 
and whether or not they can benefit from (seeing) the speakers’ face and 
hyperarticulating speaking style, and their own musical experience. Chapter 
4 deals with whether or not there is an audio-visual integration at the tone 
level in native speakers of Mandarin Chinese and tone-naïve perceivers (i.e., 
we explored perceptual fusion between auditory and visual information). 
Chapter 5 studies the acoustic and visual features of the tones produced by 
native speakers of Mandarin Chinese. Computational models based on 
acoustic features, visual features and acoustic-visual features are constructed 
to automatically classify Mandarin tones. More detailed research questions are 
presented in each empirical chapter.

1.5 	 Methodology 

In order to answer those research questions, there are several methodological 
aspects that I will briefly introduce. First, both production and perception 
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studies were included in each empirical chapter of this dissertation. Although 
the produced tones by native Mandarin Chinese speakers was mainly used to 
gather the experimental stimuli for the perception test, and perception is the 
focus of this thesis, the assumption here is that by studying both production 
and perception we can look into what the perceivers pick up from what the 
speaker produces acoustically and visually. Native Mandarin Chinese speakers 
were instructed to produce individual words, while the participants are asked 
to identify which tone they think they have heard and/or seen (Chapter 2, 3, 
and 4). The produced stimuli can give us information about what a speaker 
does (the acoustic information they convey, the visual cues they employ), and 
the perception results tell us to what extent this information is relevant for the 
perceivers (Chapter 4 and Chapter 5). An additional reason to look into both 
production and perception in our study is that it is known from previous work 
that there is not necessarily a direct relation between speech production and 
perception (e.g., Bradlow, Pisoni, Akahane-Yamada, & Tohkura, 1997; Casserly 
& Pisoni, 2010; Baese-Berk & Samuel, 2016). For instance, some acoustic 
variation, while a systematic and potentially good classifier, may not work well 
in perception, because it is below a perceptual threshold. Similarly, there is also 
no direct relationship between tone production and perception (Wang, Spence, 
Jongman, & Sereno, 1999; Wang, Jongman, & Sereno, 2003). 
	 Second, we recruited (Mandarin Chinese) tone-native and tone-naïve 
participants with various backgrounds (mainly Dutch). Data from the former 
group were needed to set a baseline for the perception experiment, and to 
compare performance in employing visual cues (Chapter 2 and Chapter 4). 
Questionnaires were used to select and group the participants according to 
their language background (tone-native and tone-naïve) and musical behavior 
(musician and non-musician). These questionnaires are commonly used in 
research on language learning (Chapter 2 and Chapter 3) and the reliability 
and validity of them have been established. Third, to assess the importance 
of acoustic and visual features in the process of tone classification and tone 
perception, Chapter 5 made use of Machine Learning (ML), a subarea of 
Artificial Intelligence which aims to learn how to categorize data by using 
patterns and inference instead of explicit instructions. By comparing automatic 
and human classification for Mandarin Chinese tones, the representativeness 
of our models as models of tone learning can be established.
	 The data obtained in the production experiments were analyzed with 
popular software: Praat and The Computer Expression Recognition Toolbox 
(CERT). Praat 6.0.33 (Boersma & Weenink, 2017) was used to measure the 
acoustic features. CERT was employed to automatically code facial expressions 
in the videos. Based on previous literature and the theoretical significance 
of the features, a set of acoustic parameters and relevant action units (AU) 
were selected. The analysis of these features provided statistical evidence for 
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the validity of the experimental stimuli on the one hand, and are the basis of 
classifying tones on the other hand. 
	 A recurring methodology used in analysing the data obtained by the 
perception experiments is repeated measurements ANOVAs (in Chapter 2 
and Chapter 3), which is widely used in psycholinguistics and serves the goals 
of the experiments sufficiently (Chapter 2 and Chapter 3). The results were 
also analysed with mixed-effect models in the R software program (Baayen, 
Davidson, & Bates, 2008) when more variables needed to be included in 
the analysis (Chapter 4). Since the last study (presented in Chapter 5) was 
concerned with a classification problem, Logistic Regression was used to 
classify the produced and perceived tones. In addition, we also heavily relied on 
analyses of confusion matrices to gain insight into patterns in how perceivers 
had categorized the various tones. 

1.6 	 Overview

Having introduced the research questions and some of the methodological 
aspects of this dissertation, I can now present an overview of the remaining 
chapters. Chapter 2 to 5 are self-contained texts (i.e., they all have their own 
abstract, introduction and discussion section), and are based on articles either 
published in (chapter 2, 3, 4) or submitted (chapter 5) to peer-reviewed journals. 
Therefore, some overlapping texts between individual chapters and between 
those chapters and this introduction are unavoidable. The author of this thesis 
was the main researcher in all studies presented here. 
	 The study presented in Chapter 2 investigates the effect of visual cues 
(comparing audio-only with audio-visual presentations) and speaking style 
(comparing a natural speaking style with a teaching speaking style) on the 
perception of Mandarin tones by non-native listeners, looking both at the 
relative strength of these two factors and their possible interactions. Native 
speakers of a non-tonal language were asked to distinguish Mandarin Chinese 
tones on the basis of audio (-only) or video (audio-visual) materials. In order 
to include variations, the experimental stimuli were recorded using four 
different speakers. Participants’ responses and reaction times were recorded. 
The proportion of correct responses and average reaction times were reported.
	 Continuing the exploration of the potential factors in tone perception, 
Chapter 3 is concerned with the effects of musicianship of the participants 
(combined with those of modality) on Mandarin tone perception. A considerable 
number of studies have shown that musical ability has a positive effect on 
language processing. Extending this body of work, this study investigates the 
effects of musicality and modality on Mandarin tone identification in tone-
naïve participants. To examine the effects of visual information in speech, 
Mandarin tones were presented in auditory-only or auditory-visual modalities 
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to participants with or without musical experience. The Goldsmiths Musical 
Sophistication Index (Müllensiefen, Gingras, Musil, & Stewart, 2014) was used 
to measure the musical sophistication of each participant. A linear regression 
analysis was conducted to find out whether a specific musical ability/skill 
as measured by the subscales of the Gold-MSI is related to successful tone 
identification. Since the effects of the two independent variables might vary 
among tones, the effects for each tone were subsequently assessed individually 
in the study. 
	 Chapter 4 focuses on comparing the relative contribution of auditory and 
visual information during Mandarin Chinese tone perception. Two questions 
were investigated in this chapter: the first question is whether a McGurk effect 
can also be discerned at the tone level in native speakers of Mandarin Chinese. 
Secondly, how visual information affects tone perception for native speakers 
and non-native (tone-naïve) speakers. To answer these questions, various tone 
combinations of congruent (AxVx) and incongruent (AxVy) auditory-visual 
materials (10 syllables with 16 tone combinations each) were constructed and 
presented to native speakers of Mandarin Chinese and speakers of non-tonal 
languages. Accuracy, defined as the percentage correct identification of a tone 
based on its auditory realization, was used as the dependent variable. In general, 
there are two assumptions: one is that (native and tone-naïve) participants 
mainly depend on auditory information when they have to identify Mandarin 
Chinese tones. Both groups of participants therefore are expected to identify 
the congruent stimuli more accurately than the incongruent ones. The other 
one is that (congruent) visual information would facilitate speech perception, 
especially for perceivers who lack comprehensive knowledge of the language 
(tone-naïve participants), while this additional value of visual cues would be 
less important for native participants. Furthermore, when participants are 
presented with the incongruent experimental materials, there are three types 
of possible outcomes of how the cues from different modalities are combined: 
non-integration, integration, and attenuation.
	 Chapter 5 is another chapter to zoom in on the relative importance of 
auditory and visual information for tone-naïve perceivers, but from the aspect 
of tone classification. Moreover, this study examines what the perceivers pick 
up (perception) from what the speaker does (auditory signal, facial features) 
by studying both production and perception. To be more specific, this chapter 
sets out to answer: (1) which acoustic and visual features of tones produced 
by native speakers could be used to automatically classify Mandarin tones. 
Furthermore, (2) whether the features used in tone production are similar to 
or different from the ones that have cue value for tone-naïve perceivers when 
they categorize tones; and (3) whether and how visual information (i.e., facial 
expression and facial pose) contributes to the classification of Mandarin tones 
over and above the information provided in the acoustic signal. To address 
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these questions, four Mandarin speakers were videotaped while they produced 
ten syllables with four Mandarin tones (i.e. 40 words in two styles - natural and 
teaching), totaling 160 stimuli (the same stimuli in Chapter 2). These audio-
visual stimuli were subsequently presented to 43 tone-naïve participants in 
a tone identification task (the same data from non-musicians in Chapter 3). 
Basic acoustic and visual features were extracted. We used various machine 
learning techniques to identify the most important acoustic and visual 
features for classifying the tones. The classifiers were trained on produced tone 
classification (given a set of auditory and visual features, predict the produced 
tone) and on perceived/responded tone classification (given a set of features, 
predict the corresponding tone as identified by the participant). 
	 Finally, Chapter 6 provides a general discussion of the main findings, and 
specifies implications for future research.
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Chapter 2

Effects of Modality 
and Speaking Style 
on Mandarin Tone 
Identification by  

Tone-naïve Listeners

	 Abstract.	 Although the way tones are acquired by second or 
foreign language learners has attracted some scholarly attention, detailed 
knowledge of the factors that promote efficient learning is lacking. 
In this article, we look at the effect of visual cues (comparing audio-
only with audio-visual presentations) and speaking style (comparing a 
natural speaking style with a teaching speaking style) on the perception 
of Mandarin tones by non-native listeners, looking both at the relative 
strength of these two factors and their possible interactions. Both the 
accuracy and reaction time of the listeners were measured in a task of 
tone identification. Results showed that participants in the audio-visual 
condition distinguished tones more accurately than participants in the 
audio-only condition. Interestingly, this varied as a function of speaking 
style, but only for stimuli from specific speakers. Additionally, some 
tones (notably tone 3) were recognized more quickly and accurately than 
others.*

2.1 	 Introduction 

For many second language learners, the ultimate goal of learning a 
language is to be able to communicate like a native speaker. Acquiring 
a new language entails that a whole gamut of linguistic structures needs 

to be learned, including grammatical, lexical and phonological characteristics, 
as well as pragmatic aspects of language use. This paper focuses on acquiring 

*�This chapter is based on: Han, Y., Goudbeek, M., Mos, M., & Swerts, M. (2018). Effects of 
modality and speaking style on mandarin tone identification by non-native listeners. Phonetica, 
76(4), 263-286. https://doi.org/10.1159/000489174
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specific phonological properties of a language, namely tones in Mandarin 
Chinese. Chinese tones serve to distinguish word meanings. For instance, if 
the Mandarin Chinese syllable /ma/ is produced with a rising tone, it means 
“hemp”, whereas it means “scold” when produced with a falling tone. Obviously, 
tonal information represents a crucial aspect of this language’s sound structure, 
and needs to be learned by a second language learner.
	 While the way tones are acquired by listeners has attracted some scholarly 
attention (Burnham et al., 2000, 2001; Francis et al., 2008; Hao, 2012; So & 
Best, 2010), detailed knowledge of the factors that promote efficient learning 
is lacking. In the current study, we investigate two factors that are potentially 
important for the acquisition of tones, but have not been studied yet in a 
systematic way, and have not been combined in an integrated approach.
	 First, we explore the effect of visual cues in a speaker’s face on tone 
identification by tone-naïve listeners. In most of our daily interactions, we both 
hear and see our conversation partners: whenever visual information is available, 
observers use it to decode what they hear (Davis & Kim, 2004; Hazan et al., 2006; 
Navarra & Soto-Faraco, 2007). However, while it has been shown that speech 
perception in general is affected by such visual information, the added value of 
facial expressions for tone perception is context-dependent. It has even been 
argued that the extra visual information from the face may actually distract the 
listeners from accurate tone perception, since listeners are reluctant to use the 
visual information when acoustic sources are available and reliable (Burnham et 
al., 2001). To gain an insight into the possible added value of visual information 
and identify under what circumstances listeners use visual information, we test 
whether learners who can see the speakers outperform those who only have 
access to auditory information (see section 2.1.1). 
	 The second factor concerns the effect of speaking style. Listeners usually 
encounter tones in two different speaking styles: a natural style, representing 
the way native speakers speak in most of their daily interactions; and a teaching 
style, that is, the hyperarticulated manner in which teachers/native speakers 
address non-native speakers in a teaching context. Assuming that a teaching 
style that attends to the needs of learners may also make tonal contrasts more 
salient, the second goal of our study is to study whether a teaching style helps 
learners to perceive tonal information (see section 2.1.2). 
	 In sum, we look at the effects of visual cues and speaking style on the 
perception of Mandarin tones by non-native listeners, and we are specifically 
interested in the relative strength of these two factors and possible interactions 
between them. In order to examine this, we assess how well listeners who 
do not have a tonal system in their first language are able to learn Mandarin 
Chinese tones and how this learning depends on the above-mentioned factors. 
In the following sections, we discuss earlier work on these two factors, as well 
as potential variation and differences between speakers, listeners, and tones.
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2.1.1	 The effect of modality on tone perception 
Generally speaking, speech perception is multimodal, which means that it 
involves information from more than just the auditory modality. Whenever 
visual information is available, observers use it to decode what they hear 
(Bailly et al., 2012; Burnham et al., 2001; Calvert et al., 2004; Campbell et al., 
1998; Massaro, 1998). Visual information is provided by movements of the lips, 
face, head and neck. The impact of such cues has been demonstrated with the 
classical McGurk effect (McGurk & MacDonald, 1976): observers perceived an 
auditory [ba] paired with a visual [ga] as “da” or “tha”. This shows that auditory 
speech perception changes with simultaneously presented incongruent visual 
information of the speaker’s face. In other words, access to visual information 
about the source of speech can have clear effects on speech perception, as it 
alters the perception of speech.
	 Various studies have already investigated the impact of visual information 
on speech perception by linking facial cues and gestures (head and/or hand) to 
speech comprehension. The results have demonstrated the supportive role of 
visual information for speech perception in face-to-face interaction (Hirata & 
Kelly, 2010; Sueyoshi & Hardison, 2005; Yehia, Kuratate, & Vatikiotis-Bateson, 
2002). One early study, conducted by Sumby and Pollack in 1954, examined 
the contribution of visual factors to oral intelligibility by manipulating the 
presence or absence of a supplementary visual display of a speaker’s facial and 
labial movements. Subjects were instructed to select the words they heard (or 
they thought they had heard) from a furnished list. When the speakers could 
both be seen and heard, the speech was considered to be more intelligible, in 
particular when the speech-to-noise ratio was low (i.e., in noisy contexts) or the 
number of alternatives listeners had to choose from was limited. These results 
suggest that supplementary visual observation of the speaker improves the 
intelligibility of oral speech in specific situations. In general, congruent visual 
information during articulation facilitates speech perception (Cutler & Chen, 
1997; Hallé, Chang, & Best, 2004; Ye & Connine, 1999). 
	 More specifically, the role of visual information in tone perception has 
been the focus of a number of studies (Burnham et al., 2000, 2001, 2006; Chen 
& Massaro, 2008; Mixdorff et al., 2005a, 2005b; Mixdorff, Lirong, Nguyen, 
& Burnham, 2006; Mixdorff & Charnvivit, 2004; Reid et al., 2015). These 
studies have examined the integration of audio and visual information during 
tone perception and/or production by presenting the experimental stimuli 
in bimodal (audio-visual) or unimodal (audio-only, visual-only) sensory 
conditions and in clear or degraded auditory settings (i.e., with smaller or larger 
speech-to-noise ratios). In general, these studies show that visual information 
is relevant for lexical tone perception, although the amount of audio-visual 
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benefit achieved (i.e., the superiority of bimodal performance in relation to 
unimodal performance) differs widely across individuals (Grant & Seitz, 1998).
	 Burnham et al. (2000), for example, investigated the perception of Cantonese 
tones with Cantonese native speakers, who were either phonetically-trained or 
phonetically-naïve. They found no difference in performance between audio- 
only and audio-visual conditions and while listeners performed worse in 
the visual-only condition, they still performed above chance. Interestingly, 
phonetically-naïve listeners outperformed phonetically-trained listeners, 
which Burnham et al. attribute to attentional and learning processes. Another 
study concerning visual cues in tone perception was conducted by Mixdorff 
et al. (2005b). In their study, native Mandarin speakers identified Mandarin 
tones in various auditory and/or visual conditions (clear, reduced, and masked 
audio-only/audio-visual). They found that, in the clear and devoiced auditory 
conditions, adding visual information was not particularly helpful (similar 
to the findings of Burnham et al., 2000). However, tone perception was 
significantly improved in the babble-noise masked condition. The absence of a 
facilitating effect for visual information on tone identification may be due to a 
ceiling effect for native speakers in clear audio conditions: auditory information 
suffices for quick and correct identification of tones, unless this information 
is compromised, that is, under low speech-to-noise ratios, in which visual 
information is beneficial.
	 While all of the studies above have used native listeners as participants, 
some studies have included non-native participants. For example, Burnham et 
al. (2001) compared tonal and non-tonal native speakers (Thai and Australian 
English) in their ability to discriminate Cantonese tones. They found that both 
groups performed significantly above chance, even in visual-only conditions, 
confirming that there is visual information in the face for tone discrimination. 
However, they did not find an advantage among Australian English speakers 
for audio-visual stimuli in neither clear nor noisy auditory conditions. Thai 
native speakers, however, did benefit from audio-visual presentation in noisy 
conditions. In this study, the researchers manipulated the speech-to-noise ratio 
by adding a certain level of background noise. They concluded that visual cues 
were more salient for the Thai listeners in degraded auditory settings. These 
findings suggest that perceivers that have difficulty accessing the auditory 
material because of noise, hearing impairment or because it is not in their native 
language, might benefit the most from the supplementary visual information 
when listening to tones.
	 To examine the effects of visual speech on tone perception among hearing-
impaired perceivers, Smith and Burnham (2012) carried out a Mandarin tone 
perception task among cochlear implant users. They asked native speakers of 
Mandarin and Australian English speakers to discriminate between minimal 
pairs of Mandarin tones in five conditions: audio-only, audio-visual, cochlear 
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implant-simulated audio-only, cochlear implant-simulated audio-visual and 
visual-only. They found that, in the visual-only condition, both Mandarin 
and Australian English speakers discriminated tones above chance levels. As 
in Burnham et al. (2000), tone-naïve listeners (Australian English speakers) 
outperformed native speakers of Mandarin Chinese. Their explanation was that 
the visual information may in fact be underused by native speakers that have 
come to rely on their auditory abilities for their native language.
	 Given the mixed effects with respect to the contribution of visual cues 
to tonal perception and the possible role of ceiling effects, the current study 
investigates participants who were naïve with respect to tone identification: 
native speakers of a non-tonal language. This strongly reduces the possibility 
of ceiling effects when comparing audio-visual and audio-only conditions. 
We focused primarily on the added value of visual information for tone-naïve 
listeners in two clear, yet distinct auditory conditions: when speakers employ 
a “teaching style” specifically geared to non-native listeners or a more natural 
speaking style, geared towards fellow native speakers. This distinction is 
discussed in the following section.

2.1.2	 The effect of speaking style on tone perception
Adult speakers possess the ability to intuitively and automatically adjust their 
speaking style to meet the demands of the target audience or the communicative 
situation (Junqua, 1993; Kuhl et al., 1997; Skowronski & Harris, 2006). They 
show sensitivity to characteristics of the audience they are addressing 
(Burnham et al., 2002). To make themselves more intelligible to the listeners, 
speakers usually articulate in a more “exaggerated” manner: they maximize 
phonetic contrast, attempt to speak more slowly, more loudly, and more clearly 
(Smiljanić & Bradlow, 2009). These modifications in speaking style have 
been discussed extensively as “clear speech” (Ferguson & Kewley-Port, 2007; 
Smiljanić & Bradlow, 2007, 2009; Uchanski, 2005). 
	 Clear speech modification aims at providing more salient acoustic cues in 
the speech signal for the listeners to enhance their access to and comprehension 
of the message (Smiljanić & Bradlow, 2009). Various listeners’ populations 
have been shown to benefit from clear speech, including adults with normal 
or impaired hearing (Uchanski, Choi, Braida, Reed, & Durlach, 1996; Ferguson 
& Kewley-Port, 2002; Krause & Braida, 2002; Ferguson, 2004; Liu, Del Rio, 
Bradlow, & Zeng, 2004; Smiljanić & Bradlow, 2005; Maniwa, Jongman, & Wade, 
2008), elderly adults (Schum, 1996; Helfer, 1998), as well as non-native listeners 
(Bradlow & Bent, 2002; Bradlow & Alexander, 2007; Smiljanić & Bradlow, 
2007). The effects of clear or hyperarticulated speech on the perception of 
tones has been studied in, for example, Infant Directed Speech (IDS). Xu 
and Burnham (2010) examined hyperarticulated tones in Cantonese IDS and 
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concluded that tone fidelity is not affected by the exaggerated intonation of 
IDS. In contrast to the claims that IDS helps in highlighting important aspects 
of speech (Thiessen et al., 2005), Benders (2013) argues that a hyperarticulated 
speaking style in IDS might not be helpful to facilitate language learning, but is 
primarily meant to promote affection between mothers and infants. Similarly, 
there is substantial literature criticising the didactic notion of IDS by Alex 
Cristia and her colleagues (e.g., Cristia, 2013; Cristia & Seidl, 2014; Martin et 
al., 2015).
	 In the field of second language learning, a hyperarticulated speaking style 
is commonly associated with “teacher talk” (or “foreigner talk”) that teachers 
use when addressing second language learners in the classroom, anticipating 
learners’ needs for assistance in their attempts at comprehension (Ferguson, 
1975, 1981). For instance, the paper of Uther, Knoll and Burnham (2007) 
concerned a comparison of “foreigner-directed-speech” (FDS), IDS and regular 
adult-directed speech. The results suggest that linguistic modifications found 
in both infant- and foreigner-directed speech are didactically oriented, and that 
linguistic modifications are independent of vocal pitch and affective valence.
	 With respect to vocal aspects of different speaking styles, more attention 
has been paid to segmental correlates like vowels and transitions (Llisterri, 
1992) than to lexical tone information (Chen & Massaro, 2008). To the best of 
our knowledge, there are no previous studies that have explored to what extent 
the acquisition of tones by non-native listeners is affected by the speaking 
style to which they are exposed, which is all the more surprising given the 
ubiquitous use of clear speech by foreign language teachers. So, the second goal 
of our study is to investigate whether exposure to a hyperarticulated speaking 
style (teaching style) leads to better tone recognition than exposure to normal 
speaking style.

2.1.3 	 Variation between speakers and between tones
The primary goals of our study are to investigate the impact of the visual 
modality and of teaching style on tone identification by tone-naïve listeners. 
Both factors exhibit inherent variation that will be explored as well. First, 
there is variation between speakers. Some speakers differ in the clarity of 
their articulation and some are easier to understand than others (e.g., Gagné, 
Masterson, Munhall, Bilida, & Querengesser, 1994). In an early study, Cox, 
Alexander, and Gilmore (1987) recorded three male and three female speakers 
to test auditory speech intelligibility among groups of normal hearing subjects 
and found significant differences in speech intelligibility across speakers. In a 
corpus of conversational and clear speech from 41 speakers, Ferguson (2004) 
found that female speakers tended to produce more intelligible clear speech 
compared to male speakers. Similarly, speakers may also vary in the clarity 
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of the visual cues that they provide (Grant & Braida, 1991; Lesner & Kricos, 
1981). For example, in a study presenting visual-only stimuli from six female 
speakers to a group of normal-hearing subjects, three speakers were judged to 
be difficult to speechread and three were judged to be fairly easy to speechread 
(Kricos & Lesner, 1982).
	 With respect to tone perception, there has been relatively little research 
on speaker variation (but see Creel, Aslin, & Tanenhaus, 2008; Gagné et al., 
1994; Nygaard, Sommers, & Pisoni, 1995). In most cases, only one speaker was 
employed to produce all experimental stimuli (such as in Burnham et al., 2001, 
2006; Mixdorff & Charnvivit, 2004; Mixdorff et al., 2005a, 2005b; Reid et al., 
2015). The study of Smith and Burnham (2012), mentioned previously, recruited 
two adult native speakers of Mandarin (one male and one female), but their 
study, given the low number of speakers, does not address a possible speaker 
effect. Chen and Massaro (2008) studied the role of visual information and 
tone perception and showed that female speakers were easier to understand. In 
their study, four Chinese native speakers, two male and two female, produced 
the experimental materials. Mandarin participants identified the tones before 
and after a learning phase. The results revealed that performance was generally 
better if the speaker was female. Their explanation for this finding was that 
female speakers tended to have more salient head/chin movement than 
male speakers. Based on the above, individual speaker differences should be 
examined, independently of modality and speaking style.
	 In addition to variation between speakers, differences between tones 
should also be taken into account. We aim to see whether the way the tones 
are acoustically realized is also visually signaled. For instance, vowel duration 
tends to be the longest for tone 3 and shortest for tone 4; amplitude tends to be 
lowest for tone 3 and highest for tone 4 (Tseng, 1981; Tseng, Massaro, & Cohen, 
1986). These acoustic differences may have visual correlates, for instance in 
the amplitude and the length of the visible articulations. Physiological studies 
(Xu & Sun, 2002) suggest certain restrictions with respect to the coordination 
of the laryngeal and articulatory systems, and these might be responsible for 
the visual cues for tones (Mixdorff et al., 2005a). Moreover, as far as prosodic 
features are concerned, it has been shown that there is a strong correlation 
between head motion and fundamental frequency (Yehia et al., 2002). This 
suggests that head motion can be used to estimate the fundamental frequency 
during the production of speech. For example, in the case of the Mandarin 
tone 3 (low-dipping in terms of height and contour), the correlated head/neck 
motion during tone production should be signaled by a low-falling-rising 
movement. When present, these visual cues seem to be used by listeners during 
auditory-visual perception (Vatiktiotis-Bateson, Kroos, Kuratate, Munhall, & 
Pitermann, 2000).
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	 It has been suggested that some lexical tones are easier to distinguish 
than others during audio-visual speech perception. For example, Mixdorff et 
al. (2005b) observed that Mandarin Chinese native speakers highly confused 
Mandarin tone 1 with tone 2 when they were asked to identify the tones in 
the devoiced-audio-visual condition. Additionally, they also found that tone 
1 yielded the least correct responses, whereas tone 3 yielded the highest 
scores in the devoiced-audio-visual condition. Chen and Massaro (2008) also 
mentioned that the visual cues for tone 3 (neck movements) tended to be more 
pronounced than those for tone 2 and tone 4, and tone 4 tended to have the 
shortest duration of visual cues. Speakers presumably provided extra visual 
information when they used tone 3 through dipping their head or chin, which 
made tone 3 the easiest one to distinguish, while tone 2 and tone 4 were 
relatively hard to discriminate on the basis of visual information. Since facial 
motion might provide better clues for the identification of some tones than 
others, the effects of the visual modality may differ between tones.
	 Even though the main focus in this study is on the role of modality and 
speaking style in tone identification, the role of speaker and tone variation will 
be investigated as well, based on the considerations outlined above. However, 
these analyses should be considered as exploratory post hoc rather than as tests 
of predefined hypotheses. 

2.1.4 	 The current study
As reviewed previously, the acquisition of tones for speakers of non-tonal 
languages is difficult. Tone languages are different from European languages, 
which tend to rely completely on phonological distinctions between vowels 
and consonants to distinguish word meanings (exceptions like Swedish, Serbo-
Croatian, and a few Dutch Limburgian dialects notwithstanding). Tones serve 
to distinguish meanings at the lexical level (Yip, 2002) and tones can be viewed 
as phonemic distinctions that are attached to the syllable at a suprasegmental 
level. The main acoustic features of tones are fundamental frequency (F0) (as 
the correlate of speech pitch), amplitude (intensity), and, to a lesser extent, 
duration (Kong, 1987; Francis et al., 2008; Hallé et al., 2004). In other words, 
tones are not only marked by melodic contrasts, but these tend to co-vary 
with other acoustic variables. The consensus is that F0 is the most dominant 
phonetic cue for Mandarin Chinese tones (Francis et al., 2008; Hallé et al., 
2004; Kong, 1987). Based on F0 patterns (both height and contour) and the 
direction of pitch, tone 1 has been described as high level (5-5), tone 2 as mid-
rising (or mid-high-rising; 3-5), tone 3 as low-dipping (also low-falling-rising 
or mid-falling-rising; 2-1-4), and tone 4 as high-falling (5-1) (Chao, 1930). 
	 The goals of the current study are to explore to what extent people with no 
previous knowledge of tones can benefit in their ability to identify Mandarin 
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tones from (1) visual cues (i.e., whether or not a learner can see the speaker) 
and (2) the speaking style (i.e., whether or not the language input is transmitted 
in teaching style). 
	 Given the beneficial effect visual cues are supposed to have for tone 
perception, the hypothesis we explore is: participants in the bimodal (audio-
visual) condition will outperform participants in the unimodal (audio-only) 
condition, i.e. they will give more correct responses and have shorter reaction 
times. Similarly, we predict that participants exposed to the teaching style 
perform better than their counterparts who are exposed to the stimuli in 
natural style. Speaking style and modality most likely have independent effects, 
but there might also be interactions between the two. The combination of 
clear speech and visual cues might, for example, facilitate tonal learning more 
than each factor independently. In contrast (and in line with the absence of 
audiovisual superiority in clear speech conditions), visual information might be 
of little added value in a teaching style because of the clear audio signal. Based 
on the finding that audiovisual information is mostly beneficial in situations 
where the auditory signal is degraded, we conjecture that the difference between 
the audiovisual and audio-only condition is more pronounced in the natural 
speaking style condition, while in the teaching style condition, this difference is 
attenuated or perhaps even absent. The reasoning behind this, is that for tone-
naïve listeners, normal speech presents less clear (e.g., “degraded”) information 
about tone than teaching style. 
	 We conducted a tone perception experiment, in which native speakers of 
Dutch were asked to distinguish Mandarin Chinese tones on the basis of audio 
or video materials. To account for variation between speakers and between 
tones, the experimental stimuli were recorded using four different speakers 
and four different tones. We report the proportion of correct responses and 
average reaction times. We use reaction times in addition to accuracy, because 
they have proven useful for indicating the degree of helpfulness of visual cues 
and teaching style (Chen, 2003; Schneider, Dogil, & Möbius, 2011) and to 
extend previous research that only reports the proportion of correct responses 
(Burnham et al., 2001; Chen & Massaro, 2008; Mixdorff et al., 2005a, 2005b).

2.2 	 Methodology

We employed a 2 (modality) × 2 (speaking style) design for our study. Participants 
were divided over two modality conditions (audio-visual vs. audio-only) and 
two speaking styles (natural vs. teaching). In addition to these between-subject 
factors, we also looked at the role of the speakers to which participants were 
exposed (two male and two female) and the variation in identification across 
tones (the four Mandarin tones; see previous section) as within-subject factors.



C
H

A
PTER 2  M

O
D

A
LIT

Y A
N

D
 SPEA

K
IN

G
 ST

YLE O
N

 M
A

N
D

A
RIN

 TO
N

E ID
EN

TIFIC
ATIO

N

26

	 As dependent variables we recorded both the accuracy (whether a response 
was correct or not), and the reaction time (how long a participant took to 
respond) for each stimulus.

2.2.1 	 Participants
Eighty-six participants were recruited from the Tilburg University participant 
pool. The age of the participants ranged from 18 to 35 (M = 23, SD = 2.9). None 
of them had been previously exposed to tone languages. 72% of the participants 
were native speakers of Dutch, the remaining subjects were German, Italian, 
British, Spanish, Austrian, Indonesian, Bulgarian, and Turkish. They either 
received 0.5 study credits for their participation or a small token of appreciation. 
Participants were randomly assigned to one of the four conditions (video + 
teaching; video + natural; audio + teaching; audio + natural), while maintaining 
a balanced gender distribution in each group.

2.2.2 	 Stimuli

Stimulus construction

We constructed a word list with 10 Mandarin monosyllables (e.g., ma, ying 
…; selection based on Chen & Massaro, 2008 and Francis et al., 2008, see 
Appendix 1 for the complete list). Each of these syllables was chosen such 
that the four tones would generate four different meanings resulting in 40 (10 
syllables × 4 tones) different existing words in Mandarin Chinese. Four adult 
native Mandarin-Chinese speakers (two male and two female) were asked to 
read out these words. All speakers were born and raised in China and had 
come to the Netherlands for their graduate studies. They have been in the 
Netherlands for less than three years. Speakers were instructed to produce the 
40 words in two different scenarios in sequence: a natural mode (“pronounce 
these words as if you were talking to a Chinese speaker”) and a teaching mode 
(“as if you were talking to someone who is not a Chinese speaker”). In both 
conditions, there were no other instructions or constraints imposed on the way 
they should produce the stimuli. There was a 20-minute break between the two 
recordings to avoid fatigue, with the recording of the natural stimuli preceding 
the recording of the teaching style stimuli.
	 We used Eye-catcher (version 3.5.1) and Windows Movie Maker (2012) to 
record the speakers’ images and sounds. One of the advantages of Eye-catcher 
is that the camera is located behind the computer screen, which is convenient 
for unobtrusively capturing the full-frontal images of speakers’ faces, similar to 
what listeners see in a face-to-face setting.
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	 In total, 320 stimuli were produced; two sets of 160 video stimuli (10 syllables 
× 4 tones × 4 speakers) were generated, in teaching and in natural modes. These 
video clips were segmented into individual tokens, with each token containing 
one stimulus. In the final analysis, two problematic stimuli were discarded 
because one was edited too short, and another one was produced incorrectly by 
the speaker. We converted the video format from mp4 to avi using Freemake 
Video Converter (version 4.1.6) to ensure compatibility with E-Prime. Format 
Factory (version 3.9.5) was used to extract the sound from each video to 
generate the material for the audio-only conditions. This resulted in four types 
of experimental stimuli: video + teaching (VT); video + natural (VN); audio + 
teaching (AT); audio + natural (AN).

Pilot study

To ascertain the feasibility of the experimental task and the validity of the 
stimuli, 24 native Mandarin Chinese speakers were asked to identify the 
tones which were presented in the audio + natural condition (the supposedly 
most challenging condition). These speakers were born and raised in China. 
They were postgraduate students (aged 21-40) and had been staying in the 
Netherlands between four months and five years. They were asked to identify 
the tones, and their accuracy was 99.5%, indicating the validity of the stimuli 
and the feasibility of the task.

Stimulus characteristics

Acoustic and visual analyses were conducted to assess whether the differences 
between the two speaking styles (teaching and natural) were present in the 
experimental stimuli. We measured the mean duration and the average pitch of 
the two sets of experimental stimuli. In general, we expected that the duration 
of the teaching stimuli would be longer than the duration of the natural style 
stimuli. Similarly, we expected that tone patterns would be exaggerated in the 
hyperarticulated style. The tone fidelity, however, should not be impacted by 
the speaking style, since pitch is closely related to the lexical meaning of the 
word (Xu & Burnham, 2010). 
	 We used Praat 6.0.33 (Boersma & Weenink, 2017) to measure the duration 
and average pitch of the experimental stimuli. A repeated-measures ANOVA, 
with tone and speaking style as the within-subject factors and speaker as 
between-subject factor, revealed that speaking style had a significant effect on 
the duration of the stimuli, F (1, 9) = 63.3, p < .001, ŋp

2 = .876. In line with our 
expectation, the average duration of the stimuli in the teaching style (M = 0.54 
ms, SE = 0.02) was longer than that in the natural style (M = 0.48 ms, SE = 0.02). 
The average pitch was not influenced by speaking style, with F  (1, 9) = 2.09, 
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p = .183, ŋp
2 = .188. Figure 2.1 provides an illustrative example of the difference 

between the two speaking styles for the four tones. The figure clearly shows the 
expected rising and falling patterns, which are more pronounced (especially in 
their duration) in the teaching style. Table 2.1 and Table 2.2 present the means 
and standard deviations (as well as confidence intervals) for the average pitch 
and duration. Speaker differences accounted for a decent amount of variation 
in the average duration of the experimental stimuli, F (3, 27) = 8.01, p = .001, 
ŋp

2 = .471, and even more variation in average pitch, F (3, 27) = 28.7, p < .001, ŋp
2 

= .761 (Table 2.1). Tones accounted for a large amount of variation between the 
two speaking styles in duration: F (3, 27) = 399.8, p < .001, ŋp

2 = .978 and in pitch: 
F (3, 27) = 66.4, p < .001, ŋp

2 = .881(Table 2.2). There was a significant interaction 
between tone and speaking style in terms of duration: F (3, 27) = 9.01, p < .001, 
ŋp

2 = .50. However, no significant interactions were found between tone and 
speaking style in terms of average pitch: F (3, 27) = 0.59, p > .05, ŋp

2 = .63. Thus, 
our global acoustic analysis reveals strong effects of individual speakers and 
tones, while small differences between the two speaking styles also emerge.

Figure 2.1. �Plots of tone contours for natural (a) and teaching style (b). Figure based 
on one male speaker producing syllable /ma/.To illustrate differences in 
duration and pitch between the two speaking styles, the scale of the x and y 
axis is kept identical: time (0-1s) on the x axis and pitch (0-300 Hz) on the y 
axis. Tone 1, black; tone 2, red; tone 3, green; tone 4, blue.
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Speaker Tone Mean SE 95% CI

lower bound upper bound

N T N T N T N T

1 1 .434 .564 .036 .032 .354 .493 .514 .635

2 .509 .633 .039 .029 .421 .568 .597 .698

3 .663 .815 .032 .033 .590 .739 .736 .891

4 .373 .375 .028 .021 .310 .328 .436 .422

2 1 .454 .567 .029 .036 .389 .485 .519 .649

2 .458 .510 .026 .035 .399 .430 .517 .590

3 .701 .848 .036 .037 .621 .765 .781 .931

4 .395 .419 .026 .024 .337 .364 .453 .474

3 1 .429 .436 .026 .031 .370 .366 .488 .506

2 .507 .519 .024 .027 .452 .459 .562 .579

3 .588 .640 .033 .029 .514 .575 .662 .705

4 .349 .360 .027 .028 .288 .298 .410 .422

4 1 .413 .431 .025 .027 .357 .370 .469 .492

2 .490 .536 .031 .027 .419 .474 .561 .598

3 .590 .687 .019 .029 .546 .622 .634 .752

4 .336 .343 .024 .031 .282 .273 .390 .413

Table 2.1. �Descriptive statistics for duration (seprately by speaker, tone and style) (s). 
Note that SE represents standard error; CI represents confidence interval; N 
represents natural style; T represents teaching style.
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Speaker Tone Mean SE 95% CI

lower bound upper bound

N T N T N T N T
1 1 232.662 252.691 5.253 4.534 220.778 242.434 244.546 262.948

2 199.245 208.177 5.039 7.435 187.847 191.357 210.643 224.997

3 168.108 187.620 9.136 12.746 147.441 158.787 188.775 216.453

4 295.655 322.456 12.627 10.317 267.091 299.118 324.219 345.794

2 1 172.967 195.988 5.805 5.436 159.834 183.690 186.100 208.286

2 149.407 160.717 6.898 3.911 133.802 151.869 165.012 169.565

3 133.542 138.875 5.683 4.836 120.686 127.935 146.398 149.815

4 232.851 221.915 24.496 13.603 177.436 191.142 288.266 252.688

3 1 156.752 138.275 18.896 3.102 114.006 131.258 199.498 145.292

2 114.581 135.800 8.987 11.564 94.252 109.641 134.910 161.959

3 170.019 168.692 36.792 26.611 86.791 108.495 253.247 228.889

4 253.851 222.173 36.442 30.937 171.413 152.188 336.289 292.158

4 1 305.976 323.645 3.548 5.989 297.950 310.098 314.002 337.192

2 229.345 241.122 12.771 9.022 200.455 220.712 258.235 261.532

3 200.173 194.949 10.446 5.479 176.543 182.554 223.803 207.344

4 346.520 348.839 20.047 13.421 301.171 318.480 391.869 379.198

Table 2.2. �Descriptive statistics for average pitch (separated by speaker, tone, and 
style) (Hz). Note that SE represents standard error; CI represents confidence 
interval; N represents natural style; T represents teaching style.

	 For the visual analyses, we expected that the hyperarticulated action 
(teaching style) results in more facial movements as compared to natural style. 
We used Flow Analyzer4 to track the amount of movement present in the video 
as an estimate of the magnitude of movements. In this case, the total amount 
of motion was measured for each speaker, in both speaking styles, for each 
of the syllable/tone combinations. A repeated-measures ANOVA showed that 
speaking style had a main effect on the total amount of motion, F (1, 9) = 115, 
p < .001, ŋp

2 = .928. In teaching style (M = 0.25, SE = 0.01), speakers tended to 
use more visual cues than in the natural style (M = 0.15, SE = 0.003), which 

4�Flow Analyzer is a piece of software, based on Optical Flow Analysis, for extracting motion from 
2D video sequences. Optical flow computes pixel displacements between consecutive frames in 
the video.
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is in line with the idea of hyperarticulation. Individual speakers also differed 
significantly in their amount of movement, F (3, 27) = 19.56, p < .001, ŋp

2 = 
.685. Pairwise comparison (using Bonferroni adjustment) showed that Speaker 
1 and speaker 3 provided the most visual movement information. There is no 
difference between speaker 1 (M = 0.27, SE = 0.023) and speaker 3 (M = 0.21, SE 
= 0.008). Speaker 4 (M = 0.18, SE = 0.003) moved significantly less than speaker 
1 and speaker 3, p< .02. Speaker 2 (M = 0.13, SE = 0.009) signaled the least visual 
information. The different tones did not affect the amount of movement, F (3, 
27) = 2.27, p = .103, ŋp

2 = .202. On average, there was no significant difference in 
motion between natural and teaching speaking style for each separate tone: F 
(3, 27) = 2.79, p > .05, ŋp

2 = .237.
	 Flow Analyzer can also measure the motions displayed in the horizontal 
direction (x) and the vertical direction (y), which can give a clearer picture of 
the directionality or type of motions among different tones. Table 2.3 provides 
the amount of movement in the x and y direction and shows for example, that 
tone 1 has the least amount of vertical movement and the most horizontal 
movement, which is in line with a level tone. Similarly, for tone 2, tone 3 and 
tone 4, there is more vertical than horizontal motion.

Tone Mean SE 95% CI
lower 
bound

upper 
bound

lower 
bound

upper 
bound

x y x y x x y y
1 .037 .029 .005 .001 .026 .047 .026 .032

2 .028 .039 .003 .002 .023 .034 .035 .043

3 .025 .047 .001 .003 .022 .029 .041 .053

4 .033 .047 .001 .003 .030 .036 .040 .055

Table 2.3. �Descriptive statistics for the amount of facial movements on x and y axes for 
the different tones (pixels per frame). Note that SE represents standard error 
and CI represents confidence interval.

	 In sum, the results of the acoustic and visual analyses show important 
differences and interactions in the stimuli between speaking styles in both 
the auditory and visual domains, illustrating the need to test the influence 
of speaking style and visual information (modality) on Mandarin tone 
identification by naïve listeners.
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2.2.3 	 Procedure
All sessions were conducted in a sound-attenuated room. E-prime (version 2.0; 
Zuccolotto, Roush, Eschman, & Schneider, 2012) was used to set up and run the 
experiment. The full procedure consisted of three blocks: instruction, practice 
trials, and test trials. Before the experiment started, participants were asked to fill 
out a questionnaire that assessed their language background. After that, a brief 
instruction about Mandarin Chinese tones was first displayed on the screen (see 
Figure 2.2 for a screenshot): “There are four tones in Mandarin Chinese: the first 
tone is a High-Level tone, symbolized as “ ¯ ”, the second tone is a Mid-Rising 
tone, symbolized as “ ̷  ”, the third tone is a Low-Dipping tone, symbolized as “ ˅ ”, 
and the fourth tone is a High-Falling tone, symbolized as “ \ ”.
	 The task of the participants was to identify the tones they perceived from 
the speakers. Three practice trials were included to allow participants to get 
familiar with the testing procedure and the stimuli. After the practice trials, 
the experiment leader checked with the participants to make sure they fully 
understood the concept of tones (in particular the symbols) and the task. 
Finally, 160 testing stimuli (video/audio) were presented in randomized 
order for each participant (operated by E-Prime). The time for participants to 
give responses was 10 seconds. Participants received feedback: “good job” or 
“incorrect” depending on the correctness of their response, or, “no response”, 
if the participants had not reacted within the given 10 seconds. In order to 
motivate the participants to do their best, a special programming code was 
implemented in the experimental procedure: if the participants gave ten correct 
responses consecutively, the experiment would stop5.
	 Participants wore headsets, and were seated directly in front of the PC 
running the experiment. All stimuli were presented at a comfortable hearing 
level. The participants were instructed to press the designated keys with 
the corresponding tone symbols (“ 

¯
 ”, “ ̷  ”, “ 

˅ ”, “ 
\
 ”, see Figure 2.3) on them 

as accurately and as quickly as possible after they made their decisions. Their 
responses and reaction times were recorded automatically by E-prime. 

5�In total, 22 participants finished their experiments in advance (they gave ten correct responses 
consecutively). The distributed numbers in different conditions are: 8 in video + teaching; 7 in 
audio + teaching; 6 in video + natural; 1 in audio + natural
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Figure 2.2. �Screenshot of a brief introduction of Mandarin Chinese tones (in video 
conditions)

Figure 2.3. Picture of the designated keys with tone symbols on them
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2.3 	 Results

The goal of this study was to examine to what extent modality (audio-visual vs. 
audio-only information) and speaking style (natural vs. teaching mode) affect 
the perception of Mandarin Chinese tones in naïve listeners. For each stimulus, 
we recorded accuracy (whether a response was correct or not) and reaction time 
(how long a participant took to respond). The proportion of correct responses 
(accuracy) and latency (the time elapsed between the onset of the stimulus 
and the onset of the response, expressed in milliseconds) will be presented 
as dependent variables. For each dependent variable, a repeated-measures 
ANOVA was carried out with modality and speaking style as between-subject 
factors, and speaker and tone as within-subject factors. 
	 This section contains two parts: first, we present a general picture with 
respect to the effects of the between-subject variables, followed by the results 
regarding the within-subject variables. The interactions between variables are 
also described at the end of each part.

2.3.1 	 The effects of modality and speaking style
Figure 2.4 and Figure 2.5 present the effect of modality and speaking style on 
accuracy and reaction time. The first analysis examined whether communication 
modality and speaking style affected the accuracy of Mandarin tone perception.
	 As Figure 2.4 shows, overall, the video condition (M = 49.1%, SE = 0.02) 
resulted in higher accuracy scores than the audio condition (M = 42.1%, SE = 
0.02), and the difference between them was statistically significant (F (1, 76) = 
6.74, p = .011, ŋp

2 = .08). This is in line with the hypothesis that the availability 
of visual cues along with auditory information should benefit people who have 
no previous knowledge of Mandarin Chinese tones. No significant effects, 
however, were observed in terms of reaction times between the two modalities: 
M = 1048 ms, SE = 71.5 for video; M = 1197 ms, SE = 77.1 for audio; F (1, 76) = 
2.00, p = .161, ŋp

2 = .26.
	 As shown in Figure 2.5, participants exposed to teaching style were better at 
tone identification (M = 49.6%, SE = 0.02) and responded faster to the stimuli 
(M = 1062 ms, SE = 75.3) than participants exposed to natural speaking style 
materials (M = 44.7%, SE = 0.02; M = 1183 ms, SE = 73.4). However, these 
differences were not significant (F (1, 76) = 0.49, p = .484, ŋp

2 = .01 for accuracy, 
and F (1, 76) = 1.31, p = .256, ŋp

2 = .02 for reaction time). These results therefore 
reject our hypothesis that speaking style would have a main effect on the speed 
or accuracy of Mandarin tone perception. Furthermore, as shown in Figure 2.6, 
no significant interaction was observed between modality and speaking style, 
neither for accuracy nor for reaction time (F (1.76) = 1.39, p = .243; F (1.76) = 
0.23, p = .631). 
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Figure 2.4. �Illustration of the participants’ performance in video (audio-visual) and 
audio (audio-only) conditions: bars represent the percentage of correct 
responses (accuracy), and lines represent the average reaction time

Figure 2.5. �Illustration of the participants’ performance in teaching and natural styles: 
bars represent the percentage of correct responses (accuracy), and lines 
represent the average reaction time
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Figure 2.6. �Illustration of the interaction between modality (video/audio) and speaking 
style (teaching/natural): bars represent the percentage of correct responses 
(accuracy), and lines represent the average reaction time 

Figure 2.7. �Illustration of participants’ reaction to different speakers: bars represent the 
percentage of correct responses (accuracy), and lines represent the average 
reaction time
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2.3.2 	 The effects of speaker and tone
In the second part, we investigated whether individual speaker variation 
and differences in tones affected the speed and accuracy of Mandarin tone 
perception.
	 Figure 2.7 illustrates the differences between speakers. There is a significant 
main effect on accuracy, F (3, 228) = 7.05, p < .001, ŋp

2  = .09. Participants gave 
the most correct responses when the tones were produced by speaker 1 (M = 
48.6%, SE = 0.02), and the least correct responses were given for speaker 2 (M 
= 42.6%, SE = 0.02). Pairwise comparisons (Bonferroni corrected for multiple 
comparisons) showed that only the difference between speaker 1 and speaker 
2 was significant (D = 0.06, p < .001), while the differences between those 
speakers and the other two were not. There was also a significant main effect 
for speaker on average reaction time, F (3, 228) = 43.9, p < .001, ŋp

2 = .366, which 
was mainly due to the participants’ swift responses (M = 920 ms, SE = 52.4) to 
the stimuli produced by speaker 4.
	 The scenario becomes more complicated when we consider interactions 
between the independent variables. There was a significant interaction between 
speaker and modality on both accuracy and reaction time (see Figure 2.8): F (3, 
228) = 10.62, p < .001, ŋp

2 = .12 in terms of accuracy, and F (3, 228) = 5.33, p = .001, 
ŋp

2 = .07 in terms of reaction time. Another significant interaction was observed 
between speaker and speaking style (see Figure 2.9), the corresponding values 
are F  (3,  228)  = 4.94, p = .002, ŋp

2 = .06 for accuracy and F (3, 228) = 9.36, 
p < .001, ŋp

2 = .11 for reaction time. Finally, there were significant three-way 
interactions of speaker, modality and speaking style on both accuracy and 
reaction time: F (3, 228) = 5.04, p = .002, ŋp

2 = .06 and F (3, 228) = 4.72, p = 
.003, ŋp

2 = .06, respectively. These interactions suggest that individual speaker 
characteristics should be considered in these kind of studies, because of their 
intricate interplay with factors such as speaking style and modality.
	 Figure 2.8 depicts the interaction between speaker and modality (audio-
visual vs. audio-only). For both accuracy and reaction time, the conclusion that 
the audio-visual condition yields better results than the audio-only condition 
actually depends on which speaker produced the material. As shown in the 
graph, it clearly benefited participants more when they saw and heard speaker 
1 (female) and speaker 3 (male) as compared to only hearing them. There were 
no such obvious differences with speakers 2 (male) and 4 (female), though they 
also showed better performance in the audio-visual condition.
	 Figure 2.9 presents the interaction between speaker and speaking style 
(teaching vs. natural). As shown in the graph, for some speakers (speaker 1 
and speaker 3), the teaching style helped the participants give more correct 
responses and react faster compared to the natural style. However, participants 
did not benefit from the teaching style with speakers 2 and 4. When speaker 4 
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produced tone in the teaching style, it actually took participants more time to 
react.
	 Figure 2.10 illustrates the results for the four different tones. Given that 
there are four tones, the statistical chance level for a correct response is at 25%. 
The results show that the overall performance levels were above chance for each 
of the tones. Regardless of condition, tone had a striking main effect on the 
percentage of correct responses and on average reaction time, F (3, 228) = 52.1, p 
< .001, ŋp

2  = .41; and F (3, 228) = 13.98, p < .001, ŋp
2  = .16, respectively. A follow-

up analysis with pairwise comparison (with Bonferroni correction for multiple 
comparisons) shows that participants generally performed best on tone 3: they 
gave more correct responses (M = 58.6%, SE = 0.02) and were faster (M = 1026 
ms, SE = 48.3) than when they heard the other tones. Tone 4 was the most 
challenging one for participants to identify (M = 29.5%, SE = 0.02; M = 1220 ms, 
SE = 60.2). 

Figure 2.8. �Illustration of the interaction between speaker and modality (video/audio): 
bars represent the percentage of correct responses (accuracy), and lines 
represent the average reaction time
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Figure 2.9. �Illustration of the interaction between speaker and speaking style (teaching/
natural): bars represent accuracy, and lines represent the average reaction 
time

Figure 2.10. �Illustration of participants’ reaction to different tones: bars represent the 
accuracy, and lines represent the average reaction time
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	 The corresponding tonal confusion matrix is displayed in Table 2.4: it shows 
that tone 3 was indeed the least confusing tone (68.9%) for non-native listeners. 
The falling-tone tone 4 was most commonly misidentified as a high-level tone 
1 (26.5 %), though the confusions are not necessarily symmetrical: tone 1 was 
mostly confused with mid-rising tone 2 (20.3 %), rather than with tone 4. 

Presented Tones Total

1 2 3 4

Missing 0.17 0.10 0.12 0.10 0.13

Responded tones

1 59.58 13.03 5.10 26.52 26.16

2 20.27 59.87 13.12 18.14 27.75

3 7.51 17.87 68.86 7.89 25.67

4 12.46 9.13 12.80 47.35 20.30

Total count 4,020 3,922 4,001 3,892 15,835

Table 2.4. �Confusion matrix for tone (percentage correct). Rows indicate responded 
tones from participants, columns present tones from stimuli, and figures 
correspond to percent. Bold figures indicate correct tone identification.

	 There was a significant interaction between speaker and tone for correct 
responses (F (9, 684) = 4.25, p < .001, ŋp

2  = .05), but not for reaction times (F (9, 
684) = 1.63, p = .102, ŋp

2 = .02).
	 With regard to reaction time, there was indeed a significant interaction 
between tone and speaking style (see Figure 2.11): F (3, 228) = 7.30, p < .001, 
ŋp

2  = .09. For each tone in the two styles, participants responded faster in the 
teaching condition than in the natural style (M = 1062 ms, SE = 75.3 vs. M 
= 1183 ms, SE = 73.4). This tells us that the speed of people’s reactions to the 
tone depends on the speaking style. Teaching style may not help listeners give 
a more correct response, but it does speed up their decisions. From Figure 2.11, 
we can also see that teaching style helps listeners to identify some certain tones 
faster: listeners were only significantly faster when they heard tone 2 or tone 4, 
while the difference between tone 1 and tone 3 was not significant.
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Figure 2.11. �Illustration of the interaction between tone and speaking style (teaching/
natural) in terms of reaction time. Teaching style, blue; natural style, red.

2.4 	 Discussion and conclusion

The main goals of the current study were to explore to what extent tone-naïve 
listeners of Mandarin Chinese are able to learn to identify tones in isolated 
words, and whether they can benefit (1) from visual cues that speakers display 
in their facial movements and (2) from a speaking style that resembles teacher 
talk. 
	 Our finding that tone-naïve listeners were better able to identify tones 
when they saw the speakers than when they only heard them supports the 
hypothesis that visual information plays a facilitating role in learning to 
identify Mandarin tones. This suggests that there is perceptually-salient visual 
information that aids in the classification of Mandarin tones. These visual cues, 
including movements of the head, neck, mouth and lips, are observable and 
used by non-native listeners as features to discriminate between the different 
tones. Interestingly, many previous studies were not able to find significant 
differences between audio-only and audio-visual conditions in native speakers 
except under difficult listening conditions (e.g., Sumby & Pollack, 1954; Smith 
& Burnham, 2012) or degraded stimuli (Burnham et al., 2001; Mixdorff & 
Charnvivit, 2004). One explanation for this discrepancy between previous and 
current results could be that earlier studies on visual information used native 
speakers as participants. In our pretest, we also observed that native participants 
in the audio-only condition already performed at ceiling (see section 2.2.2). 
In earlier studies, these may have obscured possible beneficial effects of the 
visual modality. In contrast to these previous findings, we did find a difference 
between audio-only and audio-visual conditions with “clear” stimuli (i.e., no 
noise or degraded signal) for non-native listeners in Mandarin Chinese tone 
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perception. In that respect, our study is in line with studies that have shown 
that visual information is available to, and used by, language learners during 
speech perception (Burnham et al., 2001, 2002; Reid et al., 2015).
	 In contrast, and contrary to our expectations, we did not find a significant 
main effect of speaking style on identification accuracy or reaction time. Stimuli 
produced in a teaching style were not identified better than those produced in a 
natural style, neither in terms of accuracy nor in terms of reaction time. It should 
be noted, though, that there was a significant two-way interaction between tone 
and speaking style on average reaction time. This interaction reveals that the 
speed with which listeners can identify specific tones is influenced by speaking 
style for selected tones. More specifically, listeners were faster for tone 2 and 
tone 4 in teaching style. This is probably due to the fact that the tone contours 
for the rising tone 2 and falling tone 4 are hyperarticulated or exaggerated to a 
greater degree (see also Kim & Davis, 2001) in the teaching style, which eases 
the task for listeners (Rosenblum & Fowler, 1991). We found no differences for 
tones 1 and 3, possibly due to the intrinsic acoustic features of these two tones. 
Tone 1 is a level tone, for which it is hard to see how hyperarticulation could be 
beneficial. Tone 3 is the easiest one for listeners to distinguish due to its unique 
tone shape (first falling, then rising) and duration. In addition, given the set-up 
of our stimulus recording (with elicited productions of isolated words), it could 
have been the case that our natural condition already represents rather “clear” 
speech, and in that sense it is not representative of the reduced speech samples 
one often observes in more spontaneous data, so that this tone may already 
have been comparatively easy for listeners to distinguish. 
	 We followed up our investigation of speaking style and modality with a 
(post hoc) analysis of speaker effects. Specifically, we assessed whether some 
speakers produce tones that are easier to identify than the tones of other 
speakers. We found that participants indeed gave more correct responses to the 
stimuli produced by speaker 1, and reacted faster to those produced by speaker 
4. Speaker variation in general appears to have a significant influence on 
Mandarin tone identification: speaker 1 is an easier model for the participants 
to recognize which results from the combined effect of acoustic and visual 
information she provided. For example, speaker 1 provided more visual motion 
than speaker 2 and speaker 4 did (even when the difference between speaker 1 
and speaker 3 was not significant in this respect). This difference is visible not 
only in the numbers, but also in a more qualitative analysis of her recordings: 
obvious visual motions are present when she produced tone 1 by horizontally 
moving her head and neck, while the other speakers barely used such motions 
when they produced the same tone. In the audio-only conditions, the words 
spoken by speaker 1 had a longer duration on average than those of the other 
speakers, which could also have been beneficial for tone identification. In 
addition, given that speakers 1 and 4 are both female, it would also be interesting 
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to explore in greater detail whether female speakers are easier models to learn 
from, and, if so, what kinds of characteristics are responsible for this beneficial 
effect. Our study does not allow us to attach much importance to the gender 
differences, however, due to the limited number of speakers. 
	 Finally, apart from the effects of modality and speaking style, inherent 
features of the tones appear to be main contributors to differences in tone 
perception. In other words, it is much more important which tone the listeners 
hear than how they hear it. We found that tone 3 was the easiest one for the 
listeners to identify, while tone 4 was the most difficult one. This is possibly 
due to their specific temporal characteristics – tone 3 has the longest duration 
and two intensity peaks, while tone 4 has the shortest duration, and only one 
intensity peak. This finding is not entirely in line with previous studies: while 
tone 3 has indeed been found the easiest to identify, due to the longest vowel 
duration, tone 4 has not been clearly found to be the most difficult one to 
recognize (Mixdorff et al., 2005b; Blicher, Diehl, & Cohen, 1990; Fu & Zeng, 
2000).
	 So, our findings imply that teaching Mandarin tones might benefit from 
pointing out to learners the information that visual cues can contribute. In a 
teaching context, teachers should consider using their facial expressions while 
talking to students/learners, while learners/students should be trained to 
consciously attend to visual information. As for online learners, using video is 
likely to be more effective than using audio-only material.
	 Further research could reveal the underlying causes of the superiority of 
audio-visual presentation over visual-only stimuli. For instance, in order to 
figure out which information is more influential (the auditory information 
or the visual cues), researchers could measure the effect of discrepant visual 
information with auditory information during tone perception, similar to 
what has been done to test the McGurk effect (see Chapter 4). When listeners 
perceive conflicting auditory and visual information, the question is how 
they will weigh these two cues. For instance, a participant could be presented 
with an audiovisual presentation of a Mandarin low-dipping tone 3, either 
accompanied with a video of a speaker who produces lowering head and neck 
movement (which would be the most natural visual expression to accompany 
such a tone), or with an incongruent video of a speaker who produces a raising 
head and neck (that usually accompanies tone 2). In the latter case, the question 
then arises as to whether a participant would ignore one of the two sources of 
information, or integrate them in a way that may lead to a perception that is 
different from a unimodal presentation.
	 Overall, learning Mandarin tones may be facilitated by being aware of the 
aid provided by audio-visual information as well as by the potential benefit in 
clear speech as exemplified in teacher talk, although the contribution of both 
factors depends on the specific tones and speakers in question. Irrespective 
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of different contributions of each modality, some speakers/teachers will be 
easier models for learners to learn from than others. In addition, it is clear that 
the individual tones differ in learnability; this too should be taken on board 
in curriculum design. We hope our findings aid second language learners of 
Mandarin and will inspire further research on Mandarin tone learning. 



Chapter 3Chapter 3
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Chapter 3

Mandarin Tone 
Identification by  

Tone-naïve Musicians and 
Non-musicians in Auditory-
visual and Auditory-only 

Conditions

	 Abstract.	 A considerable number of studies have shown that 
musical ability has a positive effect on language processing. Extending 
this body of work, this study investigates the effects of musicality and 
modality on Mandarin tone identification in tone-naïve participants. To 
examine the effects of visual information in speech, Mandarin tones were 
presented in auditory-only or auditory-visual modalities to participants 
with or without musical experience. The Goldsmith Musicality Index 
was used to assess the musical aptitude of the participants. Overall, 
musicians outperformed non-musicians in the tone identification task 
in both auditory-visual and auditory-only conditions. Both groups 
identified tones more accurately in the auditory-visual condition than 
in the auditory-only condition. In addition, performance differed by 
tone: musicality holds its main effect on each level of tone; while the 
influence of modality differs for individual tones; the identification of 
tone 3 (a low-falling-rising) proved to be the easiest, while tone 4 (a high-
falling tone) was the most difficult to identify for all participants. Out of 
all the musical skills measured by the Goldsmith Musicality Index, the 
amount of musical training was the only predictor that had an impact on 
the accuracy of Mandarin tone perception. These findings suggest that 
learning to perceive Mandarin tones benefits from musical expertise, and 
visual information can facilitate Mandarin tone identification, but mainly 
for tone-naïve non-musicians.*

*�This chapter is based on: Han, Y., Goudbeek, M., Mos, M., & Swerts, M. (2019). Mandarin tone 
identification by tone-naïve musicians and non-musicians in auditory-visual and auditory-only 
conditions. Frontiers in Communication, 4, 70. https://doi.org/10.3389/fcomm.2019.00070
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3.1 	 Introduction

More than half of the languages (60% -70%) spoken in the world are 
so-called tone languages (Yip, 2002). Of these, Mandarin Chinese is 
spoken by the largest population by far (total users in all countries in 

2015: 1,107,162,2306). Learning to identify Mandarin tones is difficult for speakers 
of non-tonal languages. Unlike most European languages, which rely primarily 
on phonological distinctions between consonants and vowels to distinguish 
word meanings, tone languages, such as Mandarin Chinese, additionally use 
tones to distinguish meanings at the lexical level. Marked by fundamental 
frequency (F0), pitch patterns and intrasegmental prosody, Mandarin Chinese 
has four main distinctive tones, conventionally numbered 1– 4: tone 1: high-
level (5-57); tone 2: mid-rising (or mid-high-rising; 3-5); tone 3: low-dipping 
(also low-falling-rising or mid-falling-rising; 2-1-4); and tone 4: high-falling 
(5-1) (Chao, 1930). Although tonal movement tends to correlate with other 
acoustic variables, the consensus is that F0 (as the correlate of perceived 
pitch) is the dominant acoustic feature for Mandarin Chinese tones (Tseng, 
1981). Given the ubiquity of tonal languages and their increasing economic 
importance (Maddieson et al., 2013), identifying factors that promote efficient 
learning of Mandarin tones has attracted considerable scholarly attention 
(for example, Hao, 2012; So & Best, 2010). In the current study, we focus on 
two factors which may contribute to Mandarin tone perception: musical 
ability (comparing musicians and non-musicians), and modality (comparing 
auditory-visual stimuli with auditory-only stimuli).

3.1.1 	 Tone perception and musical ability
Musical ability has been shown to be an important factor in many aspects 
of language learning. Neuropsychological as well as behavioral studies 
have revealed that musical expertise positively influences aspects of speech 
processing such as lexical pitch (Alexander, Wong, & Bradlow, 2005; Delogu, 
Lampis, & Belardinelli, 2006, 2010; Ong, Burnham, Escudero, & Stevens, 2017), 
sentence intonation, and perceiving the metric structure of words (Marie et al., 
2011). Both the perception of native (Schön et al., 2004) and foreign language 
speech (Marques et al., 2007) have been reported to benefit from musical 
experience (Marie et al., 2011; Milovanov et al., 2008; Milovanov et al., 2010). 
The current study aims to explore whether musical expertise also helps tone-
naïve listeners to correctly identify Mandarin Chinese tones. 

6Ibid., p. 4.
7Ibid., p. 4.
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	 It is not surprising that musical expertise facilitates speech perception, 
since music and speech are similar in several ways (Besson, Chobert, & 
Marie, 2011; Patel, 2010). For one thing, music and speech are both complex 
auditory signals based on similar acoustic parameters: both pitch and duration 
contribute to the melodic and rhythmic aspects of music and to the linguistic 
functions of speech (Chobert & Besson, 2013). In addition, music and speech 
processing both require attention, memory and similar sensorimotor abilities. 
Furthermore, recent insights suggest that processing music and language use 
closely related neurocognitive systems. Although the dominant view has been 
that language and music processing were located in different hemispheres of the 
brain (left for language and right for music), an increasing number of studies 
have found that there is a functional overlap in the brain networks that process 
acoustical features used in both speech and music (Besson, Schön, Moreno, 
Santos, & Magne, 2007; Mok & Zuo, 2012; Patel, 2010; Wong, Skoe, Russo, 
Dees, & Kraus, 2007). For example, Tillmann, Burnham, Nguyen, Grimault, 
Gosselin and Peretz (2011) found that deficits in musical processing in non-
tone language speakers with amusia were associated with deficits in lexical 
tone processing. Besides, musical training appears to drive adaptive plasticity 
in speech processing networks (Milovanov & Tervaniemi, 2011) and there is 
a music training transfer between music and acoustic processing in speech, 
such as frequency and duration (Besson et al., 2011). In line with the findings 
above, one would expect musicians to exhibit superior performance on pitch 
processing, and, as a result, being better at learning to discriminate tones. 
	 The unfamiliarity with tone in many Western speakers makes tone languages 
ideally suited to examine the influence of musical experience on language 
acquisition (Marie et al., 2011). Previous studies have shown that musicians 
are more sensitive to subtle pitch variations in speech than non-musicians 
(e.g., Micheyl, Delhommeau, Perrot, & Oxenham, 2006; Schön et al., 2004). 
Furthermore, Burnham, Brooker and Reid (2015) showed that musicians and 
absolute pitch musicians were not only better overall in discriminating tones 
in speech and non-speech, but also less susceptible to the linguistic context 
effect. Behavioral studies clearly provided evidence that lexical tone perception 
benefits from musical expertise. For example, a relevant study by Gottfried and 
Riester (2000) showed that tone-naïve English music majors identified the four 
Mandarin tones better than non-musicians, and that musicians were also better 
at producing the Mandarin tones as compared to non-musicians. Furthermore, 
music majors performed better than non-musicians in pitch glide identification, 
and were more accurate in their identification of both intact and silent-center 
Mandarin syllable tones (Gottfried, Staby, & Ziemer, 2004; see also Alexander 
et al., 2005 for similar results). In another study, by using intact and acoustically 
modified syllables (silence-center syllables and onset-only syllables) of the four 
Mandarin tones produced by multiple speakers, Lee and Hung (2008) assessed 
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the difference in performance in Mandarin tone identification between English 
musicians (with 15 years of musical training on average, without absolute 
pitch abilities) and non-musicians. They found that musicians processed 
pitch contours better than non-musicians and concluded that (extensive) 
musical training facilitated lexical tone identification, although the extent to 
which musical ability facilitated tone perception varied as a function of the 
tone in question and the type of acoustic input. Specifically, the advantage of 
the musicians (in accuracy and reaction time) in identifying Mandarin tones 
decreased when the acoustic information was reduced (from intact syllables 
to silent-center and onset-only syllables); and musical background mainly 
benefited the identification of tones 1, 2, and 4. Taken together, these studies 
show that musicians consistently outperform non-musicians in the area of 
lexical tone processing of non-tone language speakers. 
	 Much previous related research, such as the studies mentioned above, has 
focused on comparing musicians and non-musicians with regards to cognition, 
behavior and brain structure/function (Aheadi, Dixon, & Glover, 2010; Gaser & 
Schlaug, 2003; Hassler & Gupta, 1993; Koelsch, Gunter, Friederici, & Schröger, 
2000). These earlier studies have usually compared two groups of participants, 
musicians and non-musicians, based on musical abilities conferred by musical 
training/education or based on the skill/level of playing musical instruments. 
While these criteria suffice to distinguish two different groups in general, they 
fail to provide insights into which aspects of musical ability contribute to the 
improved tone perception in musicians, since an individual’s musicianship 
status is not a unitary construct, but comprises multiple abilities, such as singing 
ability, perceptual abilities, and duration of training. In the current study, we 
use the Goldsmiths Musical Sophistication Index (Gold-MSI) (Müllensiefen 
et al., 2014) as a tool to provide a more fine-grained analysis of the reported 
musical abilities of participants. With this, we aim to better understand the 
differences between musicians and non-musicians and relate these differences 
in specific musical abilities to different performance in tone perception. 

3.1.2 	 Tone perception and visual information 
The extent to which musicians outperform non-musicians in tone perception 
could be mediated by other factors, such as the presence of visual information, 
which has been shown to facilitate speech perception (e.g., Hirata & Kelly, 
2010; Sueyoshi & Hardison, 2005). Visual speech information is provided by 
movements in the facial area: specifically, movements created by the face, the 
head and neck, and the lips. In order to be understood, speakers are assumed to 
strive to provide optimal acoustic and visual information to meet the demands 
of the target audience or the communicative situation (Burnham et al., 2002). 
Several studies (e.g., Burnham et al., 2000, 2001; Mixdorff & Charnvivit, 2004; 
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Mixdorff et al., 2005a, 2005b) have shown that visual speech information 
is related to the production of lexical tones. When speakers want to convey 
information about tone (the pitch contour for instance), facial cues (along with 
gestures) are a common visual resource they resort to alongside the acoustic 
information (Swerts & Krahmer, 2008; Zheng et al., 2018). Because our mouth, 
face, and head needs to move in a certain way to produce a given tone, the 
amplitude (range) and the length (duration) of the visible articulations change. 
For example, in Mandarin Chinese tones, there are clear differences in the 
duration of the vowels and the amplitude across tones: tone 3 usually has the 
longest vowel duration, while tone 4 tends to be the shortest; the amplitude 
for tone 3 is usually the lowest one, whereas tone 4 normally has the highest 
amplitude (Tseng, 1981). It makes much sense that these acoustic differences, 
for instance in the amplitude and the length of the articulation, have correlating 
visual characteristics (Chapter 2). Physiological studies (e.g., Xu & Sun, 2002) 
suggest certain restrictions with respect to the coordination of the laryngeal 
and articulatory systems, which may lead to visual cues for tones (Mixdorff et 
al., 2005a). In addition, regarding prosodic features, a significant correlation 
has been found between the motion of the head and fundamental frequency 
during the production of speech (Yehia et al., 2002). For example, in the case 
of the Mandarin tone 3 (a low-dipping tone in terms of height and contour), 
the correlated direction of head/neck motion during tone production is usually 
signaled by a low-falling-rising head movement. 
	 However, the extent to which auditory-visual information facilitates or 
improves tone identification compared to auditory-only information (i.e., the 
superiority of bimodal performance compared to unimodal performance) 
differs widely across individuals (Grant & Seitz, 1998). Furthermore, the 
benefit of visual/facial information for tone perception depends strongly on 
context, and in particular on the availability of a clear and reliable acoustic 
signal. In situations where such a signal is available, extra visual information 
may actually distract the perceivers instead of facilitating their tone perception, 
since they are reluctant to use the visual information when acoustic sources 
are available and reliable. For example, Burnham et al. (2001) have found that 
in an experiment using clean speech, Australian English speakers performed 
better in a task of identifying Cantonese words that differed only in tone in 
the auditory-only (AO) condition than in the auditory-visual (AV) condition 
(where they had access to lip and face movements).
	 In our study, we look into the effects of modality and musicianship on 
Mandarin tone perception. More specifically, we presented musicians and 
non-musicians with auditory-visual or auditory-only tone stimuli. Because of 
extensive musical training, musicians are particularly sensitive to the acoustic 
structure of sounds (i.e., frequency, duration, intensity and timbre parameters). 
This sensitivity has been shown to influence their perception of pitch contours 
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in spoken language (Schön et al., 2004), but the extent to which musicians are 
affected by the presence of (exaggerated) visual information during speech 
perception has remained largely unexplored. Besides, while they are obviously 
related, pitch perception is not the same as the identification of lexical tone. 
While musicians might benefit from the additional information just like non-
musicians, this is not a given. Given their extensive training to analyze the 
acoustic signal, they might not be as inclined to use visual cues (compared to 
non-musicians). Thus, they may benefit less from the added visual information. 
Musicians may have developed the ability to focus on specific properties of 
sounds and this superior ability may in turn help them categorize the sounds 
and make the relevant decision (Besson et al., 2011). We hypothesize that 
musicians may still benefit from the added visual information for the Mandarin 
tone identification, but that this contribution is likely smaller than that for non-
musicians. While performing tone identification, our participants are exposed 
to different stimuli to which they have to respond. Over the course of the task, 
we expect participant’s performance to improve progressively. In order to 
investigate the learning process and to see whether the two participant groups 
differ with respect to their learning rate, for example, whether the musicians 
learn faster, or display superior performance from the beginning, we will 
look at the performance over time. In general, we assume that performance 
improves with training. Whether musicians outperform non-musicians from 
the beginning, or show a steeper learning curve, is an open question.
	 In sum, we investigate the effects of musical ability on Mandarin tone 
identification by tone-naïve listeners (speakers of Dutch), with a specific 
interest in how their performance is mediated by differences in modality. The 
Gold-MSI was used to measure the musical sophistication of each participant. 
We conducted a linear regression analysis to find out whether a specific musical 
ability/skill as measured by the subscales of the Gold-MSI is related to successful 
tone identification. Since the effects of our two independent variables might 
vary among tones, we subsequently assess the effects for each tone individually 
in our study.

3.2 	 Materials and methods

A 2 (musical ability) × 2 (modality) between-participant design was employed 
in this study. Two groups of participants (musicians and non-musicians) were 
randomly divided over two modality conditions (auditory-visual vs. auditory-only). 
Given the likelihood of learning effects, it was not possible to include modality as a 
within-participant factor. Accuracy, defined as the percentage correct identification 
of a tone based on its auditory realization, was the dependent variable.
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3.2.1 	 Participants
There were 170 participants comprising two groups that differed in musical 
ability: 86 non-musicians (mean age 22, 62 females) were recruited from the 
Tilburg University participant pool; 84 musicians (mean age 22, 35 females) 
were recruited from the Fontys School of Fine and Performing Arts (located 
in Tilburg). Eighty-three percent of the participants were native speakers of 
Dutch, with the remaining participants reporting German, French, Greek, 
English, Portuguese, Spanish, Italian, Russian, Indonesian, Bengali and Arabic 
as their native language. None of them were native speakers of tone languages, 
and none had had formal training to learn a tone language. The musician 
group consisted of participants who had had eight or more years of intensive 
music training and practice up until 2017, while none of the non-musicians had 
received continuous musical training8. A self-reported musical sophistication 
questionnaire, the Gold-MSI, was used to assess the musical skills and behaviors 
of the participants.

3.2.2 	 Materials and stimuli

Gold-MSI

Individuals differ in their repertoire of musical behaviors and in the level of 
skill they display for particular musical behavior (Müllensiefen et al., 2014). The 
Gold-MSI is an attested self-assessment instrument that measures individual 
differences on multiple dimensions towards musical skills and behaviors. Thirty-
eight items in total measure individual differences in musical sophistication. 
Among them, 31 items are rated on a seven-point scale (1= completely disagree 
and 7= completely agree); for the remaining 7 items, participants choose one 
answer from 7 options (the first option yields 1 point; the seventh option yields 
7 points (e.g., I can play 0 / 1 / 2 / 3 / 4 / 5 / 6 or more musical instruments).
	 The Gold-MSI is a multi-faceted instrument that measures different aspects 
of musical sophistication. It has five sub-scales and one general score for the 
following facets: active engagement comprised of nine items covering a range of 
active musical engagement behaviors (e.g., “ I spend a lot of my free time doing 
music-related activities”); perceptual abilities also with nine items, most of them 
related to musical listening skills (e.g., “I am able to judge whether someone is a 
good singer or not”); musical training combines seven items about the extent of 
musical training and practice (e.g., “I have had formal training in music theory 
for __ years”); singing abilities consists of seven items that reflected different 
skills and activities related to singing (e.g., “I am able to hit the right notes 

8�Some of the non-musicians periodically had had some musical education, for example in their 
middle school. 
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when I sing along with a recording”); emotions included six items describing 
active behaviors in response to music (e.g., “I sometimes choose music that can 
trigger shivers down my spine”); the general musical sophistication had 18 items 
which incorporated representative questions from all the five sub-scales. 
	 The Gold-MSI is used in this study to measure the individual’s musicality. 
The factor structure and internal reliability of the Gold-MSI have previously 
been tested with a German sample (Schaal et al., 2014), and validated for use 
with secondary school pupils in a large German sample of 11-19 years old 
(Fielder & Müllensiefen, 2015); it has also been used in a study with young and 
older Dutch adults (Vromans & Postma-Nilsenová, 2016).

Stimulus construction

We constructed a word list with 10 Mandarin monosyllables (e.g., ma, ying …, 
based on stimulus material from Francis et al., 2008 and from Chen & Massaro, 
2008). Each of these syllables was chosen in such a way that the four tones 
would generate four different meanings, resulting in 40 (10 syllables × 4 tones) 
different existing words in Mandarin Chinese (See Appendix 1 for a complete 
list of the stimuli, previously used by Chapter 2).

Material Recording

Four (2F, 2M) native Mandarin Chinese speakers were instructed to produce the 
40 words in two different scenarios in sequence: a natural mode (“pronounce 
these words as if you were talking to a Chinese speaker”) and a teaching mode 
(“pronounce these words as if you were talking to someone who is not a Chinese 
speaker”), with the recording of the natural stimuli preceding the recording of 
the teaching style stimuli. In both conditions, there were no other instructions 
or constraints imposed on the way the stimuli should be produced. A 20-minute 
break was given to the speakers between the two recordings to counter fatigue. 
Speaking style as a factor is not reported on in the current paper.9
	 The images and sounds from the speakers were recorded by Eye-catcher 
(version 3.5.1) and Windows Movie Maker (2012). One of the advantages of 
the Eye-catcher system is that the camera is located behind the computer 
screen and thus records people “through” the screen, which is convenient for 
unobtrusively capturing the full-frontal images of speakers’ faces, similar to 
what listeners see in a face-to-face setting.

9�An analysis with speaking style as one factor has been reported in Chapter 2. This paper focused 
on the effects of musicality and modality on tone identification for tone-naïve participants 
(experimental stimuli were the same as the previous paper, but there was a different group of 
participants). Including speaking style as a factor in the analyses did not meaningfully alter the 
effects of the other independent variables.
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	 In total, two sets of 160 video stimuli (10 syllables × 4 tones × 4 speakers) 
were produced in teaching and in natural modes. These video clips were 
segmented into individual tokens, with each token containing one stimulus. 
We used Format Factory (version 3.9.5) to extract the sound from each video 
to generate stimuli for the auditory-only conditions. This resulted in four types 
of experimental stimuli: video + teaching (VT); video + natural (VN); audio 
+ teaching (AT); audio + natural (AN), with each set containing 160 testing 
stimuli. Therefore, the auditory-visual (video) conditions include VT and VN, 
and the auditory-only (Audio) conditions are AT + AN.

3.2.3	 Procedure
This study was carried out in accordance with the recommendations of 
the Research Ethics and Data Management Committee of Tilburg School 
of Humanities and Digital Sciences, Tilburg University. The protocol was 
approved by the Research Ethics and Data Management Committee of Tilburg 
School of Humanities and Digital Sciences, Tilburg University. All participants 
gave written informed consent in accordance with the Declaration of Helsinki.
	 The task of the participants was to (learn to) identify the tones they perceived 
from auditory-visual or auditory-only stimuli. We used E-prime (Version 2.0; 
Zuccolotto et al., 2012) to set up and run the experiment. Upon their arrival, 
participants signed an informed consent form that contained information about 
the nature of the experiment and their voluntary participation in it, agreeing 
for the data to be used for scientific research. They then filled out the Gold-MSI 
questionnaire, assessing their musical background. Next, they received a brief 
instruction about Mandarin Chinese tones. This instruction was displayed on 
the screen (see Figure 3.1 for a screenshot): “there are four tones in Mandarin 
Chinese: the first tone is a high-level tone, symbolized as “ ¯ ”, the second tone 
is a mid-rising tone, symbolized as “ ̷  ”, the third tone is a low-dipping tone, 
symbolized as “ ˅ ”, and the fourth tone is a high-falling tone, symbolized as “ \ ”. 
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Figure 3.1. �Screenshot of a brief introduction of Mandarin Chinese tones (in auditory-
visual conditions)

	 The introduction was followed by exposure to three practice trials, either 
auditory-only or auditory-visual, depending on the condition they were 
randomly assigned to. After those, the experiment leader checked whether they 
had fully understood the concept of tones (in particular the symbols) and the 
task was clear. The main experiment consisted of 160 testing stimuli (video/
audio), which were presented in an individually randomized order (operated 
by E-Prime). Participants received feedback in both the practice and testing 
trials in the form of a “good job” or “incorrect” message on the screen after their 
response. If no response was recorded within 10 seconds after the end of the 
stimulus, “no response” was shown. This registered as a missing response.
	 Participants were seated in a sound-attenuated room, wearing headsets, 
directly in front of the PC running the experiment. All stimuli were presented 
at a comfortable hearing level. They were told to press the designated keys with 
the corresponding tone symbols (“ ¯

 ”, “ ̷  ”, “ ˅ ”, “ \ ”, see Figure 3.2) on them 
as accurately and as quickly as possible after they made their decisions. Their 
responses (and reaction times) were recorded automatically by E-prime.
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Figure 3.2. Picture of the designated keys with tone symbols on them

3.3	 Results

3.3.1 	 Overall tone perception
In order to examine to what extent modality (auditory-visual vs. auditory-
only) and musical ability (musicians vs. non-musicians) affect the perception 
of Mandarin Chinese tones, a mixed ANOVA was carried out with modality 
and musical ability as between-subject factors, and speaker and tone as within-
subject factors. The percentage of correct responses (accuracy) was analyzed as 
the dependent variable.
	 Figure 3.3 depicts the performance of musicians and non-musicians in 
the two experimental conditions. Overall, participants were able to identify 
Mandarin tones well above chance (25%) (a histogram of each participant’s 
accuracy in Appendix 2 shows that only about 1.8%, i.e., 3 individuals, of 
the participants score below chance over all tones), and the musician group 
outperformed the non-musician group in both experimental conditions, as 
indicated by a higher percentage of correct responses (M = 75%, SE = 0.02 vs. 
M = 48%, SE = 0.02). The difference in percentage correct between musicians 
and non-musicians was statistically significant (F (1, 166) = 150, p < .001, ŋp

2 = 
.48), which was in line with our hypothesis that musical ability positively affects 
the ability to identify Mandarin tones. 
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Figure 3.3. �Average accuracy in percentage correct of Mandarin tone identification as 
a function of musical background and modality. Video represents auditory-
visual conditions and Audio represents auditory-only conditions. Error bars 
represent standard errors.

	 The statistical analyses further showed that the auditory-visual condition 
(M = 65%, SE = 0.02) yielded significantly higher accuracy scores than the 
auditory-only condition (M = 59%, SE = 0.02); F (1, 166) = 6.39, p = .012, ŋp

2 = 
.037. These results are in line with the hypothesis that the availability of visual 
cues along with auditory information is useful for people who have no previous 
knowledge of Mandarin Chinese tones when they need to learn to identify 
these tones. For musicians, seeing the speaker (video condition) helped them 
to identify more tones correctly as compared to only listening to the speaker 
(audio condition): 77% vs. 73%, t (13438) = 5.12, p < .001. For non-musicians, the 
effect of visual information was even greater: 52% in auditory-visual condition 
and 45% in auditory-only condition, respectively; t (13758) = 8.60, p < .001. 
Notably, there was no significant interaction between musicality and modality: 
F (1, 166) = 0.66, p = .42, ŋp

2 = .004, which indicates that the effects of musicality 
or modality on tone perception are not dependent on each other. Overall, the 
lack of two-way interaction indicates that both groups identified tones more 
accurately in the video condition than in the audio condition.
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 Musicians indeed outperformed non-musicians in terms of average 
accuracy in Mandarin tone identifi cation. However, as we mentioned in the 
fi rst section of this study, the learning patterns over time for both participant 
groups are of interest in this regard as well. We included stimulus number (1-
160) as a predictor in the regression model. In the regression with stimulus 
number as a predictor (both separately and together with musicianship and 
modality) and the average accuracy as the dependent variable, stimulus 
number signifi cantly predicts performance: F (1, 638) = 32.82, p < .001, with an 
R2 of .049 and F (3, 636) = 829, p < .001, with an R2 of .796, respectively. We also 
did a regression analysis with the interaction between stimulus number and 
musicianship (to see whether the learning rate of musicians and non-musicians 
diff ered), but that eff ect was small and non-signifi cant (p = .057). Th e scatter 
plots in Figure 3.4 show the learning curves for musicians and non-musicians 
in audio (auditory-only) and video (auditory-visual) conditions. In general, 
both groups of participants showed improvement in performance over time, 
which shows both groups are learning. Although musicians performed better 
than non-musicians across the board (they had a higher accuracy), they did not 
learn faster than non-musicians.

Figure 3.4.  Learning curves for musicians and non-musicians in Audio (auditory-only) 
and Video (auditory-visual) conditions
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3.3.2	 Individual tone perception

Figure 3.5. �Average accuracy in percentage correct of Mandarin tone identification 
as a function of modality, musicality and tone. Video represents auditory-
visual conditions and Audio represents auditory-only conditions. Error bars 
represent standard errors.
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Figure 3.5 shows the identification performance in terms of accuracy of 
musicians and non-musicians in the two experimental conditions for each 
of the four Mandarin tones. Musicians again performed better than non-
musicians for all four Mandarin tones. While musicality continued to play a 
significant role in each tone’s identification: F (3, 498) = 10.76, p < .001, ŋp

2 = 
.061, modality did not affect the accuracy of identifying each tone: F (3, 498) = 
1.79, p = .149, ŋp

2 = .011. For both participant types (and for all combinations of 
modality) tone had a strong effect on accuracy (F (3, 498) = 102, p < .001, ŋp

2 
= .38). Furthermore, there was a significant two-way interaction between tone 
and musicality and a significant three-way interaction between tone, musicality, 
and modality (F (3, 498) = 3.33, p = .022, ŋp

2 = .02). 
	 Given the significant three-way interaction we conducted four separate (one 
for each tone) two-by-two analyses of variance with musicality and modality as 
independent variables and accuracy as the dependent variable. For tone 1, this 
resulted in a main effect of modality (F (1, 169) = 9.99, p = .002), with accuracy 
being higher in the video condition, a main effect of musicality (F (1, 169) = 122.18, 
p < .001), with accuracy being higher for musicians, but no significant interaction 
between the two main effects (F (1, 169) = 0.19, p = .66). For tone 2, we found a 
main effect of modality (F (1, 169) = 7.15, p = .008), with accuracy being higher in 
the video condition, a main effect of musicality (F (1, 169) = 144.82, p < .001), with 
musicians being more accurate than non-musicians, but this effect was qualified 
by a significant interaction between musicality and modality (F (1, 169) = 7.45, 
p = .007). This significant interaction was further analyzed in two independent 
t-tests contrasting the auditory-visual and the auditory-only modality separately 
for each participant group. For musicians, this analysis showed no significant 
difference between the two modalities; t (82) = -0.04, p = .97. Non-musicians 
however, were significantly more accurate in the video condition; t (84) = 3.55, 
p = .001. For tone 3, there was no main effect of modality (F (1, 169) = 0.576, 
p = .450), but the main effect of musicality (F (1, 169) = 43.46, p < = .001) was 
present, again with musicians being more accurate. As with tone 1, there was no 
significant interaction between musicality and modality (F (1, 169) = 0.40, p = 
.556). Similarly, for tone 4, there was no main effect of modality (F (1, 169) = 2.79, 
p = .097), but musicians scored better than non-musicians (F (1, 169) = 95.79, p 
< .001), with accuracy being higher for musicians, but no significant interaction 
between the two main effects (F (1, 169) = 0.092, p = .762).
	 In sum, the main effect of musicality holds for each tone: musicians 
performed better than non-musicians with all tones, the significant two-way 
interaction points towards differences of degree. In contrast, the effect of 
modality is present only for tone 1, where performance in the video condition 
is consistently superior. There is a main effect for tone 2, but this is driven by the 
significant two-way interaction where musicians are unaffected by modality, but 
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non-musicians do perform better in the auditory-visual condition compared to 
the auditory-only condition.
	 The tonal confusion matrices below (Table 3.1a for musicians and Table 3.1b 
for non-musicians) give more insight in the way our participants perceived 
individual Mandarin tones. The data show that, regardless of the fact that 
musicians performed much better than non-musicians on the identification of 
each tone, both groups of participants can identify the tones above chance (25%). 
For both groups, the low-dipping tone 3 was the easiest to recognize (80.4% 
and 62.7% for musicians and non-musicians), while the high-falling tone 4 was 
the most difficult to identify (64.2% and 32.1% respectively). In general, when 
hearing tone 4, participants often confused it with the high-level tone 1, though 
the confusions were not necessarily symmetrical: tone 1 was mostly confused 
with mid-rising tone 2, rather than with tone 4. The participants seemed to be 
able to identify equally well tone 1 and tone 2. These confusions are similar to 
the ones we find in our previous study (Chapter 2).

    Responded tone    

1 2 3 4

Presented tone 1 78.3 10.8 3.0 7.9

2 3.6 78.2 14.9 3.4

3 0.9 12.2 80.4 6.5

  4 23.1 9.0 3.6 64.2

Table 3.1a. Confusion matrix for tone (percentage correct) in musicians

    Responded tone    

1 2 3 4

Presented tone 1 49.8 26.3 8.9 15.0

2 16.8 48.5 20.7 14.1

3 5.2 15.1 62.7 17.0

  4 34.7 23.0 10.3 32.1

Table 3.1b. Confusion matrix for tone (percentage correct) in non-musicians
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3.3.3 	 A more fine-grained look at musicality
In the above analyses, we grouped the participants according to their affiliated 
institutions: musicians (participants from the Fontys School of Fine and 
Performing Arts) and non-musicians (participants from Tilburg University). 
However, while the sample of musicians was clearly more musical than the 
non-musicians, we did not quantify the extent of the difference, neither for 
musicality as a whole or for different aspects of musicality, nor did we take into 
account the possibility that, at least in some areas, there might be university 
students with considerable musical experience. To get a better handle on the 
musical abilities of both the musicians and non-musicians in our study, we 
employed the Gold-SMI questionnaire. With the five dimensions/sub-scales 
included in the questionnaire (active engagement, perceptual abilities, musical 
training, singing abilities, and emotions) as dependent variables, and group 
membership (musicians and non-musicians) as the independent variable, we 
conducted a multivariate analysis of variance (MANOVA) in order to get a 
more detailed picture of the differences and similarities in musicality between 
these two groups. Table 3.2 contains a summary of the outputs for the five 
dependent variables for musicians and non-musicians. On average, musicians 
attained a higher value when compared to non-musicians in each category.

Non-musicians Musicians
F (1, 168) ŋp

2Variable Score SD Score SD

Active Engagement 3.95 1.06 5.34 0.63 106.17** .39

Perceptual Abilities 4.88 0.87 5.97 0.55   94.86** .36

Musical Training 2.70 1.38 5.64 0.57 325.29** .66

Singing Abilities 3.80 1.13 5.46 0.77 125.49** .43

Emotions 5.02 0.86 5.86 0.63   52.03** .24

Table 3.2. �MANOVA results for non-musicians (N= 86) and musicians (N = 84). Scores 
range from 1-7. Note that the maximum score is 7; **p < .001.

	 Using Pillai’s trace, there was a significant multivariate effect of group 
membership (musician vs. non-musician) on the five musical dimensions 
of the subject, V = 0.67, F (5, 164) = 67.6, p < .001, ŋp

2 = .67, with musicians 
scoring higher than non-musicians on all five subscales. As shown in Table 3.2, 
significant univariate effects were also found for the five dimensions. The effect 
sizes (partial eta-squared) of the five subscales differ considerably, ranging from 
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.24 to .66, indicating marked differences in the importance of the subscales. 
The most prominent difference between musicians and non-musicians is in 
(reported) musical training (ŋp

2 = .66). 

3.3.4 	 Musicality and tone perception 
In order to obtain a comprehensive view of the relation between musical 
experience of the participants and their tone perceptual ability, we first 
constructed a (Pearson) correlation matrix. Table 3.3 shows the correlations 
among the five sub-scales (active engagement, perceptual abilities, musical 
training, singing abilities, and emotions) and the accuracy of the participant’s 
tone identification. The results indicated that there is a significant positive 
association between all sub-scales and the performance (accuracy).

    1 2 3 4 5 6

1 Active Engagement

2 Perceptual Abilities .686***

3 Musical Training .727*** .716***

4 Singing Abilities .630*** .807*** .717***

5 Emotion .700*** .678*** .561*** .560***

6 Accuracy .484*** .547*** .653*** .525*** .441***  

Table 3.3. Table of Correlations for Gold-MSI variables and accuracy of tone perception

	 We also conducted two linear regression analyses to see if the more fine-
grained Gold-MSI scales predict anything above the binary classification 
between musicians and non-musicians. Specifically, we compared a linear 
regression with groups (musicians vs. non-musicians) as the predictor (Model 
1) with a regression that also includes the five sub-scales of Gold-MSI as 
predictors (Model 2), using the overall accuracy as outcome variable. Table 
3.4 contains the summary for the two models. The data in the table show that 
adding Gold-MSI predictors significantly improves the model (R2 = .47 in 
Model 1 and R2 = .51 in Model 2; Fchange = 2.99, p = .013); and that musical training 
is the only Gold-MSI variable that predicts additional variance in identification 
accuracy: b = 0.37, β = 0.24, t (163) = 2.08, p = .039, although weakly so. None 
of the other predictors were significantly related to accuracy. 
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Model B SE β t p
1 Groups 27.02 2.24 .68 12.09 .00

R2 = .47     

Fchange = 146.09     < .001

2 Groups 17.84 3.80 .45 4.70 .00

Active Engagement -.21 .19 -.11 -1.15 .25

Perceptual Abilities .41 .26 .17 1.55 .12

Musical Training .37 .18 .24 2.08 .04

Singing Abilities -.12 .22 -.05 -.53 .60

Emotion .31 .32 .08 .97 .33

R2 = .51, Rchange
2 = .05

Fchange = 2.99             .013

Table 3.4. �Multiple linear regressions for accuracy of tone identification in Model 
1 (Groups as the predictor) and Model 2 (Groups + five sub-scales as the 
predictors) 

	 From the analysis above, the amount of musical training received emerges 
as the only predictor of accuracy of tone perception. To investigate whether the 
other predictors add anything to the effects of training considering both groups 
simultaneously, we repeated our regression analysis comparing a model with 
musical training as the predictor (Model 3) and a model with musical training 
plus the other four sub-scales of Gold-MSI as predictors (Model 4). As before, 
the data in Table 3.5 show that the other four predictors did not significantly 
improve the accuracy of the tone perception (R2 = .43 in Model 3 and R2 = .44 
in Model 4; Fchange = 1.29, p = .28).
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Model B SE Β t p
3 Musical Training 1.02 .09 .65 11.17 .00

R2 = .43     

Fchange = 124.81     < .001

4 Musical Training .87 .15 .56 5.62 .00

Active Engagement -.17 .20 -.09 -.87 .38

Perceptual Abilities .29 .28 .12 1.05 .29

Singing Abilities .07 .23 .03 .32 .75

Emotion .35 .34 .09 1.02 .31

R2 = .44, Rchange
2 = .02    

Fchange = 1.29             .28

Table 3.5. �Multiple linear regressions for accuracy of tone identification in Model 3 
(musical training as the predictor) and Model 4 (musical training + four other 
sub-scales as the predictors)

	 The above analyses provide a general picture of the relationships between 
musicality (and the five subscales) and the accuracy of tone perception. As a 
final step, we zoomed in on the individual tones to see whether these particular 
factors predicted the perception of specific tones. Multiple regressions 
were conducted for musicians and non-musicians combined for each of the 
individual tones. The results showed that the musicality significantly predicted 
accuracy for each of the individual tones, and out of the five individual factors, 
musical training was the only constant factor of predicting the accuracy for each 
individual tone, while the other factors had no consistent effect on accuracy. 
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3.4 	 Discussion

We set out to investigate two factors that influence Mandarin tone perception 
in tone-naïve listeners: the musicality of the participants (comparing musicians 
and non-musicians) and the stimulus modality (comparing audio-visual and 
auditory-only stimuli). The findings of the study were:

	 (1) 	� All participants were able to identify Mandarin tones well above 
chance level;

	 (2) 	� Musicians outperformed non-musicians in both auditory-visual and 
auditory-only presenting conditions; 

	 (3) 	� The amount of musical training is the only factor that relates to 
successful tone identification;

	 (4) 	� The auditory-visual condition yielded significantly better results than 
the auditory-only condition;

	 (5) 	� The effect of musicality and modality on tone identification varies 
among individual tones.

We will discuss these findings one by one.
	 In line with previous studies, we replicate the finding that musicians are 
at an advantage compared to non-musicians when learning to identify lexical 
tones in Mandarin Chinese for non-native listeners (Alexander et al., 2005; 
Delogu et al., 2006, 2010; Gottfried & Riester, 2000; Gottfried et al., 2004; 
Lee & Hung, 2008). Based on our findings, we would argue that the length of 
musical training led (musicians) listeners to a better performance in Mandarin 
Chinese tone identification: listeners with more musical training showed 
considerably greater accuracy in their identification (75% vs. 48%). Importantly, 
although the musicians in our study performed well in the identification task 
(79% at the highest for the dipping tone 3), they did not achieve native-like 
performance (as reported in Chapter 2), and the learning patterns tell us that 
musicians did not learn faster than non-musicians. Musicians showed their 
superior performance at the beginning of the task. Interestingly, the increase 
in performance follows a linear path for both musicians and non-musicians, 
and does not seem to plateau, indicating that more exposure leads to better 
performance, and potentially (in the case of a longer learning period) may lead 
to still higher final accuracy scores. 
	 Although musical training has been identified as the only factor that 
predicts tone identification, it is not a foregone conclusion that the other 
aspects of musicality do not affect the learning of Mandarin tones. Because 
our study uses natural groups of musicians and non-musicians, musical 
training is confounded with group membership. Importantly, if we analyze 
both groups separately, there is no relationship between musical training and 
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tone identification performance among the musicians and non-musicians. The 
absence of the relationship between musical training and tone identification 
in musicians might be due to a lack of variation in training among musicians 
(a restriction of range effect). Alternatively, since the Gold-SMI is originally 
intended for using in the general population, it may not be able to capture 
the more subtle differences among musicians in as much detail as is required 
to differentiate among musicians. In addition, the parts of the Gold-MSI we 
used all relied on self-report, which might not be able to capture important 
differences in factors such as perceptual abilities. However, and importantly, 
Müllensiefen et al. (2014) reported high correlations (ranging from .30 to .51) 
for the relation between self-report and objective listening performance (see 
page 9, for the AMMA listening test) and similarly in an online listening test 
(correlations ranging from .11 to .52). Future studies could include behavioral 
tests (also present in the Gold-MSI) to be able to better characterize the 
differences in musical skills and relate them to tone identification.
	 Nevertheless, our findings point to the interesting possibility of aiding 
language learning by providing learners additional musical training. Since 
musical training is the only consistent predictor for performance on the tone 
identification task, and training is something that potentially anyone can do 
– it is not a talent or innate ability – our results are promising for educational 
purposes. For example, second/foreign language learners could get some 
musical training to facilitate their language learning; schools can enrich 
students’ curriculum with musical lessons; teachers may consider blending 
musical training into their language materials. 
	 With respect to modality, tone-naïve listeners were able to identify tones 
better when they saw and heard the speakers compared to when they only 
heard them. This supports the hypothesis that visual information plays a 
facilitating role in learning to identify Mandarin tones for tone-naïve listeners, 
although the effect was not that large, with participants’ accuracy increasing by 
6% in the auditory-visual condition. Rather than distracting the listeners (as 
suggested by Burnham et al., 2001), the presence of facial expressions appears 
to facilitate Mandarin tone perception in clean speech. Both participant groups 
benefited from visual information, but numerically the non-musicians did 
so more than the musicians. This could be because musicians are trained to 
be particularly sensitive towards acoustic information, and they are already so 
good at identifying tones that the additional contribution of visual information 
is limited. This explanation is in line with our earlier assumption that musicians 
would benefit less from the added visual information compared to non-
musicians. In our data, the modality effect is restricted to tones 1 and 2 (for 
non-musicians). This may be related to the intrinsic properties of individual 
tones, as tones differ in how easy they are to identify, and in the amount of 
auditory contour information they provide. For example, the auditory contour 
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of tone 1 (high-level tone) and 2 (mid-rising tone) is much less pronounced 
than that of tone 3 (low-dipping tone) and 4 (high-falling tone). As the auditory 
information is often mimicked in facial expressions (see for example, Swerts 
& Krahmer, 2008), there is simply less auditory information to transfer to the 
visual domain. Regardless of their specific contour, the tones differ in their 
overall difficulty, with tone 3 being the easiest and tone 4 being the hardest (as 
shown in the confusion matrices). It might be that our non-musicians ignored 
visual information in tone 3 because auditory information was sufficient for 
them, and, also ignored visual information for tone 4, because combining the 
auditory and visual information is too challenging. In contrast, tone 1 and 2 
present the sweet spot where perceivers are able to take both auditory and 
visual information into account.
	 Our findings imply that (non-native) listeners learning Mandarin tones 
might benefit from pointing out the information that visual cues can contribute. 
Although we do not really know yet what the exact visual cues are, or in other 
words, what the listeners should look at, our finding is a good starting point 
for further exploration. For instance, in a teaching context, teachers should 
consider using their facial expressions while talking to students/learners, while 
learners/students could be trained to consciously attend to visual information. 
Similarly, in online learning environments, using video is likely to be more 
effective than using audio-only material.
	 The extent to which the listeners can benefit from visual cues also depends 
on individual speaker characteristics. There are substantial differences in the 
degree to which the speakers’ faces exhibit relevant characteristics (Chapter 
2; Bradlow & Bent, 2002; Gagné et al., 1994). Most previous studies have 
concluded that female speakers in general are better than male speakers are 
at displaying salient articulation, such as expanding their overall vowel space 
and increasing their F0 mean (Cox et al., 1987; Ferguson, 2004; Ferguson 
& Kewley-Port, 2007; Kricos & Lesner, 1982). However, due to the limited 
number of speakers, our study does not allow us to draw conclusions about 
gender differences, or speaker differences for that matter. Nevertheless, further 
research should take into account the variations between speakers’ realizations 
of visual information. 
	 Crucially, individual tones are important contributors to the observed 
differences in tone identification. In other words, it is more important which 
tone the listeners hear than the modality in which it is presented. The low-
dipping tone 3 is the easiest one to identify, while all listeners had more 
difficulty identifying the high-falling tone 4, and this holds for both musicians 
and non-musicians in both experimental conditions (auditory-visual and 
auditory-only). This is possibly due to their specific temporal characteristics 
– tone 3 has the longest duration and two intensity peaks, while tone 4 has the 
shortest duration, and only one intensity peak. Our findings with respect to 
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the accuracy differences between tones differ somewhat from previous studies: 
while tone 3 has indeed consistently been found the easiest to identify, due to 
the longest vowel duration, tone 4 has not always been found to be the most 
difficult one to recognize (Blicher et al., 1990; Fu & Zeng, 2000; Mixdorff et 
al., 2005b). Nevertheless, it is clear that individual tones differ in learnability, 
which, too, is relevant when considering teaching Mandarin tones (for example 
when designing a curriculum).

3.5 	 Conclusion

In sum, the present study contributes to the literature on the relationship 
between musicality and tone identification, and the roles played by auditory 
and visual speech information. The results showed that musical training 
in particular facilitates Mandarin tone perception. Furthermore, learning 
Mandarin tones can be facilitated by being aware of the information provided 
by both the auditory and the visual modality. Finally, it is clear that the 
individual tones differ in how easy they are to identify. We aim to investigate 
the contributions of these factors in future work and hope that our findings will 
benefit second language learners of Mandarin and will inspire further research 
on Mandarin tone learning.
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Chapter 4

Relative Contribution 
of Auditory and 

Visual Information to 
Mandarin Chinese Tone 

Identification by Native 
and Tone-naïve Listeners

	 Abstract.	 Speech perception is a multisensory process: what we hear 
can be affected by what we see. For instance, the McGurk effect occurs 
when auditory speech is presented in synchrony with discrepant visual 
information. A large number of studies have targeted the McGurk effect at 
the segmental level of speech (mainly consonant perception), which tends 
to be visually salient (lip-reading based), while the present study aims to 
extend the existing body of literature to the suprasegmental level, that is, 
investigating a McGurk effect for the identification of tones in Mandarin 
Chinese. Previous studies have shown that visual information does play a role 
in Chinese tone perception, and that the different tones correlate with variable 
movements of the head and neck. We constructed various tone combinations 
of congruent and incongruent auditory-visual materials (10 syllables with 16 
tone combinations each) and presented them to native speakers of Mandarin 
Chinese and speakers of tone-naïve languages. In line with our previous work, 
we found that tone identification varies with individual tones, with tone 3 
(the low-dipping tone) being the easiest one to identify, whereas tone 4 (the 
high-falling tone) was the most difficult one. We found that both groups of 
participants mainly relied on auditory input (instead of visual input), and that 
the auditory reliance for Chinese subjects was even stronger. The results did 
not show evidence for auditory-visual integration among native participants, 
while visual information is helpful for tone-naïve participants. However, even 
for this group, visual information only marginally increases the accuracy in the 
tone identification task, and this increase depends on the tone in question.*

*�This chapter is based on: Han, Y., Goudbeek, M., Mos, M., & Swerts, M. (2020). Relative 
Contribution of Auditory and Visual Information to Mandarin Chinese Tone Identification 
by Native and Tone-naïve Listeners.  Language and speech, 63(4), 856-876. https://doi.
org/10.1177/0023830919889995
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4.1	 Introduction

Speech perception is more than just an auditory event: it is a multisensory/
multimodal process (Campbell, Dodd, & Burnham, 1998; Massaro, 1998). 
What we hear can be affected by what we see. For instance, seeing the 

face of the speaker normally helps the listener perceive speech better (Bailly 
et al., 2012; Hirata & Kelly, 2010; Sumby & Pollack, 1954), especially in noisy 
environments (e.g., Burnham et al., 2001; Mixdorff et al., 2005b). Similarly, 
seeing the face of a speaker also aids hearing impaired listeners in decoding the 
auditory speech signal (Desai et al., 2008; Smith & Burnham, 2012). 
	 One of the possible reasons why visual information benefits human speech 
perception is that it provides complementary information about the place of 
articulation, which is sometimes difficult to deduce from auditory information 
alone (Binnie, Montgomery, & Jackson, 1974). For example, the unvoiced 
consonants /p/ (a bilabial) and /k/ (a velar), the voiced consonant pair /b/ and 
/d/ (a bilabial and alveolar, respectively), and the nasal /m/ (a bilabial) and the 
nasal alveolar /n/ (Massaro & Stork, 1998) are minimal pairs that are easy to 
confuse based on auditory information alone (Potamianos, Neti, Gravier, Garg, 
& Senior, 2003). Facial information, such as the shape of the lips, the position of 
the jaw, and the motion of the cheeks helps listeners disambiguate between such 
confusable minimal pairs (Jiang, Alwan, Keating, Auer, & Bernstein, 2002).
	 While congruent visual information during articulation generally improves 
speech perception (Cutler & Chen, 1997; Ye & Connine, 1999), discrepant 
visual information can alter speech perception, which has been exemplified 
in the now classic McGurk effect (McGurk & MacDonald, 1976). McGurk 
and MacDonald demonstrated how visual information about the place of 
articulation (lip movements) can modify phonetic perception: observers 
perceived an auditory [ba] paired with a visual [ga] as “da”. Access to visual 
information about the source of speech can thus have clear effects on speech 
perception. This perceptual fusion between auditory and visual information 
is caused by the fact that the human visual system is highly sensitive to the 
distinction between labials (/b/ and /m/, for instance) and non-labials (such 
as /d/ and /n/) (Sekiyama, 1997). In other words, with the McGurk effect, 
visual information that is discrepant (in terms of place of articulation—lip 
movements) with the auditory signal misleads and biases perceptual judgment, 
whereas it normally helps auditory perception in the natural auditory-visual 
congruent situation.
	 Since McGurk and MacDonald (1976) first reported this fusion effect 
between auditory and visual information, a number of studies have been 
carried out across languages to investigate the nature of the effect with various 
combinations of auditory and visual syllables. The McGurk effect has been 
found in native speakers of various languages: for instance, English (McGurk 
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& MacDonald, 1976), German and Spanish (Fuster-Duran, 1996), Dutch and 
Cantonese (de Gelder, Bertelson, Vroomen, & Chen, 1995), Italian (Bovo, 
Ciorba, Prosser, & Martini, 2009), Thai (Burnham & Dodd, 1996), Japanese 
(Sekiyama & Tohkura, 1991) and Chinese (Sekiyama, 1997). The majority of the 
studies tested one single language with native subjects; other studies tested one 
language with non-native and native subjects, for example, Austrian German 
with Hungarian subjects (Grassegger 1995) and a series of cross-culture/
intercultural studies on the McGurk effect that tested two languages with native 
and non-native subjects was also carried out to examine the inter-language 
differences in terms of the magnitude of the McGurk effect (Burnham & Dodd, 
2018; Hayashi & Sekiyama, 1998; Sekiyama, 1997; Sekiyama &Tohkura, 1991).
	 The McGurk effect has been established as a language- and culture-
dependent phenomenon: there is a robust McGurk effect in English-speaking 
languages/cultures, while it is relatively weak in Asian languages/cultures. 
Comparing native speakers of Japanese with native speakers of American 
English, Sekiyama (1994) reported that the English subjects showed a larger 
McGurk effect than the Japanese subjects. Subsequently, Sekiyama (1997) 
found that the native speakers of Japanese showed a larger McGurk effect than 
Mandarin Chinese speakers. In line with these results, Burnham and Lau (1998) 
found a larger McGurk effect in English speakers as compared to Cantonese 
speakers. 
	 Sekiyama (1997) proposed two major factors to explain why there are inter-
language differences in the McGurk effect (weaker in Asian languages, stronger 
in English-speaking cultures). One is a cultural factor, which has been developed 
as the face-avoidance hypothesis. In some Asian cultures, like the Japanese and 
Chinese, as a social rule, it is discouraged to directly look at the speakers, which 
might suppress access to the information needed to integrate the visual stimuli 
with auditory information, even in a face-to-face communicative setting. The 
other factor is based on a linguistic characteristic of many Asian languages, and 
is known as the tone hypothesis. Tonal languages (such as Mandarin) and semi-
tonal languages (such as Japanese) have fewer phonemes (consonants, vowels 
and syllables) and a simpler syllabic and phonological structure (in Japanese, 
at least) compared to English. Because of this, the lip-read information may be 
used less in speech processing (Sekiyama & Burnham, 2008). Therefore, the 
more tonal the language, the greater the reliance on auditory information, and 
thus a less strong McGurk effect (Burnham & Lau, 1998; Magnotti et al., 2015). 
	 In order to test the tone hypothesis, Burnham and Lau (1998) explored 
the effect of tonal information on auditory reliance in the McGurk effect, by 
presenting both tonal (Cantonese) and non-tonal (English) language speakers 
with McGurk stimuli ([ba] [ga]) in which the tone on syllables either varied or 
remained constant (pronounced by Cantonese and Thai speakers) across trials. 
They found that Cantonese subjects relied more on auditory information alone 



C
H

A
PTER 4  AU

D
ITO

RY A
N

D
 V

ISU
A

L IN
FO

RM
ATIO

N
 IN

 M
A

N
D

A
RIN

 TO
N

E ID
EN

TIFIC
ATIO

N

76

than (Australian) English subjects did; this reliance on auditory information 
was stronger in the condition with tone variation compared to stimuli where 
tone was kept constant.
	 Crucially, tone languages, such as Mandarin Chinese, do not only rely on 
phonological distinctions between vowels and consonants, but additionally 
use tones to distinguish word meanings. This is different from most European 
languages, which almost exclusively rely on phonological distinctions at 
the segmental level. For instance, if the Mandarin Chinese syllable /ma/ is 
produced with a rising tone, it means “hemp”, whereas it means “scold” when 
produced with a falling tone. Pitch accent languages, such as Japanese, also 
have some tonal properties (high and low pitch), but to a much smaller extent 
than Mandarin Chinese. Scholars such as Sekiyama (1997) and Magnotti et 
al. (2015) have explored the McGurk effect in native speakers of Mandarin 
Chinese (as described above), although in all cases they targeted the McGurk 
effect at the segmental level of speech (mainly consonant perception). 
Consonant perception is fairly susceptive to visual information, because place 
of articulation is a major determinant (i.e., lip-read), and that is relatively more 
visually salient, while the present study extends the auditory-visual integration 
to the suprasegmental level, that is, the four Mandarin Chinese tones. 
	 Previous studies have shown that visual information plays a role in Chinese 
tone perception (e.g., Chen & Massaro, 2008; Chapter 2; Mixdorff et al., 2005; 
Reid et al., 2015; Shaw, Chen, Proctor, Derrick, & Dakhoul, 2014), although 
the effects of visual information are subtle. For example, based on visual 
information only, native speakers of Cantonese can still distinguish Cantonese 
tones significantly above chance under certain conditions (Burnham, Ciocca, & 
Stokes, 2001). Similarly, Chen and Massaro (2008) asked Mandarin perceivers 
to identify Mandarin Chinese tones in the visual-only condition, and they 
found that the performance of native speakers is statistically significant above 
chance. The fact that visual information does provide relevant cues for tone 
identification points to the potential of multisensory integration at the tone 
level, possibly leading to a McGurk effect. Although it is unclear what the exact 
visual cues are for tone identification, there is some evidence for the existence of 
visual cues for individual Mandarin tones. Specifically, tone identification has 
been found to mainly depend on the (intensity of the) movements of the mouth, 
head/chin, and neck: specifically, there is little to no activity for tone 1, some 
activity for tone 2 and tone 4 (although very brief for tone 4), with tone 3 having 
the most activity, namely a dipping head/chin. Duration (time) differences 
between the tones may be caused by variation in the movements of the mouth, 
as more complex movements would require more time to be realized (Chen 
& Massaro, 2008). Similarly, Vatikiotis-Bateson and Yehia (1996) and Yehia et 
al. (2002) found strong correlations between head movements and F0. Such 
visual cues that relate to more general movements of the head have previously 
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also been reported to function as correlates of larger-scale prosodic structures 
in other languages, for example, quick movements of the head that co-occur 
with pitch accents (Krahmer & Swerts, 2007). Whether there is auditory-visual 
integration in Mandarin Chinese in the form of a tonal McGurk effect is one 
of the two main research questions of this study. To answer this question, we 
constructed various combinations of congruent and incongruent auditory and 
visual tone stimuli and presented them to test Chinese participants. 
	 The other main question is whether visual information affects tone 
perception for non-native speakers differently. More specifically, we investigate 
the relative contribution of auditory and visual information in Mandarin 
Chinese tone identification in tone-naïve speakers. Sekiyama argued in her 
study (1994) that Japanese listeners as native speakers are sensitive to the 
discrepancy and incompatibility between the auditory and visual information 
in the cross-dubbed material, and they therefore tend to separate the conflicting 
visual information from the auditory information, when audition provides 
sufficient information (i.e., in a noise-free speech condition). The American 
participants in the study, on the other hand, showed a larger McGurk effect, 
because they tend to integrate the information when they perceive the stimuli 
as unintelligible as evidenced by the fact that the magnitude of the McGurk 
effect is the largest when American participants were presented with Japanese 
stimuli (leading to the so-called intelligibility hypothesis by Sekiyama in 1997). 
In addition, apart from a difference in the strength of the effect, the pattern of 
confusion (i.e., how the auditory percept is affected by visual cues) may also 
differ between groups of participants, given that the tones are phonologically 
relevant for only one of the compared languages. 
	 In summary, we aim to answer two questions in this study: the first 
question is whether a McGurk effect can also be discerned at the tone level in 
native speakers of Mandarin Chinese. Secondly, we want to know how visual 
information affects tone perception for native speakers and non-native (tone-
naïve) speakers. More specifically, we compare the relative contribution of 
auditory and visual information during Mandarin Chinese tone perception 
with congruent and incongruent auditory and visual materials for speakers 
of Mandarin Chinese and speakers of non-tonal languages. In general, we 
assume that (native and tone-naïve) participants mainly depend on auditory 
information when they have to identify Mandarin Chinese tones: both groups 
of participants are expected to identify the congruent stimuli more accurately 
than the incongruent ones, because (congruent) visual information can 
facilitate speech perception, especially for perceivers who lack comprehensive 
knowledge of the language (tone-naïve participants), while this additional 
value of visual cues would be less important for native participants. 
	 When participants are presented with the incongruent experimental 
materials, we consider three types of possible outcomes: non-integration, 
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integration, and attenuation. For example, if the auditory input is mid-
rising tone 2, but the visual input is high-level tone 1, and it turns out that 
the participant’s percept is either tone 1 or tone 2, then this would indicate 
that perceivers choose to ignore the information in one channel and give 
preference to the other channel (non-integration). Another possible outcome 
is that the participants perceive a tone that is different from both tone 1 and 
tone 2 and that, consequently these cues were combined into a novel percept 
(e.g., a high-falling tone 4 or low-dipping tone 3); this would be a case of 
integration, as perceivers appear to combine the acoustic and visual channel 
and integrate them into a “new” tone. The third possible outcome would be a 
case where participants perceive a non-existing tone, whose height is between 
high (tone 1) and middle (tone 2) and the direction is in between rising and 
level (which we would call attenuation). Our current study will allow us to 
test whether the perceptual results can be explained in terms of integration 
or non-integration. It is not possible to differentiate between the first and 
third scenarios (attenuation), because of the nature of the experiment. With 
four obligatory response categories, participants still need to choose one of the 
two modalities, but their choice might be less certain. We expect that non-
integration is most likely to happen for native Chinese participants (who are 
likely to ignore the visual channel), given that they can perfectly identify tones 
without seeing the speaker’s face if the auditory information is clear. However, 
predicting the patterns that will emerge for the tone-naïve participants will 
be less straightforward. Given visual information would be more pronounced 
among tone-naïve participants, integration or non-integration are both likely 
to happen. The precise process might also depend on the difficulty tone-naïve 
participants have with identifying certain tones. In particular, it seems that the 
high-level tone 1 is more likely to be confused by inconsistent visual cues, as 
there are little or no visual activities in the nature of this tone. Since tone 3 is the 
mostly visually salient one (Mixdorff et al., 2005), it is expected that visual cues 
for tone 3 will exert the most influence on tone perception. Specific potential 
mixed patterns are expected to be found in the actual experimental results 
(which we present in the form of a confusion matrix).

4.2	 Methodology

Two groups of participants (native Chinese and non-tonal language speakers) 
were tested with Chinese tone combinations of auditory-visual congruent 
stimuli (AxVx) and incongruent stimuli (AxVy). Accuracy, defined as the 
percentage correct identification of a tone based on its auditory realization, was 
used as the dependent variable.
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4.2.1	 Participants
A total of 142 participants comprised the two groups with different language 
backgrounds. The tone-naïve group consisted of 81 non-tonal language speakers 
(mean age 22, 49 female), mainly with a Dutch language background (n = 65). 
They were recruited from the participant pool for students of Communication 
and Information Sciences at Tilburg University. The other group consisted of 
61 native speakers of Mandarin Chinese (mean age 25, 45 female) who were 
enrolled as students at Tilburg University, and they were recruited on campus. 
The participants either received 0.5 course credit for their participation or a gift 
card worth 5 euros.

4.2.2	 Stimuli
A word list with 10 Mandarin monosyllables (e.g., ma, ying …) was constructed 
(based on stimulus material from Francis et al., 2008 and from Chen & Massaro, 
2008, previously used by Chapter 2 and Chapter 3). Each of these syllables 
was chosen in such a way that the four tones would generate four different 
meanings, resulting in 40 (10 syllables × 4 tones) different existing words in 
Mandarin Chinese (see the Appendix 1 for a complete list of the stimuli).
	 A female native Mandarin Chinese speaker (age 31) produced the 40 
words. She was given the instruction to “pronounce these words as if you 
were addressing someone who is not a Chinese speaker.” There were no other 
instructions or constraints imposed on the way the stimuli should be produced. 
Every stimulus was pronounced twice. We used a Sony HDR-XR550VE camera 
to record the speaker’s image and sound, resulting in one long video clip 
containing 80 words (40 words, each produced twice). 
	 Windows Movie Maker (2018) was used to segment the long clip into 
individual tokens, with each token containing one syllable. All individual 
tokens last 2 seconds. We used Adobe Premiere Pro CC 2019 to create congruent 
and incongruent experimental stimuli by separating the image and the sound 
of one video into two channels and mixing the audio from one syllable with 
the image of the other. Care was taken to get precise synchronization between 
audio and video signals. These were aligned at syllable onset and the negligible 
perceptual temporal discrepancies at the syllable offset for incongruent tones 
were not discernable for our participants. In this way, for each stimulus, there 
are 12 incongruent combinations (A1V2, A1V3, A1V4, A2V1, A2V3, A2V4, 
A3V1, A3V2, A3V4, A4V1, A4V2, A4V3, where A refers to the audio channel 
and V to the video channel) and four congruent combinations (A1V1, A2V2, 
A3V3, A4V4). In order to ensure uniformity, the congruent stimuli were also 
cross spliced: for each stimulus, the image is taken from the first recorded 
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clip, and the sound from the second video clip. In total, 160 (10 syllables × 16 
combinations) experimental stimuli were constructed.
	 In addition, to make sure that the participants would always attend 
the visual information, instead of focusing on the auditory channel alone, 
a 2-second silent video clip was created with a visible red dot on a still face 
(see Figure 4.1). When participants saw this red dot video, they had to press a 
designated button. Four of these video clips were mixed into those 160 tonal 
materials.10

Figure 4.1. Screenshot of the red dot video

4.2.3 	 Procedure
All sessions were conducted in a sound-attenuated room. E-Prime 3.0 software 
(Psychology Software Tools, Pittsburgh, PA) was used to set up and run the 
experiment. The full procedure consisted of three blocks: instruction, practice 
trials, and test trials. Before the experiment started, participants were asked 
to fill out a questionnaire that assessed their language background in order to 

10�Data from participants who gave four wrong responses to the red-dot stimuli were excluded 
from the analyses. There were three of them in total. 
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be able to assign each participant to one of the participant groups (i.e., native 
speaker of Mandarin Chinese, native speaker of a non-tonal language). Native 
speakers of languages with tonal properties other than Mandarin Chinese were 
excluded from participation (there were four of them in total: two Norwegian, 
one Yoruba, and one Lithuanian). After that, a brief instruction about Mandarin 
Chinese tones was first displayed on the screen (see Figure 4.2): “there are four 
tones in Mandarin Chinese: the first tone is a High-Level tone, symbolized as 
“ ¯ ”, the second tone is a Mid-Rising tone, symbolized as “ ̷  ”, the third tone is 
a Low-Dipping tone, symbolized as “ ˅ ”, and the fourth tone is a High-Falling 
tone, symbolized as “ \ ”.

Figure 4.2. Screenshot of a brief introduction of Mandarin Chinese tones

	 The task of the participants was to identify the tones they perceived from 
the videos, written as “to determine which tone the speaker used”. Six practice 
trials (five tonal video clips with a different speaker from the speaker in the 
test trial and one red dot clip) were included to familiarize participants with 
the testing procedure. After the practice trials, the experiment leader checked 
with the participants whether they had fully understood the concept of tones 
(in particular the symbols) and the task11. Then, the testing part of the study 
started (Figure 4.3 illustrates the testing path). The 164 test stimuli (160 tonal 
clips and four red dot clips) were presented in an individually randomized 

11�In a previous study (Chapter 2), we showed that tone-naïve participants have no problem to 
link pitch contour to visual and acoustic cues. In addition, many studies in the area of speech 
perception (e.g., Mixdorff et al., 2005; Burnham et al., 2001) have shown that perceivers will 
almost invariably use any reliable cue to facilitate their perception. 
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order (operated by E-Prime). The time for participants to give responses was 10 
seconds, and there was no feedback (correct or wrong) given for their responses. 
Responses given outside the 10 seconds were treated as missing values.

Figure 4.3. Time course of the testing stimuli

	 Participants wore headsets, and were seated directly in front of the PC 
running the experiment. All stimuli were presented at a comfortable hearing 
level. The participants were instructed to press the designated keys with the 
corresponding tone symbols and the red dot on them (“ 

¯
 ”, “ ̷  ”, “ 

˅ ”, “ 
\ ” “RD”, 

see Figure 4.4) as accurately and as quickly as possible after they made their 
decisions. Their responses were recorded automatically by E-prime. 

Figure 4.4. Picture of the designated keys with tone symbols and red dot (RD) on them
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4.3 	 Results 

This study is designed to investigate the perception of incongruent auditory-
visual Mandarin Chinese tonal information. The experiment has a complete 
2 × 2 design with congruency (congruent or incongruent) as the main within-
subject factor and language background (native speakers of Mandarin Chinese 
or non-tonal languages) as the major between-subject factor. We included tone 
as another within-subject factor, and other factors, namely subject and syllable, 
were introduced as random factors. The results were analyzed by fitting linear 
mixed effects model (in R 3.6.0) for the dependent variable (the proportion 
of correct responses)12 for both participant groups separately (Baayen, 2008) 
and by presenting confusion matrices for each auditory-visual combination. A 
correct response is defined as the proportion of correct identification of a tone 
based on auditory input. In addition, since there are four tones as the options, 
the basic chance of giving a correct response is 25%.

4.3.1	  �How would a McGurk effect work at the tone level for native 
speakers of Chinese?

To answer this first question, the performance of the 61 native Chinese 
participants was analyzed. Statistically, an effect of auditory-visual integration 
would be apparent in a main effect of congruency. To investigate this, it is 
necessary to incorporate random effects of subjects as well as syllables. In order 
to do so, we fitted a linear mixed effects model in R (version 3.6.0, R Core 
Team, 2019) using the package lme4 (Bates, Maechler, Bolker, & Walker, 2015). 
Following Barr, Levy, Scheepers, and Tily (2013), who recommend fitting a so 
called maximal model containing all random slopes and intercepts, we started 
out with a maximal model and removed random slopes until the model fit 
reached convergence. In our case, the first model that converged was a random 
intercept only model13:

	 1) 	� Accuracy ~ Congruency * Tone + (1|Subject) + (1|Syllable), data = 
Chinese, family = “binomial”

	 This model fitted the data reasonably well (AIC = 568.8, log likelihood = 
-278.4), but did not yield a significant effect of congruency (β = 0.22, SE = 0.75, 
z = 0.30, p = .77), indicating that participants judged congruent stimuli (M = 

12�As many other previous McGurk effect papers (e.g., McGurk & MacDonald, 1976; Sekiyama, 
1991, 1993, and 1997), we report accuracy as the dependent output in this paper, instead of both 
accuracy and speed, to address our research questions.

13�As mentioned, more maximal models did not converge, but their parameter fit and significance 
was not meaningfully different from our chosen model.
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0.994, SD = 0.071) equally well as incongruent stimuli (M = 0.995, SD = 0.067). 
The analysis did reveal a significant effect of tone (β = 0.48, SE = 0.16, z = 2.955, 
p = .003), reflecting small but statistically significant differences between (some 
of) the very high levels of performance for the individual tones (Mtone1 = 0.995, 
SD tone1 = 0.070, Mtone2 = 0.989, SD tone2 = 0.104, Mtone3 = 0.997, SD tone3 = 0.057, Mtone4 
= 0.999, SD tone4 = 0.020). Finally, there was no significant interaction between 
congruency and tone (β = -0.05, SE = 0.33, z = -0.16, p = .87). Foreshadowing 
the discussions, we deem it quite likely that the absence of a significant effect 
is due to ceiling effects caused by the very high accuracy. This is less likely to 
happen in our sample of tone-naïve listeners.
	 Table 4.1 gives the correct responses for each tone as a function of the 
various AV combinations. The data in the confusion matrix shows that the 
Chinese participants did indeed perform very well in this tone identification 
task. Native speakers of Chinese had no difficulty identifying the tones in the 
discrepant stimuli. The scores in Table 4.1 indicate that the perception of native 
Chinese is totally driven by the auditory input. Accordingly, the additional 
visual information did not affect native speakers significantly, even when the 
visual cues do not match the auditory information.

Stimuli Response Categories
Auditory-visual component Tone 1 Tone 2 Tone 3 Tone 4
A1V1 608 0 0 1
A1V2 603 6 0 0
A1V3 608 1 0 1
A1V4 609 1 0 0
A2V1 1 603 6 0
A2V2 0 603 7 0
A2V3 1 599 10 0
A2V4 1 608 1 0
A3V1 0 2 608 0
A3V2 0 2 608 0
A3V3 0 1 608 1
A3V4 0 2 608 0
A4V1 0 0 0 610
A4V2 0 0 0 610
A4V3 1 0 0 609
A4V4 0 0 0 610

Table 4.1. �Stimulus combinations (n = 610 for each combination, minus incidental missing 
responses), definitions of response categories, and responses in each category 
for Chinese participants (correct responses are based on the auditory input)
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4.3.2	  �How much do visual cues affect tone-naïve listeners in 
identifying Mandarin Chinese tones? 

While the first set of analyses shows that visual cues did not significantly 
influence native Chinese in identifying Mandarin tones, we now focus on the 
performance of the 81 tone-naïve listeners (mainly Dutch) to see how they 
responded to congruent and incongruent stimuli. To answer this question, we 
again started to fit a maximal linear mixed effects model. The first model fit that 
reached convergence was14 the following:

	 2) 	� Accuracy ~ Congruency * Tone + (1 + Congruency | Subject) + (1 + 
Congruency |syllable), data = Dutch, family = “binomial”

	 This model showed significant effects of both independent variables and 
their interaction. The effect of congruency (β = 0.83, SE = 0.11, z = 7.55, p < 
.001) indicated that listeners judged congruent stimuli (M = 0.43, SD = 0.50) 
more accurately than incongruent stimuli (M = 0.36, SD = 0.48). When there 
is a discrepancy between visual cues and acoustic information (incongruent 
stimuli), listeners tend to rely more on the auditory input than the visual cues 
(M = 0.36 vs. M = 0.25; t (9719) = 15.05, p < .001). In addition, the significant 
effect of tone shows the difficulty our tone-naïve listeners have with tone 4 (M 

tone4 = 0.21, SD tone4 = 0.40) and how well they do with tone 3 (M tone3 = 0.55, SD 

tone3 = 0.50; Mtone1= 0.35, SDtone1 = 0.48; M tone2 = 0.41, SD tone2 = 0.49). Finally, these 
effects are qualified by a significant interaction between congruency and tone 
(β = -0.21, SE = 0.04, z = -5.28, p < .001), mostly indicating that the judgment 
accuracy of tone 3 and tone 4 is not affected much by congruency, but the 
accuracy of tone 1 and 2 judgments increases when the auditory and visual 
information are consistent.
	 The tonal confusion matrix (Table 4.2) might give more insight into the way 
they perceive Mandarin tones. 
	 The data in Table 4.2 shows that the low-dipping tone 3 is the least confusing 
tone for tone-naïve participants (M = 0.56 and M = 0.55 for congruent and 
incongruent stimuli respectively, with M = .55 being the average of the three 
incongruent variations), while the high-falling tone 4 is the most commonly 
misidentified tone (M = 0.22 and M = 0.20 for congruent and incongruent 
stimuli respectively, with M = 0.20 being the average of the three incongruent 
variations). For the incongruent stimuli, tone 4 is mostly confused with the 
high-level tone 1 (M = 0.41 in congruent and M = 0.40 in incongruent stimuli, 
with M = 0.40 being the average of the three incongruent variations), although 

14�Compared to the previous section, there were more substantial differences between the 
converging models, most notably in the absent significance of the main effect of tone, indicating 
its dependence on interactions with syllable.
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the confusions are not necessarily symmetrical: tone 1 was mostly confused 
with mid-rising tone 2 (M = 0.35 and M = 0.42 for congruent and incongruent 
stimuli respectively), rather than with tone 4. Tone 2 is mostly confused with 
tone 3 (i.e., when tone-naïve participants heard a rising tone 2, but saw a falling 
tone 4, they most likely perceived it as low-dipping tone 3), and tone 3 was most 
likely to be perceived as tone 4. Notably, for tone-naïve participants, not all 
the congruent stimuli were easier to identify than the incongruent ones (e.g., 
the accuracy for A3V3 was lower than for A3V2). As mentioned above, there 
is an interaction between tone and congruency: the congruency differently 
influenced the identification of individual tones: congruent visual information 
contributed more to the identifications of tone 1 and tone 2 than to tone 3 and 
tone 4. 

Stimuli Response Categories

Auditory-visual component Tone 1 Tone 2 Tone 3 Tone 4

A1V1 364 287 67 92

A1V2 242 388 108 69

A1V3 278 340 91 99

A1V4 266 304 101 139

A2V1 189 320 160 141

A2V2 95 412 189 113

A2V3 103 313 231 160

A2V4 119 284 239 168

A3V1 93 94 421 202

A3V2 49 125 464 172

A3V3 54 103 451 202

A3V4 51 90 452 217

A4V1 370 204 87 148

A4V2 295 269 102 144

A4V3 302 200 107 200

A4V4 329 208 98 174

Table 4.2. �Stimulus combinations (n = 810 for each combination, minus incidental 
missing responses), definitions of response categories, and responses in each 
category for tone-naïve participants (correct responses are based on the 
auditory input)
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4.3.3	  �What are the roles of congruent and incongruent visual 
information in tone perception?

Our results show that congruent stimuli are recognized more accurately 
than incongruent stimuli. However, this could be due to two effects (or a 
combination of them). An obvious first explanation is that perceivers benefit 
from additional congruent visual information, which increases the accuracy of 
their tone identification of congruent stimuli compared to that of incongruent 
stimuli. Alternatively, perceivers could be hampered by incongruent audio-
visual information, making their identification less accurate compared to 
audio-visually congruent stimuli. In order to assess the contribution of visual 
information, we compared our current results with those of a previous study 
(Chapter 3) in which 43 different Dutch listeners judged the same stimuli 
(uttered by four speakers), but in an audio-only condition. If performance 
in the audio-only condition is worse than in the congruent audio-visual 
condition, that would be evidence for the first explanation, where congruent 
visual information aids tone identification. Alternatively, if performance in the 
audio-only condition is better than or similar to that in the congruent audio-
visual condition, that would be evidence for the idea the incongruent visual 
information hampers performance. 
	 As before, we fitted a linear mixed effects model with accuracy as the 
dependent variable and condition (audio-only versus (congruent) audio-visual) 
and tone as independent variables. Syllable and subject (and initially, speaker15) 
were introduced as random effects, and the first model that converged was as 
follows: 

	 3) 	� Accuracy ~ Condition * Tone + (1 | Subject) + (1 | Syllable), data = 
AV+AO, family = “binomial”)

	 This model showed a (very) small effect of condition (β = 0.45, SE = 0.16, 
z = 2.77, p = .006), indicating that performance in the audio-visual condition 
was slightly better (M = 0.43, SD = 0.50) than in the audio-only condition (M = 
0.42, SD = 0.49). This effect was quantified by a significant interaction between 
condition and tone (β = -0.17, SE = 0.04, z = -4.17, p < .001), showing that 
accuracy for tone 2 improves with additional visual information, while some 
tones are unaffected (tone 1 and tone 4), and tone 3 gets somewhat worse. Most 
of this is likely related to the inherent differences in classification accuracy of 
tones, as reflected by the main effect of tone (β = ‑0.12, SE = 0.02, z = -5.05, p < 
.001). As before, tone 3 is the most accurately identified tone (M = 0.59, SD = 

15�Models with speaker as a random effect failed to converge due to the redundancy of speaker and 
condition. A model with speaker as a fixed effect was not significantly different from the model 
presented.
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0.50) and tone 4 is the most difficult one to identify (M = 0.24, SD = 0.43), with 
the other two tones in between (Mtone1 = 0.43, SDtone1 = 0.50, Mtone2 = 0.44, SD tone2 
= 0.50). While this result is strictly speaking compatible with the interpretation 
that visual information is helpful, it only marginally increases the accuracy, and 
this increase depends on the tone in question. On the other hand, these data 
provide counterevidence for the idea that adding visual information is harmful 
in itself.

4.4 	 Discussion and conclusion

In this study, we tried to answer two questions: firstly, whether a McGurk 
effect can also be discerned at the tone level in native speakers of Mandarin 
Chinese. Secondly, how visual information affects tone perception for native 
speakers and non-native (tone-naïve) speakers. To do this, we extended the 
existing body of auditory-visual integration (McGurk effect) studies to the 
suprasegmental level of Mandarin Chinese tones. When comparing the relative 
contribution of auditory and visual information during Mandarin Chinese 
tone perception in a noise-free condition with congruent and incongruent 
auditory and visual Chinese material for native speakers of Chinese and 
non-tonal languages (mainly Dutch), we found that visual information did 
not significantly contribute to the tone identification for native speakers of 
Mandarin Chinese and when there is a discrepancy between visual cues and 
acoustic information, (native and tone-naïve) participants tend to rely more 
on the auditory input than on the visual cues. Unlike the native speakers of 
Mandarin Chinese, tone-naïve participants were significantly influenced by the 
visual information during their auditory-visual integration, and they identify 
tones more accurately in congruent stimuli than in incongruent stimuli.
	 Strictly speaking, this study is different from the original McGurk study and 
the other studies that applied a McGurk effect to speakers of different languages 
(e.g., Sekiyama, 1997): instead of exploring consonant perception, we focused 
on tone identification and the visual cues that improve/alter the acoustic 
perception. This implies a shift from lip-reading (visual cues for consonants 
perception) to a focus on the whole face, head, and neck movements (visual cues 
for tone identification). However, this study is still one that investigates possible 
audio-visual interactions across tonal and non-tonal language speakers. The 
concept of the McGurk effect was applied to the way the experimental material 
was created: various tone combinations of the auditory and visual information 
were used. 
	 The finding that native speakers of Mandarin Chinese mainly relied on 
the acoustic information of the input when the acoustic information is clear 
(no added noise or stimulus degradation) and that visual information neither 
improved nor hampered the tone identification for native Chinese speakers 
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(they identify the congruent stimuli equally well as the incongruent ones) 
implies that they were able to ignore the visual information, which is in line with 
our prediction of non-integration for native participants. However, the lack of 
integration we observed among native Chinese participants does not imply that 
there is no McGurk effect at the tone level. The absence of a significant visual 
effect could be due to ceiling effects caused by the very high accuracy. To avoid the 
emergence of such a ceiling effect, follow up experiments could use a degraded 
audio signal (as in Burnham et al., 2001) to show a potential fusion of auditory 
and visual channels in native speakers. Note that despite this experimental 
incentive to look at faces, Chinese subjects were forced to have a look at the face, 
due to the experimental set-up that included stimuli that required a visual task 
(identify red dots), and may have unlearned to pay attention to visual cues in the 
facial area. This may then still be consistent with the outcome of the Japanese 
speech processing experiment (Sekiyama, 1994), in which participants initially 
paid attention to the visual information and then separated it subsequently from 
the auditory information, because they sensed the discrepancy between the two 
channels. If that was indeed the case, then it would suggest that integration did 
in fact occur among native participants, but it was so early and fast that it could 
not be captured by our experiment (the participants have to wait to give their 
response after the stimulus is displayed). In connection with the issue of a ceiling 
effect in accuracy, it may be useful for future studies to also look at measures 
(e.g., reaction times) other than accuracy among the native speakers in order to 
detect a potential effect of visual cues (Chen, 2003; Ladd & Morton, 1997; Vanrell, 
Mascaró, Torres-Tamarit, & Prieto, 2013).
	 While native Chinese participants most likely ignored the visual 
information, tone-naïve participants identified more tones accurately when 
stimuli were congruent than with incongruent stimuli (in other words, they 
did take visual information into account in the tone identification task). 
However, we also found that tone-naïve participants, just as the native 
participants, relied more on auditory information than visual information 
when perceiving an unintelligible language (Mandarin Chinese), which is 
also in line with our hypothesis. The confusion matrix revealed some patterns 
for cases where tone-naïve participants were presented with incongruent 
experimental stimuli: whenever tone 1 was presented (i.e., the auditory input 
is tone 1) with incongruent visual cues (i.e., A1V2, A1V3, or A1V4), tone 2 was 
chosen as the answer most often in all three of the incongruent conditions. 
When tone 2 or tone 3 were in the auditory channel, tone-naïve participants 
gave their answers based on the auditory information (i.e., they picked tone 2 
or tone 3 as their answer most often). When the auditory input was tone 4, the 
majority of the answers were tone 1. Therefore, for incongruent combinations 
in tone 1, we see one possible example of “non-integration” (as discussed in the 
introduction) giving preference to the visual channel (A1V2) and two examples 
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of “integration” (A1V3 and A1V4) where the new tone 2 occurred as the 
majority response. For tone 4, we see similar patterns with both “integration” 
(A4V1) and “non-integration” (A4V2 and A4V3) occurring. The responses for 
incongruent conditions in tone 2 and tone 3 paint a different picture, given that 
the most often picked answer was still tone 2 or tone 3. That is, we see examples 
of “non-integration” as participants seemed to rely on the auditory channel 
in these cases. These varied effects indicate that auditory-visual integration 
happened among tone-naïve participants, albeit not for all incongruent stimuli. 
The reasons why a certain tone mostly is confused with another specific tone 
could be various. For example, one of the possible reasons for choosing tone 
1 whenever tone 4 was presented could be that tone 1 is perceived as a kind 
of default tone, with an unmarked configuration (e.g., a tone without a clear 
contour). Thus, when the participants experience difficulties grasping the 
changing pattern of the pitch, they tend to choose the default tone, since pitch 
height and pitch contour are not mastered in parallel (Wang et al., 2003). This 
can also be explained from a cross-linguistic perspective about the categorical 
nature of the perception of tone contrasts by speakers of tonal languages and 
speakers of nontonal languages (e.g., Hallé et al., 2004; but also see Krishnan, 
Gandour & Bidelman, 2010, for a different, more neurobiologically oriented 
perspective). 
	 In addition, the tone confusion matrices revealed that the intrinsic 
characteristics of the tones appear to be the main contributors to tone 
identification. Tone 3 was the easiest tone for listeners to identify, irrespective of 
the visual information that had been added to the auditory information. Tone 
4 was the most difficult one to correctly recognize. This is possibly due to their 
specific acoustic attributes — tone 3 has the longest duration and two intensity 
peaks, while tone 4 has the shortest duration, and only one intensity peak. Such 
features of the acoustic information have been preserved in the stimuli and 
they may have visual correlates as well (Mixdorff et al., 2005; Xu & Sun, 2002). 
For example, in the case of Mandarin tone 3 (low-dipping in terms of height 
and contour), the correlated head/neck motion during tone production should 
be signaled by a low-falling-rising movement. When present, these visual cues 
seem to be used by listeners during auditory-visual perception (Vatikiotis-
Bateson et al., 2000), which has been shown by our finding of a significantly 
higher accuracy in the auditory-visual condition as compared to the audio-
only condition. Such a result indicates that visual information helps tone-naïve 
participants to identify Mandarin tones. However, it only marginally increases 
the accuracy, and this increase depends on the tone in question: the accuracy 
of tone 3 and tone 4 is not affected much by congruency, but the accuracy of 
tone 1 and 2 judgments increases when the auditory and visual information are 
consistent.
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	 Note also that the visual cues from the speaker in these videos are natural 
and, consequently, fairly subtle. We did not give extra instructions to the speaker 
about how to read out the Chinese words/tones, except for the instruction that 
she had to imagine addressing a foreigner. Native listeners have no difficulties 
recognizing the tones, which indicates that these recordings are unambiguous 
for them. On the other hand, our tone-naïve listeners do rely somewhat on 
visual information to assist their tone identification. In that case, salient 
visual information may better serve the purpose of testing congruent and 
incongruent visual information in their auditory-visual integration. Although 
the introduction in our experiment (“speak to a foreigner”) to some extent 
already pushed the speaker to produce hyperarticulated speech, we realize 
that there is variation between speakers in terms of speech intelligibility: some 
speakers are easier to be understood than others (e.g., Cox et al., 1987; Ferguson, 
2004) and the clarity of the visual cues they provide (e.g., Grant & Braida, 1991; 
Chapter 2). For future studies, it would be useful to employ multiple speakers 
to produce the stimuli, so that more hyperarticulated speaking styles could 
result in stronger incongruent visual information that could influence the 
native speakers, which would be favorable to a visual-only condition for native 
subjects.
	 In summary, native speakers of Mandarin Chinese who accurately identified 
the Chinese tones predominantly rely on auditory information of the input, 
even when incongruent visual information was present. Because of the high 
accuracy, a ceiling effect might have obscured auditory and visual integration 
among native Chinese participants, so the existence of a McGurk effect at the 
tone level cannot be entirely ruled out. Tone-naïve participants, on the other 
hand, were affected by visual information. However, while visual information is 
helpful for tone-naïve participants with incongruent stimuli, it only marginally 
increases the accuracy in the tone identification task compared to auditory 
information alone, and this increase depends on the tone in question. Relatively 
speaking, in a communicative context in which one can see the speaker’s face, 
acoustic information contributed more for tone-naïve listeners in their tone 
identification as compared to visual information. In addition, identification 
varies with individual tones, with tone 3 (the low-dipping tone) the easiest one 
to identify, whereas tone 4 (the high-falling tone) was the most difficult one 
to perceive and tone 3 and tone 4 are not affected much by incongruency, but 
the accuracy of tone 1 and 2 judgments increases when the auditory and visual 
information are consistent.





Chapter 5Chapter 5
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Chapter 5

Automatic Classification 
of Produced and Perceived 

Mandarin Tones on the 
Basis of Acoustic and 

Visual Properties

	 Abstract.	 This study addresses two questions. First, we investigate 
which acoustic and visual features of tones produced by native speakers 
can be used to automatically classify Mandarin tones. Second, we explore 
whether these features are similar to or different from the ones that 
have cue value for tone-naïve perceivers when they categorize tones. To 
address these questions we video-taped four Mandarin speakers while 
they produced ten syllables with four Mandarin tones, that is, 40 words in 
two styles (natural and teaching), totaling 160 stimuli. These audiovisual 
stimuli were subsequently presented to 43 tone-naïve participants in a 
tone identification task. Basic acoustic and visual features were extracted. 
We used Random Forest to identify the most important acoustic and 
visual features for classifying the tones, and Logistic Regression to train 
our classifiers on produced tone classification (given a set of auditory and 
visual features, predict the produced tone) and on perceived/responded 
tone classification (given a set of features, predict the corresponding 
tone as identified by the participant). The results showed that acoustic 
features outperformed visual features for tone classification, both for the 
classification of the intended and the perceived tone. However, tone-
naïve perceivers did revert to the use of visual information in certain 
cases. So, visual information does not seem to play a significant role in 
native speakers’ tone production, but tone-naïve perceivers do sometimes 
consider visual information in their tone identification.*  

*�This chapter is based on: Han, Y., Castro Ferreira T., Goudbeek, M., Mos, M., & Swerts, M. 
(Submitted). Automatic Classification of Produced and Perceived Mandarin Tones on the Basis 
of Acoustic and Visual Properties. Submitted for journal publication.
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5.1 	 Introduction

Mandarin tones have been shown to have clear acoustic correlates, 
notably in the form of pitch and pitch contour. In particular, 
fundamental frequency (F0, perceived as pitch) patterns (both height 

and contour) and the direction of pitch, can distinguish four main distinctive 
tones, conventionally numbered 1 to 4: tone 1: high-level (5-516); tone 2: mid-
rising (or mid-high-rising; 3-5); tone 3: low-dipping (also low-falling-rising or 
mid-falling-rising; 2-1-4); and tone 4: high-falling (5-1) (Chao, 1930). Although 
tonal contrast in Mandarin Chinese is conveyed mainly by the height and 
contour of fundamental frequency (F0) (as the correlate of voice pitch (Francis 
et al., 2008; Hallé et al., 2004; Kong, 1987), Mandarin tones have also been 
shown to have other acoustic variables that can be perceptually informative 
(Chen & Massaro, 2008; Ryant et al., 2014), such as duration and amplitude 
(associated with intensity). 
	 Tones vary systematically in duration in isolation: tone 1 and tone 4 tend 
to be shorter than tone 2, while tone 3 has the longest vowel length (Ho, 1976). 
Accordingly, duration differences between tones are perceptually distinctive. 
Mandarin speakers tend to enhance a tonal contrast that are relatively confusable 
(between tone 2 and tone 3) by using different lengths (time) (Blicher et al., 
1990). Tones in Mandarin Chinese are differentiated by amplitude contour as 
well. It has been found that amplitude curves positively correlate with F0 (Ho, 
1976, Whalen & Xu, 1992). Moreover, (Mandarin) listeners are able to identify 
tone 2, 3 and 4 fairly well solely based on amplitude contour (Whalen & Xu, 
1992). In other words, amplitude contour is a reliable cue for tone identification. 
Most relevant studies have included these main acoustic features, that is, F0 
and amplitude, for tone classification. However, our study will use additional 
sets of acoustic measures, the choice of which was inspired by findings of 
previous work, and supplemented with extra measures to explore their possible 
cue value.
	 Although tone perception mainly relies on auditory information (Burnham 
& Lau, 1998; Magnotti et al., 2015), there is consistent evidence that visual 
information plays a role in tone perception (e.g., Chen & Massaro, 2008; Chapter 
2; Mixdorff et al., 2005a, 2005b; Shaw et al., 2014; Reid et al., 2015;). For example, 
based on visual information only, native speakers of Cantonese can distinguish 
Cantonese tones significantly above chance under certain conditions (Burnham 
et al., 2001). Similarly, Chen and Massaro (2008) found that the performance 
of native Mandarin speakers in visual lexical-tone identification is statistically 
better than chance. In addition, Han et al. (2018, 2019) showed that tone-naïve 
participants appear to benefit from visual information when identifying tones: 

16Ibid., p. 4.
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participants in an audio-visual condition distinguished Mandarin Chinese 
tones more accurately than those in an audio-only condition. 
	 A number of studies have explored the nature and locus of the visual cues in 
tone production and perception, and revealed fairly reliable configurations of 
visual cues related to tone perception. For instance, Chen and Massaro (2008) 
found that visual tone identification improved significantly after the participants 
were taught to pay attention to the visual movements of the neck, head and 
mouth. Related to this, strong correlations between head/jaw movements and 
F0 were also observed by Vatikiotis-Bateson and Yehia (1996) and Yehia et al. 
(2002) (see also in Burnham et al., 2006; Attina, Gibert, Vatikiotis-Bateson, & 
Burnham, 2010). Eyebrow movements (Swerts & Krahmer, 2010; Kim, Cvejic, 
& Davis, 2014) and lip movements (Dohen & Loevenbruck, 2005; Dohen, 
Loevenbruck, & Hill, 2006; Attina et al., 2010) were reported to be associated 
with prosodic contrasts as well. More recent audiovisual research on tone 
languages from Burnham et al. (2019) added larynx motion (in addition to head 
motion) as a possible cue for Thai tone classification, and they found positive 
evidence that this type of motion is important for Thai tone production. 
Another recent study conducted by Garg, Hamarneh, Jongman, Sereno, and 
Wang (2019) found direct evidence that facial movements made during 
Mandarin tone production align with pitch trajectories. Specific visual cues in 
Mandarin tone production were clearly defined in their study and it was shown 
how those visual cues are associated with each of the four Mandarin tones: the 
downward and upward head and eyebrow movements respectively follow the 
dipping and rising tone trajectories; a lip closing movement is associated with 
the falling tone, and there are minimal movements for the level tone. 
	 In general, it appears that the way tones are acoustically realized is often also 
visually signaled, because our mouths and faces need to gesture in a certain way 
to produce a given tone. Since more attention in past research has been paid to 
segmental information and less attention to the perception and classification 
of lexical-tone in research on audiovisual speech perception, evidence from 
the literature on the possible relationships between tone production and visible 
speech movements in tone-rich languages, such as Mandarin Chinese, is 
still sparse. In this study, we aim to find out whether visual information (i.e., 
facial expression and facial pose) contributes to the classification of Mandarin 
tones over and above the information provided in the acoustic signal. More 
specifically, our current study tries to shed light on which acoustic and 
visual cues can be used as automatic predictors of tones in (native) speakers’ 
audiovisual productions. Furthermore, we want to know if these cues are also 
used by (tone-naïve) perceivers to classify tones.
	 We investigate both production and perception in our study as it is known 
from previous work that there is not necessarily a direct and tight relation 
between speech production and perception (e.g., Wang et al., 1999, 2003). For 
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instance, some acoustic variation, while a systematic and potentially good 
classifier, may not work well in perception, because it is below a perceptual 
threshold. In other words, by studying both production and perception we 
can look into what the perceivers pick up from what the speaker produces 
acoustically and visually. Moreover, because of our interest in the acquisition 
of tonal categories, we used tone-naïve participants for our tone identification 
experiment. By comparing automatic and human classification for Mandarin 
Chinese tones, the representativeness of our models as models of tone learning 
can be established. If both the performance and cues used by our algorithms 
are comparable to that of our participants, then our models could be viewed 
as representative of how people learn tones. In contrast, there may also be a 
considerable amount of difference between the two, as, in theory, there could 
be reliable predictors for tone production that are not included in the tone 
perception model. When such factors are perceptually accessible ( i.e., listeners 
are actually able to hear/perceive them reliably) but not exploited for tone 
classification, then this could be a reason to explicitly teach foreign/second 
learners of a lexical tone language to pay attention to these factors. 
	 So, this study aims (1) to find out which acoustic and visual features 
taken from native speakers’ audiovisual recordings can be used by machine 
learning to classify Mandarin tones, and whether these cues are also used 
by tone-naïve perceivers to classify tones, and (2) to assess whether and how 
visual information (i.e., facial expression and facial pose) contributes to the 
classification of Mandarin tones over and above the information provided 
in the acoustic signal. More specifically, we applied this technique of tone 
classification both for produced tones and for perceived tones (obtained from 
tone-naïve participants). To answer these questions, we asked native Mandarin 
Chinese speakers to produce isolated words/tones and we later asked tone-naïve 
listeners to identify those tones. Acoustic and visual features were measured 
from the audiovisual signals, and their importance for tone classification was 
ranked by using a Random Forest classifier, which we applied both to predict (1) 
the speaker’s intended tone production and (2) the tones as perceived by tone-
naïve listeners. Furthermore, logistic regression was employed to predict the 
tones produced by the native Mandarin Chinese speakers and the responded 
tones by the tone-naïve perceivers based on acoustic-only, visual-only or 
combinations of acoustic and visual features, specifically to explore the relative 
contribution of visual information (over and above acoustic information) to 
tone classification for speakers and perceivers. Although tonal features have 
already been included in Chinese speech-recognition systems, most of them 
exclusively looked into relatively basic acoustic features and/or prosodic features 
(such as fundamental frequency (F0), duration and energy) for continuous 
Mandarin speech recognition (e.g., Chao, Yang & Liu, 2012; Chang, Zhou, Di, 
Huang, & Lee, 2000; Kalinli, 2011). This paper is one of those attempting to 
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include visual features into tonal modeling to classify Mandarin tones and to 
see the influence of visual characteristics from speakers on perceivers during 
the task of tone identification.
	 Given that tone production and perception in Mandarin Chinese greatly 
relies on auditory information (Burnham & Lau, 1998; Magnotti et al., 2015), 
we hypothesize that acoustic features would be ranked as more important 
than visual features in tone classifications of both produced tones (by native 
Mandarin Chinese speakers) and perceived tones (by tone-naïve perceivers). 
The order of the important acoustic features should be more or less the same 
in both classification tasks. More specifically, we expect to see fundamental 
frequency as the most important cue in classifying Mandarin tones, since F0 
is the acoustical correlate of pitch. We also expect duration and intensity to be 
considered as important acoustic features, since they are reliable cues for tone 
identification, as mentioned in the above section. As for the other basic acoustic 
features, such as voice quality and formant frequencies, the importance of their 
roles or their contribution to tone classification is less clear, but potentially of 
importance, since voice quality can vary with pitch (e.g., Swerts & Veldhuis, 
2001). As for the visual features, even the most promising facial features 
explored in the literature (for instance, head and neck movements, Chen & 
Massaro, 2008; eyebrow and lip movements, Grag et al., 2019) are not likely to 
appear at the top of the ranking table of tone classification for produced tones. 
However, some of the visual features could still outperform some of the acoustic 
features in the table of tone classification for perceived tones. After all, tone-
naïve perceivers who lack sufficient tonal knowledge tend to consider visual 
features to facilitate their tone identification (Burnham et al., 2001; Chapter 2, 
3, and 4). In terms of the features’ importance ranking, we assume that acoustic 
features would be the best predictors for the classification of produced tones, 
and that combined model of acoustic and visual features should be (slightly) 
better than a model with acoustic features alone. 
	 The paper is organized as follows. The method section consists of three 
parts. The first part contains a description of the tone production data as well as 
the extracted acoustic and visual features that are used for the first classification 
task. Second, we describe the tone perception study that provides the data for 
the second classification task. Third, a machine learning study is conducted 
based on these two data sets. The results section includes two parts. First, 
the importance ranking of the selected acoustic and visual features is shown 
for each of the classification models (production and perception). Second, 
the accuracies of tone classification models are compared with acoustic-only 
features, visual-only features and acoustic + visual features. 
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5.2	 Corpus construction

Ten Mandarin monosyllables (e.g., ma, ying …) (based on stimulus material 
from Francis et al., 2008 and from Chen & Massaro, 2008, previously used by 
Chapter 2 and Chapter 3, see Appendix 1) were selected to compose a word list as 
the experiment material. The syllables were chosen in such a way that four tones 
would generate four different meanings, resulting in 40 (10 Syllables × 4 tones) 
different existing words in Mandarin Chinese. These 40 words were produced 
by four adult Mandarin-Chinese native speakers (two females and two males) 
who were born and raised in China and had come to the Netherlands for their 
graduate studies. The speakers were instructed to produce the stimuli in two 
different scenarios in sequence: a natural mode (“pronounce these words as 
if you were talking to a Chinese speaker”) and a teaching mode (“pronounce 
these words as if you were talking to someone who is not a Chinese speaker”). 
The recording of the natural stimuli was done first, after which we recorded 
the teaching style stimuli. No other constraints were imposed on the way the 
speakers should produce the stimuli. There was a 20-minute break between the 
two recordings to counter fatigue.
	 We used Windows Movie Maker (2012) and Eye-catcher (version 3.5.1) 
to record the images and sounds of the speakers. Eye-catcher allows to easily 
capture the full-frontal images of the speakers’ faces, because its camera is 
located behind the computer screen. This way, the setting is similar to a real 
face-to-face situation. Eventually, we generated two sets of 160 video stimuli 
(10 syllables × 4 tones × 4 speakers): one set for natural style, and one set for 
teaching style. We then divided these two long sets into individual tokens, with 
each token containing exactly one stimulus. We used version 3.9.5 of Format 
Factory to extract the sound from the videos17.

Acoustic and visual features extracts

A textgrid command was used to extract the audio from the video recordings. 
We manually checked all the processed segments to make sure all the sounding 
excerpts were captured fully and correctly. After that, we automatically extracted 
the basic standard acoustic characteristics of the materials. For this study, Praat 
6.0.33 (Boersma & Weenink, 2017) was used to measure the acoustic features 
for each of the 320 speech tokens (4 speakers x 40 words x 2 speaking styles). 
The default parameter settings for speech analysis in Praat were used (for 
instance, the standard pitch range of 75 - 500 hertz). The selection of the features 
was guided by the recommendation of The Geneva Minimalistic Acoustic 

17�The corpus here is constructed based on the stimuli produced in Chapter 2, and previously used 
in Chapter 3.
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Parameter Set (GeMAPS) for voice research (Eyben et al., 2015), which is based 
on previous literature (also seen in a more recent study, Tupper, Leung, Wang, 
Jongman, & Sereno, 2020) and the theoretical significance of the features. Table 
5.1 shows the extracted acoustic features and their definitions (based on the 
acoustic features used in Goudbeek & Scherer, 2010). 
	 The durational parameter measures the total duration of the entire stimuli 
(excluding pre- and post-utterance silence). Since all stimuli were monosyllables 
and vowel types do not systematically influence tone identification (Chen & 
Massarro, 2008), we treated the total duration of the sounding segment as the 
tone length (time). Pitch is the perceived fundamental frequency (F0). The pitch 
features were directly obtained from Praat and all measures were computed 
over the voiced part. The minimum and maximum of the pitch were set at 5% 
and 95%, respectively. The mean and standard deviation were calculated based 
on the values between the minimum and maximum pitch. We also determined 
the 25th and 75th percentile of the F0 measure. The measures of intensity were 
derived in the same way as the pitch features and they were expressed in dB. 
The mean, standard deviation, minimum pitch, and maximum pitch were 
computed by querying the intensity contour in Praat. In addition, the intensity 
below 500 Hz and 1k Hz was extracted. Two voice quality features were also 
extracted: jitter and shimmer, which reflect the amount of irregularity of the 
signal in pitch and intensity, respectively. Since there were female and male 
speakers, formants were included as these measures are relevant for speaker 
identity, which we think might give more insights to the differences between 
speaking styles as well.
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Acoustic features Description

Duration Total duration of the sounding segment in s

Pitch variations

Pitch_mean Mean pitch of the voiced part

Pitch_sd Pitch standard deviation

Pitch_05(min) Pitch contour 5th percentile

Pitch_95(max) Pitch contour 95th percentile

Pitch_25 Pitch contour 25th percentile

Pitch_75 Pitch contour 75th percentile

Intensity variations

Intensity_mean Mean intensity in dB

Intensity_sd Standard deviation of the intensity in dB

Intensity_min Intensity (absolute) minimum in dB

Intensity_max Intensity (absolute) maximum in dB

Intensity_05 Intensity contour 5th percentile in dB

Intensity_95 Intensity contour 95th percentile in dB

Intensity_500 The proportion of intensity below 500 dB

Intensity_1k The proportion of intensity below 1k dB 

Voice quality variations  
Jitter_local This is the average absolute difference between consecutive 

periods, divided by the average period.
Jitter_absolute This is the average absolute difference between consecutive 

periods, in seconds
Shimmer_dB This is the average absolute base-10 logarithm of the difference 

between the amplitudes of consecutive periods, multiplied by 
20.

Shimmer_local This is the average absolute difference between the amplitudes 
of consecutive periods, divided by the average amplitude.

Formants variations

F1 Center frequency and bandwidth of the first formant (in Hz).

F2 Center frequency and bandwidth of the second formant (in Hz).

F3 Center frequency and bandwidth of the third formant (in Hz).

Table 5.1. The acoustic features and their definitions
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 Th e Computer Expression Recognition Toolbox (CERT) was employed to 
automatically code facial expressions in the videos. CERT is a fully automatic, 
real-time soft ware tool that estimates Action Units (AUs) from the Facial Action 
Unit Coding System (FACS) (Littlewort et al., 2011). Every facial expression 
can be described by the set of AUs that compose it. Action Units (AUs) were 
measured for each of the 320 video segments (i.e., each stimulus). As previous 
literature (Chen & Massaro, 2008) has asserted that the relevant visual cues for 
tone mainly depend on the (intensity of the) movements of the mouth, head/
chin, and neck, 15 relevant action units (AU) and 3 head poses were selected. 
Table 5.2 shows a close-up of the 15 action units which have been included 
for the analysis. CERT also outputs estimates of the 3 head poses: yaw (the 
direction of shaking “no”), pitch (the direction of nodding “yes”), and roll (the 
in-plane rotation of the face).

Table 5.2. Examples of the 15 selected Action Units from FACS (as cited in Cohn, 
Ambadar, & Ekman, 2007)

5.3  Perception study

43 participants (32 females and 11 males, with a mean age of 22) were recruited 
from Tilburg University. Th e majority of the participants (74%) were native 
speakers of Dutch. Th e 11 remaining participants each had a diff erent native 
language: German, French, Greek, English, Portuguese, Spanish, Italian, 
Russian, Indonesian, Bengali, and Arabic. None of the participants were native 
speakers of tone languages, and no one was ever formally exposed to any 
tone language. Th e stimuli which were produced by the four native Mandarin 
Chinese were used to test the participants. All sessions were conducted in a 
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sound-attenuated room. E-prime (Version 2.0; Zuccolotto, Roush, Eschma, & 
Schneide, 2012) was used to set up and run the experiment18. 
	 The protocol of this study was approved by the Research Ethics and 
Data Management Committee of Tilburg School of Humanities and Digital 
Sciences, Tilburg University. All participants gave written informed consent in 
accordance with the Declaration of Helsinki.
	 We found out that the accuracy of tone identification of the participants is 
well above chance (25%), M = 48%, SE = 0.02. Tone 4 was the most difficult tone 
to recognize, with an accuracy of 32.1%. On the other hand, the low-dipping 
tone 3 was the easiest to recognize (62.7% accuracy). This can be seen in the 
confusion matrix (Table 5.3). The high-falling tone 4 was most often confused 
by the participants with the high-level tone 1. Tone 1 was mostly confused with 
mid-rising tone 2. Tone 1 and 2 showed little difference in accuracy, as the 
participants were able to identify them about equally (same as in Chapter 3 
Table 3.1b). 

    Responded tone    

1 2 3 4

Presented tone 1 49.8 26.3 8.9 15.0

2 16.8 48.5 20.7 14.1

3 5.2 15.1 62.7 17.0

  4 34.7 23.0 10.3 32.1

Table 5.3. Confusion matrix for tone (percentage correct) in non-native perceivers

5.4	 Machine Learning methods

To assess the importance of acoustic and visual features in the process of tone 
classification and tone perception, we made use of Machine Learning (ML), a 
subfield of Artificial Intelligence which aims to learn how to categorize data by 
using patterns and inference instead of explicit instructions. More specifically, 
we developed classification models of Supervised Learning, which are trained to 
predict an output class from input features based on examples of input-output 
pairs. 

18The data in this perception study is the same data collected from non-musicians in Chapter 3.
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5.4.1	 Data 
As we mentioned before, this study has two main goals. The first goal is to 
find out which acoustic and visual features (which are taken from native 
speakers’ audiovisual recordings) can be used by machine learning to classify 
Mandarin tones. Furthermore, we investigate whether or not these cues are 
also used by tone-naïve perceivers to classify tones. The second goal is to see if 
visual information contributes to the classification of Mandarin tones over and 
above the information provided in the acoustic signal. If it does, we also want 
to see how it contributes to this classification. To be more specific, we applied 
this technique of tone classification for both the produced tones and for the 
perceived tones (all obtained from tone-naïve participants). Furthermore, to 
gain a better insight into the behavior of the participants in the tone perception 
experiment, we take a closer look at patterns in the errors they made. For 
instance, they might have made mistakes because they ignored the visual cues. 
To summarize, this leads to the following three classification experiments: 

•	 Tone classification for produced tones 

	 Given a set of features which describes the stimulus, the goal of the classifier 
was to predict the tones produced by the native Mandarin Chinese speakers. 
These classifiers were trained and evaluated based on 312 pairs of trial features 
and the corresponding tone extracted from production data.

•	 Tone classification for all perceived tones 

	 Given a set of features which describes the stimulus and a participant, a 
tone perception classifier aimed to predict the corresponding tone guessed by 
the participant. 6702 pairs between trial and perceived tone were used to train 
and evaluate the classifiers. 

•	 Tone classification for wrongly perceived tones 

	 Given a set of features which describes the stimulus and a participant, a 
tone perception classifier was run to predict the wrong corresponding tone 
guessed by the participant. 3218 pairs between trial and wrongly perceived tone 
were used to train and evaluate the classifiers. 

5.4.2	 Features
In addition to the acoustic (see Table 5.1) and visual features (see Table 5.2) 
of each trial, the training models included a number of Common Features as 
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fixed factors: Syllable (10 levels), Speaker (4), and Speaking style (2), and for the 
perception data Perceiver (43).

5.4.3	 Models and settings
Using the Scikit-learn framework (Pedregosa et al., 2011), we implemented 
two popular Machine Learning classifiers to answer our research questions: a 
Random Forest classifier and a Logistic Regression.

•	 The Random Forest classifier was used to rank the importance of each 
visual and acoustic feature in predicting the produced tone and the perceived 
one. In other words, this ranking classifier aims to find out which auditory 
and visual features are better cues for classifying Chinese tones and have more 
perceptual validity for tone-naïve learners of such tones, respectively. For each 
task, the classifier was trained with 100 estimators and default parameters in 
the framework.

•	 Logistic Regression was used to classify the produced and perceived tones. 
This technique has hyper-parameters, such as the normalization function 
and the parameter C, which needs to be tuned in order to fit the model to 
solve the classification problem. To do so, we used an optimization technique 
called Random Search (Bergstra & Bengio, 2012) to compare the l1- and l2-
normalization functions and to consider  1, 5, 10, 50, 100, 500 and 1000 as 
possible values for C. Moreover, in order to speed up the training process, we 
pre-processed the feature inputs, scaling each of them to values between 0 and 
1. Equation 1 presents this scaling process used for each feature:

std = (X - min(X)) / (max(X) - min(X))
X_scaled = X_std * (max - min) + min

Equation 1. Preprocessing method to scale the features between 0 and 1

5.4.4	 Evaluation
With the proposed models, we performed two techniques: ranking and 
classification.

•	 Ranking 

	 The proposed Random Forest approach was trained on each data set and 
was used to estimate the importance of each feature in the tone classification 
for produced tones and tone classification for perceived tones, respectively.
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•	 Classification
 
	 Regarding the Logistic Regressions, we trained three classifiers for each 
task (e.g., tone classification for produced tones and tone classification for (all 
and wrongly) perceived tones) with the trials modelled by Common features + 
(1) acoustic features, (2) visual features, and (3) combined features (i.e., acoustic 
and visual features). In the target task, performance was evaluated through 10-
fold cross validation, whereby the accuracies of the classifiers in the test sets 
of each fold iteration was averaged. The accuracy is the ratio of the number of 
correct predictions (i.e., true positives and true negatives) over the total testing 
samples.
	 By training and measuring the performance of these classifiers, we aim to 
find out the importance of each type of feature in the task of tone classification. 
Since we assume that the acoustic-only model will outperform the visual-only 
model and visual features may help distinguishing the produced and perceived 
tones, we expect that the classifiers which model the trials with combined 
features will have a higher performance than the acoustic- and visual-only 
classifiers. 

5.5	 Results

We ranked all the selected acoustic and visual features predicting produced 
tones and perceived tones and reported the accuracy of each tone classification 
model in this section. Linear regression was conducted to see how well the 
selected acoustic and visual features in predicting tones. The overall model fit 
for produced tones was R2 = .61. The model fit for all perceived tones was R2 = 
.13 and for wrongly-perceived tones was R2 = .20.

5.5.1	 Ranking
Table 5.4 and 5.5 depict the importance of each feature in the tasks of tone 
classification for produced tones and for all perceived tones, respectively. 
The importance value of all the features should sum up to 1, and the average 
importance is the cutting point (sum/number of features). In this case, the 
cutting point of the importance is 0.02. Features which have greater value than 
the cutting point should be considered as important and should be included in 
the model. 
	 As shown in Table 5.4, for classifying the tones produced by native 
speakers, acoustic features in general were ranked more important than visual 
features. Duration was the most important feature to categorize the tones 
(0.09), followed by jitter_local and pitch_05 (0.06). Pitch variations including 
pitch_75 (i.e., pitch contour 75th percentile), pitch_25 (i.e., pitch contour 25th 
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percentile), and pitch_mean, and voice quality parameter, jitter_absolute, 
took the third position (0.05). Among all the visual cues, only motions from 
lips (lips_suck and lips_corner pull; 0.02) and eyebrows (0.02) were relevant 
cues for classifying produced Mandarin Chinese tones, the others were not 
considered as important. Three potential head poses (pitch, yaw, and roll) 
were not seen as important visual features in predicting produced tones as 
expected. Some of the features representing variations of intensity (mean and 
minimum of the intensity, for instance) and voice formants were ranked as 
being of low importance (0.01). Among all the common features, only speaker 
should be considered as important, while syllable and speaking style only had 
an importance of 0.01. 

Rank Feature Name Importance Feature Type

1 Duration 0.09 acoustic

2 Jitter_local 0.06 acoustic

Pitch_05 0.06 acoustic

3 Pitch_75 0.05 acoustic

Jitter_absolute 0.05 acoustic

Pitch_mean 0.05 acoustic

Pitch_25 0.05 acoustic

4 Pitch_sd 0.04 acoustic

Shimmer_local 0.04 acoustic

Pitch_95 0.04 acoustic

Shimmer_dB 0.04 acoustic

5 Intensity_max 0.02 acoustic

Speaker 0.02 common

Intensity_05 0.02 acoustic

Intensity_95 0.02 acoustic

Intensity_sd 0.02 acoustic

Intensity_500 0.02 acoustic

AU1_Inner_Brow_Raise 0.02 visual

AU12_Lip_Corner_Pull 0.02 visual

AU28_Lips_Suck 0.02 visual

6 F1 0.01 acoustic

AU25_Lips_Part 0.01 visual

AU4_Brow_Lower 0.01 visual
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AU2_Outer_Brow_Raise 0.01 visual

Intensity_mean 0.01 acoustic

Intensity_min 0.01 acoustic

AU6_Cheek_Raise 0.01 visual

AU17_Chin_Raise 0.01 visual

Pitch 0.01 visual

F3 0.01 acoustic

Yaw 0.01 visual

AU26_Jaw_Drop 0.01 visual

F2 0.01 acoustic

Roll 0.01 visual

AU10_Lip_Raise 0.01 visual

AU18_Lip_Pucker 0.01 visual

AU15_Lip_Corner_Depressor 0.01 visual

AU24_Lip_Presser 0.01 visual

Intensity_1k 0.01 acoustic

AU5_Eye_Widen 0.01 visual

AU23_Lip_Tightener 0.01 visual

Syllable 0.01 common

Speaking style 0.01 common

Sum Common features 0.04

Acoustic features 0.76

Visual features 0.20

Table 5.4. �Tonal features ranking in tone classification for produced tones. Note that 
visual cues are indicated in grey.
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Rank Feature Name Importance Feature Type

1 Perceiver 0.75 common

2 Duration 0.03 acoustic 

3 Pitch_05 0.01 acoustic 

Shimmer_local 0.01 acoustic 

Jitter_absolute 0.01 acoustic 

Pitch_25 0.01 acoustic 

Jitter_local 0.01 acoustic 

Pitch_sd 0.01 acoustic 

Pitch_75 0.01 acoustic 

Pitch_mean 0.01 acoustic 

Shimmer_dB 0.01 acoustic 

Pitch_95 0.01 acoustic 

AU1_Inner_Brow_Raise 0.01 visual

Speaker 0.01 common

Intensity_95 0.01 acoustic 

Intensity_sd 0.01 acoustic

AU12_Lip_Corner_Pull 0 visual 

AU2_Outer_Brow_Raise 0 visual 

AU28_Lips_Suck 0 visual

AU4_Brow_Lower 0 visual 

AU25_Lips_Part 0 visual 

F2 0 acoustic

AU18_Lip_Pucker 0 visual 

F1 0 acoustic

Intensity_05 0 acoustic

AU6_Cheek_Raise 0 visual 

Intensity_max 0 acoustic 

AU10_Lip_Raise 0 visual 

Pitch 0 visual 

AU26_Jaw_Drop 0 visual 

Yaw 0 visual 

F3 0 acoustic 

AU15_Lip_Corner_Depressor 0 visual 

Intensity_500 0 acoustic
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Intensity_min 0 acoustic

AU5_Eye_Widen 0 visual 

Syllable 0 common 

AU17_Chin_Raise 0 visual 

Intensity_1k 0 acoustic 

Roll 0 visual 

AU23_Lip_Tightener 0 visual 

AU24_Lip_Presser 0 visual 

Intensity_mean 0 acoustic 

Speaking style 0 common 

Sum Common features 0.76

Acoustic features 0.17

Visual features 0.01

Table 5.5. �Tonal features ranking in tone classification for all perceived tones. Note that 
visual cues are indicated in grey.

	 Table 5.5 displays the results of the feature ranking in the task of tone 
classification for all perceived tones. The amount of important tonal features 
for classifying perceived tone was considerably less than the number of features 
involved in predicting the produced tones (16 vs. 43). There were only two 
features in total considered as important features: perceiver and duration. 
Perceiver, with an important value of 0.75, was the most important feature to 
classify the perceived tones, which indicates some participants were better than 
the others in the task of identifying Mandarin tones. Similarly to the production 
classification, duration again turns out to be a very important feature, with 
an importance of 0.03. Pitch variations, jitter, shimmer, and eyebrow motion 
appeared to play small but equal roles in tone classification for all perceived 
tones. Generally, however, it appears that no particular visual cue contributed 
significantly to the classification.
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Rank Feature Name Importance Feature Type

1 Perceiver 0.68 common

2 Duration 0.02 acoustic 

3 Pitch_05 0.01 acoustic 

Shimmer_local 0.01 acoustic 

Jitter_absolute 0.01 acoustic 

Pitch_25 0.01 acoustic 

Jitter_local 0.01 acoustic 

Pitch_sd 0.01 acoustic 

Pitch_mean 0.01 acoustic 

Pitch_75 0.01 acoustic 

Shimmer_dB 0.01 acoustic 

Pitch_95 0.01 acoustic 

Speaker 0.01 common

AU2_Outer_Brow_Raise 0.01 visual

AU18_Lip_Pucker 0.01 visual

Intensity_05 0.01 acoustic 

Intensity_sd 0.01 acoustic

AU1_Inner_Brow_Raise 0.01 visual 

AU28_Lip_Suck 0.01 visual 

Intensity_max 0.01 acoustic

AU4_Brow_Lower 0.01 visual 

AU12_Lip_Corner_Pull 0.01 visual 

F3 0.01 acoustic

F2 0.01 acoustic 

Intensity_min 0.01 acoustic

AU25_Lips_Part 0.01 visual

F1 0.01 acoustic 

Intensity_95 0.01 acoustic 

AU24_Lip_Presser 0.01 visual 

Roll 0.01 visual 

AU15_Lip_Corner_Depressor 0.01 visual 

Intensity_500 0.01 acoustic 

Intensity_1k 0.01 acoustic 

AU23_Lip_Tightener 0.01 visual 
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Yaw 0.01 visual

AU6_Cheek_Raise 0.01 visual

Pitch 0.01 visual 

Intensity_mean 0.01 acoustic 

AU5_Eye_Widen 0.01 visual 

Syllable 0.01 common 

AU26_Jaw_Drop 0.01 visual 

AU10_Lip_Raise 0.01 visual 

AU17_Chin_Raise 0 visual 

Speaking style 0 common 

Sum Common features 0.70

Acoustic features 0.23

Visual features 0.17

Table 5.6. �Tonal features ranking in tone classification for wrongly perceived tones. Note 
that visual cues are indicated in grey.

	 Table 5.6 provides a ranking of the tonal features for classifying the 
incorrect responses from the perceivers, i.e., those responses where the tone 
that was identified by the participant was not the one uttered in the stimulus. 
Perceiver was again ranked as the most important feature (0.68), just as in the 
All Perceived Tones ranking (Table 5.5), followed by duration (0.02). Compared 
to the feature ranking of tone classification for all perceived tones, there were 
more features involved when perceivers responded incorrectly (16 vs. 39). 
However, similar to the previous findings, even when perceivers gave incorrect 
responses, they still paid more attention to the acoustic cues than to the visual 
cues. 

5.5.2	 Tone classification
Table 5.7 shows the averaged general and tone-specific accuracies of the 
Logistic Regression classifiers in the tasks of tone classification for produced 
tones and tone classification for (all and wrongly) perceived tones. On average, 
we see that the acoustic-only model outperformed the visual-only model in 
the classifications for produced tones and perceived tones. Concerning the 
combined version of our models, the results reveal that combining acoustic 
and visual features did not lead to a better classification than the Acoustic-
only model. These results are consistent with the features’ importance ranking, 
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showing that acoustic features are the best predictors for the classification 
of Mandarin Chinese tones, and that the modeled visual features are not 
significant predictors for the classification tasks. 

Tone classification for produced tones

General Tone 1  Tone 2 Tone 3 Tone 4

AO 0.82 (0.78-0.86) 0.84 (0.73-0.94) 0.68 (0.56-0.80) 0.90 (0.84-0.95) 0.88 (0.78-0.99)

VO 0.20 (0.16-0.24) 0.22 (0.11-0.33) 0.18 (0.10-0.27) 0.09 (-0.02-0.21) 0.32 (0.18-0.46)

AV 0.83 (0.79-0.87) 0.83 (0.74-0.93) 0.73 (0.62-0.83) 0.89 (0.76-1.01) 0.91 (0.86-0.96)

Tone classification for all perceived tones

General Tone 1 Tone 2 Tone 3 Tone 4

AO 0.50 (0.48-0.52) 0.62 (0.60-0.64) 0.45 (0.42-0.48) 0.63 (0.60-0.66) 0.22 (0.19-0.25)

VO 0.32 (0.31-0.32) 0.40 (0.37-0.44) 0.48 (0.45-0.51) 0.23 (0.20-0.26) 0.05 (0.03-0.07)

AV 0.50 (0.48-0.52) 0.63 (0.61-0.65) 0.44 (0.41-0.46) 0.64 (0.62-0.66) 0.22 (0.19-0.25)

Tone classification for wrongly perceived tones

General Tone 1  Tone 2 Tone 3 Tone 4

AO 0.44 (0.42-0.46) 0.58 (0.56-0.61) 0.51 (0.48-0.54) 0.23 (0.17-0.28) 0.33 (0.28-0.38)

VO 0.36 (0.34-0.37) 0.35 (0.33-0.38) 0.63 (0.60-0.66) 0.08 (0.06-0.11) 0.20 (0.16-0.23)

AV 0.48 (0.46-0.50) 0.62 (0.59-0.64) 0.51 (0.48-0.53) 0.30 (0.27-0.34) 0.42 (0.36-0.47)

Table 5.7. �General and tone-specific accuracies in tone classifications. Note that numbers 
in brackets represent 95% confidence intervals. 

	 Moreover, the data in Table 5.7 show that of the three tone classification 
tasks, the produced tones are the best fit according to our models. The reason 
for this is that the accuracies of the acoustic-only model and the combined 
model in tone classification for produced tones were much higher than the 
corresponding accuracies in both all and wrongly perceived tones (82% in AO 
and 83% in AV for produced tone classification vs. 50% in both AO and AV for 
perceived tone classification). Table 5.7 also tells us that there is no difference 
in performance between AO and AV models overall. However, the model of 
visual-only fits better in predicting perceived tones than in produced tones: 
the accuracy of the VO model is higher in tone classification for all perceived 
tones (especially for wrongly perceived tones) than in tone classification for 
produced tones (32%, 36% and 20%, respectively). 
	 Although the visual-only models did not significantly contribute to the 
accuracies of the combined models in general, the influence of visual cues had a 
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different picture on tone classification on individual tone level. Zooming in on 
specific characteristics of individual tone classification for produced tones, we 
observe that the accuracy of a visual-only model for tone 4 (high-falling tone) 
(32%) was above chance (25%), indicating that in the visual-only condition, 
visual features can significantly contribute to classify tone 4. Similarly, in tone 
classification for all perceived tones, the accuracies of a visual-only model for 
high-level tone 1 and mid-rising tone 2 were also above chance (40% and 48%, 
respectively). Interestingly, the visual-only model was the best model to predict 
tone 2 in the tone identification task (48% in visual-only vs. 44% in combined). 
In addition, in the perceived tone classification, the acoustic-only model and 
the model based on combinations of acoustic and visual features made accurate 
predictions for high-level tone 1 (63%) and low-dipping tone 3 (64%), while all 
models (i.e., acoustic-only, visual-only, and combined) made poor predictions 
for high-falling tone 4 (22%, 5% and 22% respectively). 
	 In the task of tone classification of wrongly perceived tones, the combined 
acoustic and visual model (AV) generated the highest degree of (predictive) 
accuracy (48% in AV; 44% in AO; and 36% in VO). In contrast to the other 
two classification tasks, for classifying wrongly perceived tones, including 
both auditory and visual features provides the best model. In other words, 
visual features seem to significantly contribute to the participants’ (erroneous) 
performance, although acoustic features were still the most relevant predictors. 
This is the case for tone 2 in particular: the visual-only model (with an accuracy 
of 63%) is the most accurate model to predict tone 2, instead of the combined 
model (with an accuracy of 51%). 

5.6	 Discussion

In this study, we set out to answer two questions: first, which acoustic and 
visual cues presented in native producers’ audiovisual signal can be used 
to automatically classify Mandarin tones and whether these cues are also 
used by tone-naïve perceivers to identify tones. Second, whether and how 
visual information (i.e., facial expression and facial pose) contributes to the 
classification of Mandarin tones over and above the information provided 
in the acoustic signal. In doing so, we video-taped four native Mandarin 
Chinese speakers producing 40 existing words in teaching and natural mode 
and then presented these videos to 43 tone-naïve participants to identify the 
tones. Basic acoustic and visual features were extracted from the experimental 
materials produced by the native speakers. We used random forest classifier 
to estimate the importance of the selected features and rank them in order of 
importance. Three logistic Regression classifiers were trained for each of the 
tone classification tasks (i.e., tone classification for produced tones by native 
speakers, tone classification for all and wrong perceived tones), to find out the 
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importance of each type of feature in the task of tone classification. In addition, 
we investigated whether the features used to classify the produced tones are 
similar to or different from the ones that tone-naïve perceivers use when they 
identify tones.
	 First, the results of the linear regression showed that the selected acoustic 
and visual features can be used efficiently in the automatic tone classification 
models. Second, the ranking tables of the tonal features showed that most of 
the acoustic features were ranked as more important than the visual features 
in Mandarin Chinese tone classification for the intended/produced and the 
perceived tones (which is in line with our assumption). Among all the chosen 
acoustic parameters (i.e., pitch, intensity, voice quality, duration and formants), 
duration stood at the top of the ranking in produced tone classification and 
was ranked as the secondary important feature (after perceiver) in perceived 
tone classification. In other words, duration is the most important and reliable 
feature to classify Mandarin Chinese tones. Pitch variations and voice quality 
(jitter and shimmer) were ranked below duration. Third, none of the selected 
visual features, not even the three head poses which were considered as the 
most promising visual cues, were ranked as important in tone classification for 
perceived tones. However, three visual features (AU1: inner brow raise, AU12 lip 
corner pull, and AU28 lips suck) were considered as important for classifying 
produced tones by native Chinese speakers. 
	 The fact that pitch was not ranked as the most important feature in tone 
classification for perceived tones is not completely consistent with our hypothesis. 
Pitch, as the perceived form of fundamental frequency, was expected to be the 
most important feature for tone classification. A possible explanation for this 
might relate to the inadequate tone knowledge of the perceivers. Compared 
to duration (the length of the tone), pitch is a relative abstract feature since 
it involves tone direction and height. Because of its complexity and the time 
pressure in the experiment, our tone-naïve participants may have focused 
primarily on the length difference of the tone, which is more direct and easier 
to grasp.
	 Our analysis showed that the factor “Perceiver” was found to be the factor 
responsible for the largest amount of variance explained in the responses by 
our tone-naïve participants, indicating the importance of individual differences 
in tone perception. Because individual variation was responsible for so much 
variance, the contribution of other features might have been suppressed in the 
rankings. While we did address individual variation in previous work (Chapter 
3), it was not the focus of this study, and future work could attempt to clarify the 
role of individual characteristics in the perception of Mandarin tones.
	 We found that the amount of useful tonal features for (all) perceived tone 
classification was much less than for produced tone classification. This result 
may be explained by the fact that the model is better at predicting what tone 
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was produced (r2 = .609), than at what tone was perceived (r2 = .133). It may well 
be that the features that the model considers map better to what is produced 
(i.e., these are in fact the relevant features to distinguish tones), than to which 
features are considered for perception (i.e., the possibility of the participants 
paying attention to other things than the variables that were included in the 
model), and therefore possibly relating to a mismatch between production 
and perception. Another possible explanation could be that the participants 
were in fact often genuinely guessing, and were randomly pressing one of 
the buttons. This latter explanation could also be the reason why individual 
variation was ranked as the most important factor in classification for perceived 
tones. The fact that some participants are better than others might be due to 
individual differences in perceptual abilities. For instance, one of our previous 
studies found that tone-naïve perceivers who have official musical experience 
identified Mandarin Chinese tones better than their counterparts who do not 
have musical experience (Chapter 3).
	 In line with the feature importance ranking, the results of models for 
tone classification showed that acoustic features are the best predictors for 
the classification of most Chinese tones, and visual features did not play a 
significant role in tone classification in general. This finding partially supports 
our assumption that an acoustic-only model would be the best predictor for 
tone classification for produced tones, while a combined model would be the 
best model of predicting the perceived tones by tone-naïve perceivers. Notably, 
the accuracy of the visual-only model in the (all and wrongly) perceived tone 
classification was higher than the one in produced tone classification, both for 
the general result and for each individual tone. This indicates that when native 
Chinese speakers produce tones, they barely use visual cues to convey the tonal 
information, while tone-naïve perceivers do consider the visual cues when they 
give (wrong) responses. In other words, in the task of tone identification, visual 
information misled tone-naïve participants to some extent. However, even 
when visual cues did not necessarily lead the participants to a higher accuracy 
of identification, the effect may appear from other dependent variables (not 
addressed here), such as shorter reaction times. Therefore, monitoring reaction 
time could be the pursuit of future work. 
	 Based on the data of predicting wrongly perceived tones, we also noticed 
that visual features had some influence on tone classification for a subset of 
cases, particularly for mid-rising tone 2 in the tone perception experiment. The 
accuracy of identifying tone 2 was improved by 3% (from 45% to 48%) when 
moving from an acoustic-only model to a visual-only model. Interestingly, the 
accuracy of the model even became worse when the acoustic-only model was 
combined with visual-only. This suggests that it is more likely to get tone 2 
correctly identified by the perceivers when they only focus on the visual cues 
and ignore the acoustic information. Although the role of visual features for tone 
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2 was not so dominant in tone classification for the produced tone, the accuracy 
of the model combining auditory and visual features was higher than that with 
only auditory features (from 68% to 73%). The amount of visual information 
involved in the production of individual Mandarin Chinese tones varies 
between tones (Chen & Massaro, 2008). Interestingly, the low-dipping tone 3 
has the most visually observable activity, which could lead to the prediction 
that tone 3 is the tone for which visual information matters most. However, 
the visual-only model not showing a high accuracy on predicting tone 3 may 
be caused by the fact that it has unique and strong acoustic properties (the 
longest duration and two intensity peaks), which may have helped perceivers 
to easily identify it, even without considering visual cues. All models (i.e., 
acoustic, visual and combined) were bad in predicting tone 4, which implies 
that tone 4 happens to be the most difficult tone for identification among all 
the Mandarin tones, so neither the acoustic nor the visual features are really 
helpful for perceivers, in line with our results from previous studies (Chapter 2 
and Chapter 4). This could be due to the unique and specific acoustic attributes 
of tone 4 (i.e., the shortest duration, and only one intensity peak), while very 
brief visual activities make tone 4 difficult to perceive. 

5.7	 Conclusion 

Facial features have been mostly neglected in tonal classification. Most studies 
to date have focused on the importance of the role of acoustic features for 
automated speech recognition. This makes sense, since visual features do not 
significantly contribute to the improvement of tone classification models, as 
our study showed. However, visual features should still be included in the 
model of tone classification when the model is to predict perceivers’ behavior. 
For Mandarin Chinese tone classification, acoustic features weigh more than 
visual features, and duration should be considered as the most important 
acoustic feature for native speaker’s speech recognition. Visual features are 
especially helpful in identifying the mid-rising tone 2. In addition, for tone-
naïve speakers, high-falling tone 4 is the most difficult tone to recognize. 
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Chapter 6

General Discussion and 
Conclusion

The previous chapters presented four studies on factors influencing tone 
perception, specifically the effect of visual information on Mandarin 
Chinese tone identification by tone-naïve perceivers, in combination 

with other contextual and individual factors. The relative importance of acoustic 
and visual information for tone perception and (automatic) tone classification 
have been explored as well. In this final chapter, I will first summarize the 
main findings and formulate answers to the main research questions that were 
introduced in Chapter 1. Next, theoretical implications of these findings will be 
discussed, as well as directions for future research. 

6.1	 Main findings

The first research question, investigated in chapters 2 and 3, was whether 
modality (audio-visual vs. audio-only condition), combined with speaking 
style (natural vs. teaching mode) and musicality of the perceivers (musicians 
vs. non-musicians), affects the perception of Mandarin Chinese tones by 
tone-naïve speakers. The tone identification experiment presented in Chapter 
2 showed that the video conditions (audio-visual natural and audio-visual 
teaching) resulted in an overall higher accuracy in tone perception than the 
auditory-only conditions (audio-only natural and audio-only teaching), but 
no better performance was observed in the audio-visual conditions in terms 
of reaction time, compared to the auditory-only conditions. The finding that 
participants in the audio-visual conditions outperformed their counterparts in 
the audio-only conditions supported our claim that tone-naïve perceivers can 
benefit from visual cues that native speakers display on their faces. Teaching 
style turned out to make no difference on the speed or accuracy of Mandarin 
tone perception (as compared to a natural speaking style). Therefore, the 
hypothesis that speaking style would influence Mandarin tone perception 
was rejected. In chapter 3, we presented the same experimental materials and 
procedure, but now with musicians versus non-musicians as participants. The 
results provided further evidence for the view that the availability of visual cues 
along with auditory information is useful for people who have no knowledge 
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of Mandarin Chinese tones when they need to learn to identify these tones. 
The data also revealed that musicians outperformed the non-musicians in 
both experimental conditions (audio-visual and audio-only), which was in line 
with our hypothesis that musical ability positively affects the ability to identify 
Mandarin tones. 
	 Apart from the factors we focused on (i.e., modality, speaking style and 
musicality), we explored two additional factors in chapters 2 and 3 that could 
potentially affect the ability to perceive Mandarin Chinese tones, even when 
these factors were not our primary interest. First, there is variation between 
speakers. We investigated whether some speakers speak in such a way that 
tones are easier to identify than those from other speakers. Second, some tones 
may be easier to perceive than others. We particularly assessed whether the way 
the tones are acoustically realized is also visually signaled, which could lead to 
differences in accuracy of tone recognition (Chapter 2). The analyses revealed 
differential effects of speaker on the accuracy of the tone identification. That 
is, some (female) speakers produce tones that are easier to identify than the 
tones of other (male) speakers. Regardless of conditions, the specific tone had a 
striking influence on the percentage of correct responses and on reaction time 
as well. Specifically, we found that tone 3 (low-dipping tone) was the easiest 
one for the listeners to identify, while tone 4 (high-falling tone) was the most 
difficult one. 
	 In addition to the findings mentioned above, Chapter 3 also revealed 
that musicians and non-musicians equally improved their tone identification 
accuracy over time, which showed both groups were learning at the same 
rate. Although musicians performed better than non-musicians across the 
board (they had a higher accuracy overall), they did not learn faster than non-
musicians. Musicians’ overall accuracy was higher to start with, but did not 
increase more than the accuracy of non-musicians. Moreover, musicality also 
predicted accuracy for each of the individual tones. Out of the five sub-scales 
(active engagement, perceptual abilities, musical training, singing abilities, and 
emotions) measured by Goldsmiths Musical Sophistication Index, musical 
training was the only constant factor predicting the accuracy for each individual 
tone, while the other factors had no consistent effect on accuracy. This suggests 
that implementing musical training could facilitate (tone) language learning, 
and that is promising for educational purposes. 
	 So far, the results of the first two experiments presented in chapters 2 and 
3 showed that adding visual cues to clear auditory information facilitated the 
tone identification for tone-naïve perceivers (there is a significantly higher 
accuracy in audio-visual condition(s) than in auditory-only condition(s)). 
This visual facilitation did not change with the presence of (hyperarticulated) 
speaking style or the musical skill of the participants. Moreover, variations in 
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speakers and tones had effect on the accurate identification of Mandarin tones 
by tone-naïve perceivers.
	 The next two studies, reported on in subsequent chapters, focused on the 
relative importance of auditory and visual information in tone perception for 
tone-naïve perceivers (Chapter 4) and automatic tone classification (Chapter 
5). More specifically, in Chapter 4, we tried to answer whether or not there is 
an audio-visual integration at the tone level in native speakers of Mandarin 
Chinese and tone-naïve perceivers (i.e., we explored perceptual fusion between 
auditory and visual information, reminiscent of the well-known McGurk 
effect). We found that visual information did not significantly contribute to 
the identification of Mandarin Chinese tones. When there is a discrepancy 
between visual cues and acoustic information (such as when the auditory input 
is mid-rising tone 2, but the visual input is high-level tone 1), both native and 
tone-naïve participants tend to rely more on the auditory than on the visual 
information. In other words, our findings provide no evidence of auditory-
visual fusion for tone perception among native speakers of Mandarin Chinese. 
Unlike native speakers, tone-naïve participants were influenced by the visual 
information: they identified the tones more accurately in congruent stimuli 
than in incongruent stimuli. In addition, in line with our previous findings, 
individual characteristics of the tones appear to be the main contributors to 
accurate tone identification. Tone 3 was the easiest tone for listeners to identify, 
irrespective of the visual information that had been added to the auditory 
information. Tone 4 was the most difficult one to correctly recognize.
	 Finally, Chapter 5 investigated which acoustic and visual properties from 
the native speakers’ audio-visual signal can be used to automatically classify 
Mandarin tones and whether these features are similar to or different from 
the ones that are used by tone-naïve perceivers when they categorize tones. 
The results showed that acoustic features outperformed visual features for tone 
classification, both for the classification of the intended/produced and the 
perceived tone. However, tone-naïve perceivers did revert to the use of visual 
information in certain cases (i.e., when they misjudged tones). Thus, visual 
information does not seem to play a role in native speakers’ tone production, 
but tone-naïve perceivers do sometimes consider visual information in their 
tone identification. These findings provided additional evidence that auditory 
information is more important than visual information in Mandarin tone 
perception and tone classification. Notably, visual features contributed to the 
participants’ erroneous performance. This suggests that visual information 
actually misled tone-naïve perceivers in their task of tone identification. To 
some extent, this is consistent with our claim that visual cues do influence tone 
perception. In addition, the ranking of the auditory features and visual features 
in tone perception showed that the factor perceiver (i.e., the participant) was 
responsible for the largest amount of variance explained in the responses by 
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our tone-naïve participants, indicating the importance of individual differences 
between perceivers in tone perception. 
	 To sum up, perceivers who do not have tone knowledge in their language 
background tend to make use of visual cues from the speakers’ faces for their 
perception of unknown tones (Mandarin Chinese in this dissertation), in 
addition to the auditory information they clearly also use. Thus, auditory cues 
are still the primary source they rely on. There is a consistent finding across the 
studies that the low-dipping tone 3 is the easiest tone to identify, while the high-
falling tone 4 is the most difficult one to recognize. 

6.2	 Theoretical implications 

This section discusses implications of the findings for existing theories of audio-
visual tone perception. More specifically, I will indicate where the present 
research supports existing theories and where it diverges from them, and I will 
also briefly touch upon the necessity of studying individual differences between 
perceivers in tone perception. 

6.2.1	 Audio-visual tone perception 
One of the central points in this dissertation is the value of visual information in 
tone perception by tone-naïve perceivers. The findings of the studies presented 
here paint a mixed picture with respect to this issue. In Chapter 2, our finding 
that tone-naïve participants were (slightly) better able to identify tones when 
they saw the speaker than when they only heard them suggested that visual 
information plays a facilitating role in tone perception. Similar results were 
found in Chapter 3: musicians and non-musicians (tone-naïve perceivers) 
were able to identify tones better in audio-visual conditions than audio-only 
conditions. Although the effect was not that large, visual information was 
helpful for perceivers to identify Mandarin tones. In Chapter 4, the results 
showed that visual information marginally increased the accuracy in the tone 
identification task, but that this increase depended on the tone in question. 
Therefore, these first chapters showed positive effects of visual information on 
tone perception for tone-naïve perceivers. However, the modelling approach 
from Chapter 5 that attempted to predict the perceived Mandarin tones by 
tone-naïve perceivers revealed no significant differences between auditory-only 
and auditory-visual models. Instead, the results indicated that visual features 
seem to significantly contribute to the (tone-naïve) participants’ erroneous 
performance in Mandarin tone perception. In other words, in the task of tone 
identification, visual information misled tone-naïve participants, at least to 
some extent. 
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	 Many previous studies were not able to reveal an audio-visual facilitation 
effect in native speakers except in noisy or impaired listening conditions (e.g., 
Burnham et al., 2015; Mixdorff et al., 2005a; Mixdorff & Charnvivit, 2004; Smith 
& Burnham, 2011). One explanation could be that the use of native speakers as 
participants may have obscured possible beneficial effects of the visual modality. 
A noisy or difficult listening situation pushes the native speakers to make use 
of the visual information, which may be underused by normal-hearing tone 
perceivers (Reid et al., 2015). In our pretest of Chapter 2 (see section 2.2.2), 
we also observed that native participants in the audio-only condition already 
performed at ceiling. In contrast to these previous findings, we did find a 
difference between audio-only and audio-visual conditions with “clear” stimuli 
(i.e., no noisy environment, degraded signal or hearing-impaired participants), 
but only for non-native listeners in Mandarin Chinese tone perception. In that 
respect, our study is in line with studies that have shown that visual information 
is available to, and used by, language learners during speech perception, and 
tone perception is determined by both auditory and visual information (Reid 
et al., 2015; Smith & Burnham, 2012; Burnham et al., 2015).
	 With respect to the question of relative strength of auditory and visual 
information in Mandarin tone perception, the results are consistent throughout 
our thesis: compared to visual information, auditory information contributes 
to a much larger extent to the accurate identification of tones, both for tone-
native and tone-naïve perceivers. The tone identification experiment conducted 
with tone-native and tone-naïve perceivers with auditory-visual congruent and 
incongruent materials in Chapter 4 showed that native Chinese participants 
most likely ignored the visual information (they identify the congruent stimuli 
equally well as the incongruent ones), while tone-naïve participants did take 
visual information into account in the tone identification task (they identified 
more tones accurately when stimuli were congruent than with incongruent 
stimuli), but this only marginally increased their perceptual accuracy. That 
provided explicit evidence that auditory information played a dominant role 
in tone perception. Automatic classification for Mandarin Chinese tones 
presented in Chapter 5 was in line with this outcome, but also identified the 
relative importance of individual acoustic features. Our findings are thus in line 
with previous studies that indicate that tone perception (and tone production) 
in Mandarin Chinese greatly relies on auditory information (Burnham & Lau, 
1998; Magnotti et al., 2015; Sekiyama & Burnham, 2008). Moreover, when 
comparing native speakers of (Mandarin) tone languages with native speakers 
of non-tonal languages in the task of tone perception, our findings provide 
support for the view that visual speech information appeared to be ignored by 
tone language speakers (Mandarin Chinese speakers, at least), while non-tonal 
language speakers seemed to be prone to perceptual fusion like effects at the 
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tone level, as they tend to make use of available visual cues and integrate them 
with the auditory information. 

6.2.2	 Individual differences between perceivers
In Chapter 5, “perceiver” was found to be the factor responsible for the largest 
amount of variance explained in the responses by our tone-naïve participants, 
indicating the importance of individual differences in tone perception. The 
foundation of individual difference research is that it examines attributes 
on which learners vary and how such variations relate to language-learning 
success. The individual variables among learners that can have an impact on the 
learning process and have been studied plenty in previous literature include: 
learning aptitude, gender, culture, age, learning styles, learning strategies, and 
affective variables (see, for instance, Dörnyei & Skehan, 2003; Ehrman, Leaver, 
& Oxford, 2003; Schmidt, 2012; Tagarelli, Ruiz, Vega, & Rebuschat, 2016). 
Given the design of our experiments (preliminary data and short time span), 
in this dissertation, I focus on looking into the individual differences between 
perceivers in tone perception, instead of relating the individual differences to 
more general aspects of second language learning.
	 In Chapter 3, we addressed one perceiver related characteristic that clearly 
influences tone identification, as it was shown that musicality (in particular, 
musical training) positively contributes to Mandarin tone identification. There 
is a large literature concerning the correlation between musical ability and tone 
learning (Delogu et al., 2006, 2010; Marie et al., 2011; Ong et al., 2017; Wong & 
Perrachione, 2007) and there is evidence from previous studies that musical 
training facilitates the learning of linguistic tone (e.g., Alexander et al., 2005). 
Our finding that musicians are at an advantage compared to non-musicians 
when identifying tone in Mandarin Chinese is in line with previous studies. 
Additionally, we looked into the performance of musicians and non-musicians 
over time in order to see whether the two groups differ in learning rate. The 
learning patterns showed that although musicians showed their superior 
performance at the beginning of the task, they did not learn faster than non-
musicians. Interestingly, the increase in performance follows a linear pattern for 
both musicians and non-musicians, and does not seem to plateau, indicating 
that more exposure leads to better performance, and potentially (in the case 
of a longer learning period) may lead to still higher final accuracy scores. It 
therefore appears that for people with no tone language experience, musical 
training aids in linguistic tone perception. However, a deeper insight into the 
relationship between musical training and tone identification in musicians is 
still lacking. If there would be replications in the future or similar work focuses 
on this relationship, we would suggest incorporating a behavioral or cognitive 
test (e.g., Woodcock-Johnson Tests of Cognitive Abilities WJ-Cog; Woodcock, 
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1997) to better characterize the perceptual differences and relate them to tone 
identification. 
	 The other individual characteristic from perceivers that had an obvious 
effect on tone identification is the language background of the two groups of 
participants: tone-native and tone-naïve perceivers. In Chapter 4, we presented 
various tone combinations of congruent and incongruent auditory-visual 
materials to native speakers of Mandarin Chinese and speakers of tone-naïve 
languages. The results showed that both groups relied mainly on auditory 
information (rather than visual information) when perceiving Mandarin 
Chinese. If we would have pursued this further, we would have tried to unravel 
the details of the perceptual mechanism that distinguishes tone perception in 
tone-native and tone-naïve speakers. However, we could draw some inspiration 
from previous studies about the variabilities in ability to successfully learn to use 
pitch in lexical contexts. For instance, Gandour (1983) suggested that different 
language backgrounds may be associated with variability in cue-weighting, i.e., 
speakers of a contour tone language, such as Mandarin Chinese, tend to attend 
more to a dimension related to pitch direction, while non-tone speakers tend to 
place more emphasis on pitch height (speaker-specific information) (see also Li 
& Shuai, 2011). Since the major predictor of successfully learning to use lexical 
tones is the ability to perceive pitch contours (Wong & Perrachione, 2007; 
Moreno et al., 2009), this correlates well with the fact that some participants 
outperformed others, even though all of them were non-tone speakers, because 
good perceivers/learners attended more to pitch direction compared to poor 
perceivers/learners (Chandarsekaran, Sampath, & Wong, 2010).
	 Taken together, it is fair to say that tone perception can vary considerably 
between individuals, and that taking individual differences in tone learning 
into consideration will maximally benefit all perceivers.

6.2.3	 A theory of tone perception
There is a consistent finding across the studies in this dissertation that certain 
tones are perceived more easily than others, which could relate to potentially 
universal aspect of tone perception mentioned by Burnham et al. (2015), also 
in as far as visual cues are concerned. In their experiment, they found that (for 
Thai) the tone contour provides the best information across modalities and that 
articulation of dynamic tones perhaps has more obvious visual concomitants 
than static tones. A similar result was found in their study in 2001 on Cantonese 
tone perception: dynamic tones have more obvious visual concomitants than 
static tones (in visual-only mode). Moreover, among these contour tones, 
rising tones are more salient than falling tones (Burnham et al., 2001; 2015). 
As for Mandarin Chinese tones, there is one static tone (Tone 1) and three 
contour tones (Tone 2, Tone 3 and Tone 4). Specifically, across the studies in 
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this dissertation, we have found that low-dipping tone 3 was the easiest tone 
to identify for tone-naïve perceivers, while high-falling tone 4 was the most 
difficult one. The tone confusion matrices (Chapter 2, 3, and 4) showed that 
tone 4 was most commonly misidentified as high-level tone 1, while tone 1 was 
mostly confused with mid-rising tone 2. In addition, tone 2 appeared to be the 
one influenced the most by visual cues from the speakers. 
	 Although the pattern is quite consistent across our studies, the conclusion 
is not entirely in line with the findings from previous studies: while tone 
3 has indeed been found to be the easiest one to identify (due to the longest 
vowel duration), tone 4 has not been clearly found to be the most difficult 
one to recognize (Mixdorff et al., 2005b; Blicher et al., 1990; Fu & Zeng, 
2000). Moreover, the confusion patterns reported in various studies seem 
to be influenced by the linguistic background of the perceivers. So (2006) 
examined Mandarin tone identification by native speakers of Cantonese and 
Japanese, and found that Cantonese speakers confused more often between 
Mandarin Tone 1 and Tone 4 (the same as we found in tone-naïve speakers), 
while Japanese speakers confused Tone 2 and Tone 4 more often. Ultimately, a 
common confusing pair for all three groups (Cantonese, Japanese and English) 
is Mandarin Tone 2 and Tone 3 (So & Best, 2011).
	 Mandarin tones are intrinsically different from each other, acoustically 
and visually. For instance, tone 3 has the longest duration and two intensity 
peaks, while tone 4 has the shortest duration, and only one intensity peak. 
With respect to visual features, tone identification has been found to mainly 
depend on the (intensity of the) movements of the mouth, head/chin, and 
neck: specifically, there is little to no activity for tone 1, some activity for tone 2 
and tone 4 (though very brief for tone 4), with tone 3 having the most activity, 
namely a dipping head/chin. Duration (time) differences between the tones 
may be caused by variation in the movements of the mouth, as more complex 
movements would require more time to be realized (Chen & Massaro, 2008). 
Taken together, it is much more important which tone the listeners hear than 
how they hear it (e.g., whether visual information is present).

6.3	 Suggestions for future work

First of all, we suggest that future work could benefit from pursuing the 
investigation of individual factors, both of speakers and perceivers, in the 
process of tone perception. Which individual characteristics eventually lead to 
efficient communication is one of the questions that this dissertation has not 
fully answered. Since the results in Chapter 2 indicated that female speakers were 
easier to be understood by the tone-naïve perceivers than male speakers, the 
gender of the speakers was identified as a possibly mitigating factor. However, 
more data, especially with a sufficiently large sample of speakers, should be 
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collected to broadly reveal the speakers’ variations in tone identification, as 
there were only four speakers in our study, which does not allow us to attach 
much importance to it. For example, an acoustic analysis for each speaker’s 
speech (tone) production would be useful, so that specific auditory properties 
could be identified as the responsible factors for the easiness of perception. 
Similarly, for visual information, further research should take into account the 
variation between speakers’ realizations of visual information. After all, there 
might be substantial differences in the degree to which the speakers’ faces exhibit 
relevant characteristics. In addition to individual differences between speakers, 
individual differences between perceivers should also be considered in future 
work on tone perception. In Chapter 5, perceiver was found to be the factor 
responsible for the largest amount of variance explained in the responses by 
our tone-naïve participants, indicating the importance of individual differences 
in tone perception. Future work can pursue incorporating a behavioral or 
cognitive test to be able to better characterize the differences in perceptual 
abilities and relate them to tone identification. 
	 Second, most of the studies of this dissertation used accuracy as the 
dependent variable. However, we also included reaction time in the study 
presented in Chapter 2 to see the effect of modality and speaking style on 
tone identification for tone-naïve perceivers. Our analysis did not reveal many 
significant results in terms of reaction time (except for the finding that perceivers 
may react faster to a specific speaker). We therefore did not include reaction 
time in any later studies, since using accuracy was sufficient to answer our 
research questions. However, as we stated in the discussion sections of chapter 
4 and 5, we would like to encourage future work to look at other measures as 
well, including reaction times. The reason for this is that sometimes accuracy 
cannot paint the whole picture: Reaction times can provide information about 
the difficulty or ease of the perception process, as reflected in the speed with 
which it happens. Even if the outcome (correct or incorrect tone identification) 
is the same, visual information might, for instance, facilitate the process in 
terms of processing speed, which can be captured in reaction times. Therefore, 
the results of reaction time and accuracy experiments do not always yield the 
same conclusions.
	 For instance, including the measure of reaction times could add instant value 
to our study presented in Chapter 4. We presented congruent and incongruent 
auditory-visual tone stimuli to native speakers of Mandarin Chinese and non-
tone language speakers, and we found native Mandarin Chinese perceivers 
identified the congruent stimuli equally well as the incongruent ones. However, 
by focusing on accuracy only, we could not discern whether there is an 
auditory-visual fusion at the tone level due to ceiling effects caused by the high 
accuracy. Adding the measure of reaction times could remove the ceiling effect 
problem, as according to Prinzmetal, McCool & Park (2005), auditory or visual 



C
H

A
PTER 6  G

EN
ERA

L D
ISC

U
SSIO

N
 A

N
D

 C
O

N
C

LU
SIO

N

130

channel selection does not affect the perceptual representation (performance), 
but involves a decision as to which location should be responded to. If there is 
a conflict as to which location should be responded to, responses are delayed 
(like they are in the incongruent stimuli situation). In other words, while visual 
cues did not necessarily lead the participants to a higher accuracy of tone 
identification, they might have led to shorter reaction times. 
	 Third, there are some methodological implications related to the 
simultaneous study of production and perception. As mentioned in the 
introductory chapter of this dissertation, the assumption behind doing this was 
that we then can look into what the perceivers pick up from what the speaker 
acoustically and visually produces. In Chapter 5, we used computational models 
to directly investigate the relationship between the production and perception of 
tones, by modelling the categorization of the produced tones by native speakers 
and the perceived tones by tone-naïve perceivers. The comparison of the results 
showed that visual information does not seem to play a significant role in native 
speakers’ tone production, but tone-naïve perceivers do sometimes consider 
visual information in their tone identification. This indicates that there is some 
discrepancy in the process of perceiving tones during the transition from 
tone production to tone perception. We believe that studying a combination 
of tone production and perception would provide added value to current and 
future studies. An immediate suggestion for future work would be looking into 
the production of tones by (tone-naïve) learners. In our studies, tone-naïve 
participants learned to identify tones, but not to produce them. An analysis of 
produced tones would provide new or additional insights into the relationship 
between tone production and tone perception.
	 Finally, the way the experimental stimuli were created could be improved 
by using a more natural setting. In this dissertation, the experimental stimuli 
(tones) were produced by native speakers of Mandarin Chinese in a natural 
and teaching style, but in imaginary scenarios (e.g., teaching style is the style 
“as if you were talking to someone who is not a Chinese speaker”). So while our 
elicitation was partly naturalistic, there were also clear elements of posed speech. 
We have further tried to tackle the issue of ecological validity in a number of 
ways. For example, we use Eye-catcher (version 3.5.1) to record the speakers’ 
images and sounds. One of the advantages of Eye-catcher is that the camera is 
located behind the computer screen, which is convenient for capturing the full-
frontal images of speakers’ faces unobtrusively, similar to what listeners would 
see in a face-to-face setting (Chapter 2. 3 and 5). Nevertheless, future work 
could benefit from an actual natural or teaching context or from extracting 
stimuli from a relevant corpus (e.g., Modern Spoken Chinese Corpus (MSCC)). 
However, while we strongly encourage the use of more natural dialogue settings 
for stimulus elicitation, there is also evidence that even when no addressee is 
present, speakers still show a form of audience-designed linguistic behavior 
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(e.g., Koolen, Gatt, Goudbeek, & Krahmer, 2011; Van der Wege, 2009). For 
instance, in the paper of Uther, Knoll and Burnham (2007) that addressed 
the issue of ‘foreigner-directed-speech’ (FDS), one of the manipulations in 
the study was to contrast natural speech and a ‘teaching’ register, produced 
“as if you were talking to someone who is not a Chinese speaker”. The results 
suggested that linguistic modifications found in foreigner-directed speech are 
didactically oriented. Therefore, it remains an open question how much of 
the effects attributed to the presence of an addressee are due to the physical 
presence of an addressee.
	 In addition, given the set-up of our stimulus recording (with elicited 
productions of isolated words), it could have been the case that our natural 
condition already represents rather “clear” speech, and in that sense is not 
representative of the reduced speech samples one often observes in more 
spontaneous data (Berry, 2009). Because of this, the tone may have been 
comparatively easy for listeners to distinguish. Accordingly, visual cues from 
the speaker in these videos are natural, but consequently fairly subtle. Follow-
up experiments could use a degraded audio signal (as in Burnham et al., 2001) 
to show a potential fusion of auditory and visual channels in native speakers.
	 Furthermore, it is fair to raise some concerns about the generalizability 
of our findings in this dissertation. First of all, we only used isolated words 
as the experimental stimuli. Although this is a reasonable starting point for 
tone perception as it becomes complicated on a sentence level due to the 
involvement of assimilation or intonation, generalization on sentence and 
context level is a matter for speculation. However, tone perceptual studies on 
sentence context level have been done (e.g., Hallé et al., 2004; So & Best, 2011). 
For example, Burnham, Ciocca and Stokes (2001) found that (Cantonese) 
participants generally performed better with words in isolation than with 
words in context in the task of (Cantonese) tone identification, but isolation or 
context interacted with the presenting modes (AO, AV and VO). Second, while 
most of the present research has been conducted using university students, 
tone identification should also be studied in other groups of participants to 
see whether the results would generalize to language use outside the lab. Such 
work can be found as well (Cienkowski & Carney, 2002; Tye-Murray, Sommers, 
& Spehar, 2007; Wang et al., 2020). For instance, the most recent study was 
conducted on 6-and 8-year-old monolingual or bilingual children to make a 
systematic comparison of Mandarin tone training in the AO and AV modes. 
These findings provided evidence that tone language experience (monolingual 
or bilingual) is a strong predictor of learning unfamiliar tones (Kasisopa, El-
Khoury Antonios, Jongman, Sereno, & Burnham, 2018). Hopefully, further 
work would benefit from the issues brought forward in the present dissertation.
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6.4	 General conclusion

The primary aim of this dissertation was to gain insight into the contribution 
of visual information to tone identification for tone-naïve perceivers. Much 
traditional work on tone perception has been a purely auditory phenomenon, 
which may be influenced by contextual, linguistic or conceptual factors. The 
studies presented here have shed light on the influence of visual information 
on tone perception. At the same time, they have also made it clear that there are 
differences in the effects of visual information on tone-native and tone-naïve 
speakers, in the relative cue value of auditory and visual speech information, 
and that the individual tones differ in learnability. These findings are important 
pieces of evidence that should be incorporated into both theoretical and 
application-oriented models of tone learning. More generally, we hope that our 
findings will benefit theories of audio-visual speech perception with data for 
tone and will inspire future research on second language studies of Mandarin 
Chinese tones.
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Appendices

Appendix 1. List of words used for producing the stimuli from Chapter 2,3,4,5
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Appendix 2.  A histogram of each participant’s accuracy on individual tone level from 
Chapter 3. Note that PC represents Proportion Correct. Th e chance level 
of the accuracy is .25.
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Model 1 (Section 4.3.1)

Accuracy ~ Congruency * Tone + (1|Subject) + (1|Syllable), data = Chinese, family = 
“binomial”

Information criteria

AIC BIC logLikelihood Deviance df residual

568.8 611.9 -278.4 556.8 9754

Scaled residuals

Min 1Q Median 3Q Max

-24.2334 0.0354 0.0468 0.0613 0.3627

Random effects

Groups Name Variance SD

Subject (Intercept) 1.31103 1.1450

Syllable (Intercept) 0.02904 0.1704
Number of observations: 9760, groups: Subject, 61; Syllable, 10

Fixed effects

Estimate SE z p

Intercept 4.92530 0.44506 11.067 < 2e-16

Congruency 0.22209 0.75295 0.295 0.76802

Tone 0.48076 0.16267 2.955 0.00312

Congruency*Tone -0.05291 0.33475 -0.158 0.87440

Correlations of Fixed Effects

Intercept Congruency Tone

Congruency -0.383

Tone -0.707 0.422

Congruency*Tone 0.346 -0.887 -0.486

Analysis of Variance Table

df Sum of Squares Mean Square F 

Congruency 1 0.1437 0.1437 0.1437

Tone 1 9.4326 9.4326 9.4326

Congruency*Tone 1 0.0217 0.0217 0.0217
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Model 2 (Section 4.3.2)

Accuracy ~ Congruency * Tone + (1 + Congruency | Subject) + (1 + Congruency 
|Syllable), data = Dutch, family = “binomial”

Information criteria

AIC BIC logLikelihood Deviance df residual

16109.1 16183.8 -8044.5 16089.1 12950

Scaled residuals

Min 1Q Median 3Q Max

-3.7096 -0.7352 -0.5695 1.0554 3.1860

Random effects

Groups Name Variance SD Correlation

Subject Intercept 0.481539 0.69393

Congruency 0.018758 0.13696 0.13

Syllable Intercept 0.032512 0.18031

Congruency 0.005985 0.07736 -0.08
Number of observations: 12960, groups: Subject, 81; Syllable, 10

Fixed effects

Estimate SE z p

Intercept -0.35989 0.11001 -3.271 0.00107

Congruency 0.83177 0.11019 7.549 4.39e-14

Tone -0.09080 0.01984 -4.578 4.70e-06

Congruency*Tone -0.20838 0.03945 -5.282 1.28e-07

Correlation of Fixed Effects

Intercept Congruency Tone

Congruency -0.235

Tone -0.445 0.445

Congruency*Tone 0.224 -0.879 -0.503

Analysis of Variance Table

df Sum of Squares Mean Square F 

Congruency 1 38.260 38.260 38.260

Tone 1 70.775 70.775 70.775

Congruency:Tone 1 28.233 28.233 28.233
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Model 3 (Section 4.3.3)

Accuracy ~ ConditionAV * Tone + (1 | Subject) + (1 | Syllable), data = AV+AO, family 
= “binomial”)

Information criteria

AIC BIC logLikelihood Deviance df residual

12019.0 12061.7 -6003.5 12007.0 9152

Scaled residuals

Min 1Q Median 3Q Max

-2.3764 -0.8261 -0.6089 1.0285 2.5614

Random effects

Groups Name Variance SD

Subject Intercept 0.34840 0.5903

Syllable Intercept 0.02824 0.1680
Number of observations: 9158, groups: Subject, 118; Syllable, 10

Fixed effects

Estimate SE z p

Intercept -0.002796 0.128856 -0.022 0.98269

ConditionAV 0.449349 0.162494 2.765 0.00569

Tone -0.122704 0.024291 -5.051 4.39e-07

ConditionAV*Tone -0.173651 0.041692 -4.165 3.11e-05

Correlation of Fixed Effects

(Intr) ConditionAV Tone

ConditionAV -0.658

Tone -0.467 0.370

CondtionAV*Tone 0.272 -0.631 -0.582

Analysis of Variance Table

df Sum of Squares Mean Square F 

ConditionAV 1 0.046 0.046 0.0462

Tone 1 85.925 85.925 85.9250

ConditionAV:Tone 1 17.587 17.587 17.5868

Appendix 3. �Full mixed-effect model outputs for the three models from Chapter 4. All 
models use treatment coding for the independent variables.
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Summary

Considering the fact that more than half of the languages spoken in the 
world (60%-70%) are so-called tone languages (Yip, 2002), and tone is 
notoriously difficult to learn for westerners, this dissertation focused on 

tone perception in Mandarin Chinese by tone-naïve speakers. Moreover, it has 
been shown that speech perception is more than just an auditory phenomenon, 
especially in situations when the speaker’s face is visible. Therefore, the aim 
of this dissertation is to also study the value of visual information (over and 
above that of acoustic information) in Mandarin tone perception for tone-
naïve perceivers, in combination with other contextual (such as speaking 
style) and individual factors (such as musical background). Consequently, this 
dissertation assesses the relative strength of acoustic and visual information in 
tone perception and tone classification.
	 In the first two empirical and exploratory studies in Chapter 2 and 3, 
we set out to investigate to what extent tone-naïve perceivers are able to 
identify Mandarin Chinese tones in isolated words, and whether or not they 
can benefit from (seeing) the speakers’ face, and what the contribution is 
of a hyperarticulated speaking style, and/or their own musical experience. 
Respectively, in Chapter 2 we investigated the effect of visual cues (comparing 
audio-only with audio-visual presentations) and speaking style (comparing 
a natural speaking style with a teaching speaking style) on the perception of 
Mandarin tones by tone-naïve listeners, looking both at the relative strength 
of these two factors and their possible interactions; Chapter 3 was concerned 
with the effects of musicality of the participants (combined with modality) 
on Mandarin tone perception. In both of these studies, a Mandarin Chinese 
tone identification experiment was conducted: native speakers of a non-tonal 
language were asked to distinguish Mandarin Chinese tones based on audio 
(-only) or video (audio-visual) materials. In order to include variations, the 
experimental stimuli were recorded using four different speakers in imagined 
natural and teaching speaking scenarios. The proportion of correct responses 
(and average reaction times) of the participants were reported.
	 The tone identification experiment presented in Chapter 2 showed 
that the video conditions (audio-visual natural and audio-visual teaching) 
resulted in an overall higher accuracy in tone perception than the auditory-
only conditions (audio-only natural and audio-only teaching), but no better 
performance was observed in the audio-visual conditions in terms of reaction 
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time, compared to the auditory-only conditions. Teaching style turned out to 
make no difference on the speed or accuracy of Mandarin tone perception 
(as compared to a natural speaking style). Further on, we presented the same 
experimental materials and procedure in Chapter 3, but now with musicians 
and non-musicians as participants. The Goldsmith Musical Sophistication 
Index (Gold-MSI) was used to assess the musical aptitude of the participants. 
The data showed that overall, musicians outperformed non-musicians in the 
tone identification task in both auditory-visual and auditory-only conditions. 
Both groups identified tones more accurately in the auditory-visual conditions 
than in the auditory-only conditions. These results provided further evidence 
for the view that the availability of visual cues along with auditory information 
is useful for people who have no knowledge of Mandarin Chinese tones when 
they need to learn to identify these tones. Out of all the musical skills measured 
by Gold-MSI, the amount of musical training was the only predictor that had 
an impact on the accuracy of Mandarin tone perception. These findings suggest 
that learning to perceive Mandarin tones benefits from musical expertise, and 
visual information can facilitate Mandarin tone identification, but mainly 
for tone-naïve non-musicians. In addition, performance differed by tone: 
musicality improves accuracy for every tone; some tones are easier to identify 
than others: in particular, the identification of tone 3 (a low-falling-rising) 
proved to be the easiest, while tone 4 (a high-falling tone) was the most difficult 
to identify for all participants.
	 The results of the first two experiments presented in chapters 2 and 3 
showed that adding visual cues to clear auditory information facilitated the 
tone identification for tone-naïve perceivers (there is a significantly higher 
accuracy in audio-visual condition(s) than in auditory-only condition(s)). 
This visual facilitation was unaffected by the presence of (hyperarticulated) 
speaking style or the musical skill of the participants. Moreover, variations in 
speakers and tones had effects on the accurate identification of Mandarin tones 
by tone-naïve perceivers. 
	 In Chapter 4, we compared the relative contribution of auditory and visual 
information during Mandarin Chinese tone perception. More specifically, we 
aimed to answer two questions: firstly, whether or not there is audio-visual 
integration at the tone level (i.e., we explored perceptual fusion between auditory 
and visual information). Secondly, we studied how visual information affects 
tone perception for native speakers and non-native (tone-naïve) speakers. 
To do this, we constructed various tone combinations of congruent (e.g., an 
auditory tone 1 paired with a visual tone 1, written as AxVx) and incongruent 
(e.g., an auditory tone 1 paired with a visual tone 2, written as AxVy) auditory-
visual materials and presented them to native speakers of Mandarin Chinese 
and speakers of tone-naïve languages. Accuracy, defined as the percentage 
correct identification of a tone based on its auditory realization, was reported.
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	 When comparing the relative contribution of auditory and visual 
information during Mandarin Chinese tone perception with congruent 
and incongruent auditory and visual Chinese material for native speakers 
of Chinese and non-tonal languages, we found that visual information did 
not significantly contribute to the tone identification for native speakers of 
Mandarin Chinese. When there is a discrepancy between visual cues and 
acoustic information, (native and tone-naïve) participants tend to rely more 
on the auditory input than on the visual cues. Unlike the native speakers of 
Mandarin Chinese, tone-naïve participants were significantly influenced by the 
visual information during their auditory-visual integration, and they identified 
tones more accurately in congruent stimuli than in incongruent stimuli. 
In line with our previous work, the tone confusion matrix showed that tone 
identification varies with individual tones, with tone 3 (the low-dipping tone) 
being the easiest one to identify, whereas tone 4 (the high-falling tone) was 
the most difficult one. The results did not show evidence for auditory-visual 
integration among native participants, while visual information was helpful 
for tone-naïve participants. However, even for this group, visual information 
only marginally increased the accuracy in the tone identification task, and this 
increase depended on the tone in question.
	 Chapter 5 is another chapter that zooms in on the relative strength of 
auditory and visual information for tone-naïve perceivers, but from the aspect 
of tone classification. In this chapter, we studied the acoustic and visual features 
of the tones produced by native speakers of Mandarin Chinese. Computational 
models based on acoustic features, visual features and acoustic-visual features 
were constructed to automatically classify Mandarin tones. Moreover, this 
study examined what perceivers pick up (perception) from what a speaker does 
(production, facial expression) by studying both production and perception. 
To be more specific, this chapter set out to answer: (1) which acoustic and visual 
features of tones produced by native speakers could be used to automatically 
classify Mandarin tones. Furthermore, (2) whether or not the features used in 
tone production are similar to or different from the ones that have cue value 
for tone-naïve perceivers when they categorize tones; and (3) whether and 
how visual information (i.e., facial expression and facial pose) contributes to 
the classification of Mandarin tones over and above the information provided 
by the acoustic signal. To address these questions, the stimuli that had been 
recorded (and described in chapter 2) and the response data that had been 
collected (and reported on in chapter 3) were used. Basic acoustic and visual 
features were extracted. Based on them, we used Random Forest classification 
to identify the most important acoustic and visual features for classifying the 
tones. The classifiers were trained on produced tone classification (given a set 
of auditory and visual features, predict the produced tone) and on perceived/
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responded tone classification (given a set of features, predict the corresponding 
tone as identified by the participant).
	 The results showed that acoustic features outperformed visual features for 
tone classification, both for the classification of the produced and the perceived 
tone. However, tone-naïve perceivers did revert to the use of visual information 
in certain cases (when they gave wrong responses). So, visual information does 
not seem to play a significant role in native speakers’ tone production, but 
tone-naïve perceivers do sometimes consider visual information in their tone 
identification. These findings provided additional evidence that auditory 
information is more important than visual information in Mandarin tone 
perception and tone classification. Notably, visual features contributed to the 
participants’ erroneous performance. This suggests that visual information 
actually misled tone-naïve perceivers in their task of tone identification. To 
some extent, this is consistent with our claim that visual cues do influence tone 
perception. In addition, the ranking of the auditory features and visual features 
in tone perception showed that the factor perceiver (i.e., the participant) was 
responsible for the largest amount of variance explained in the responses by our 
tone-naïve participants, indicating the importance of individual differences in 
tone perception. 
	 To sum up, perceivers who do not have tone in their language background 
tend to make use of visual cues from the speakers’ faces for their perception 
of unknown tones (Mandarin Chinese in this dissertation), in addition to the 
auditory information they clearly also use. However, auditory cues are still the 
primary source they rely on. There is a consistent finding across the studies that 
the variations between tones, speakers and participants have an effect on the 
accuracy of tone identification for tone-naïve speakers.
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