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times, and horizontal and vertical resolutions. These runs 
are then compared to re-analysis data. The main conclu-
sions from this work are: (a) objectively identified cyclone 
tracks are represented satisfactorily by most hindcasts; (b) 
sensitivity to vertical resolution is low; (c) cyclone depth 
is systematically under-predicted for a coarse resolution 
of T63 by both climate models; (d) no systematic bias is 
found for the higher resolution of T127 out to about three 
days, demonstrating that climate models are in fact able 
to represent the complex dynamics of explosively deepen-
ing cyclones well, if given the correct initial conditions; 
(e) an analysis using a recently developed diagnostic tool 
based on the surface pressure tendency equation points to 
too weak diabatic processes, mainly latent heating, as the 
main source for the under-prediction in the coarse-resolu-
tion runs. Finally, an interesting implication of these results 
is that the too low number of deep cyclones in many free-
running climate simulations may therefore be related to an 
insufficient number of storm-prone initial conditions. This 
question will be addressed in future work.

Keywords Windstorms · Seamless approach · Climate 
models · Diabatic processes · Horizontal resolution

1 Introduction

Windstorms associated with intense wintertime cyclones 
from the North Atlantic Ocean are among the most frequent 
and most devastating natural hazards affecting Europe 
(Munich 2009; Schwierz et al. 2010). Several storms dur-
ing the last decades, such as the Great October Storm 
(October 1987), Daria (January 1990), Lothar (December 
1999), Jeannette (October 2002), Kyrill (January 2007) and 
Klaus (January 2009) to name just a few, caused fatalities 
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and billions of euros in economic losses. Changes in the 
track, frequency and intensity of such events in the decades 
to come are a potential threat to European societies (Leck-
ebusch et al. 2007; Pinto et al. 2007a). Reliable projections 
of the changes in the related meteorological extremes are 
therefore of paramount importance.

Despite all recent progress in climate change research 
for variables like near-surface temperature, confidence in 
projections of storm tracks, cyclone intensity and extreme 
winds in the northern hemisphere remains low according to 
the 5th Assessment Report of the Intergovernmental Panel 
on Climate Change (IPCC; Christensen et al. 2013) and 
the UK Climate Projections (UKCP 2009). This low con-
fidence is related to concerns over the skill of many mod-
els in realistically representing large-scale features such as 
the stratosphere (Scaife et al. 2012; Manzini et al. 2014) 
and ocean circulation (Woollings et al. 2012) as well as 
the dynamics of individual storm systems, for example due 
to insufficient horizontal resolution (Willison et al. 2013). 
Consequently, the consensus between different models on 
a climate change signal remains rather low (Harvey et al. 
2012; Zappa et al. 2013b).

With respect to reliable projections of climate change 
impacts into the future, a reproduction of the climatology 
of extreme extratropical cyclones is generally regarded 
as an important requisite. Often, however, the deviations 
between model and observations for the current climate 
are so large that future projections rely solely on changes 
with respect to the model’s own climate, e.g. with respect 
to percentiles in wind speed or cyclone occurrence fre-
quencies. Particularly for intense events, the inter-model 
variability is considerable (Lambert and Fyfe 2006). Some 
models (or model versions) show a general under-represen-
tation of cyclones with core pressures below 970 hPa over 
the North Atlantic/Europe, i.e. the ones that are of greatest 
importance with respect to impacts (Knippertz et al. 2000; 
Pinto et al. 2006, 2007b, 2009a). This pertains not only to 
the frequency of such systems, but also to deepening rates 
and minimum core pressures, leading to a reduction in fre-
quency as high as 50 % in subregions (Pinto et al. 2006). 
Other studies, however, report a good correspondence 
(Bengtsson et al. 2006) or even a higher number of intense 
systems in the model’s control climate than in analysis data 
(Bengtsson et al. 2009). Such biases also occur in opera-
tional weather forecasts as documented by Froude (2009) 
for the ensemble prediction system (EPS) of the European 
Centre for Medium-Range Weather Forecasts (ECMWF) 
over the North Atlantic. A fundamental understanding of 
the exact reasons for such deviations is of great importance 
for assessing sources of uncertainty in climate projections.

Generally speaking, the three main sources of uncertain-
ties in climate projections are related to the evolution of 
emissions, internal climate variability and errors in climate 

models (Hawkins and Sutton 2009). While the first two 
can be addressed through consideration of scenarios and 
long-term climate ensembles, the last is a more fundamen-
tal problem, generally associated with the model’s coarse 
horizontal and vertical resolutions or deficiencies in model 
physics and the dynamical core. Model errors also affect 
simulations of past atmospheric states used to create event 
sets for the insurance industry. The most common approach 
to assess model error is to conduct multi-model ensem-
ble simulations for the recent climate, using the ensemble 
spread and deviations from observational datasets to pro-
vide a measure of uncertainty. This becomes rather prob-
lematic, if models have similar biases (e.g. Pennell and 
Reichler 2011) or if different errors compensate each other. 
For example, a general large-scale negative bias in surface 
pressure, related, say, to processes in the ocean or strato-
sphere, could mask a systematic underprediction of storm 
deepening due to an insufficient representation of the fast 
dynamical processes associated with cyclone intensifica-
tion. A clear separation of the relative influences of differ-
ent types of errors is difficult or impossible in the statistical 
evaluations of long-term climate simulations cited above 
and therefore alternative approaches are needed.

In the following we will summarise some recent work on 
model deficiencies related to cyclone activity. Model reso-
lution is most commonly employed to explain differences 
between global models and (re-)analyses in the frequency 
of intense cyclones (Knippertz et al. 2000; Pinto et al. 
2006; Leckebusch et al. 2008; Zappa et al. 2013a). Jung 
et al. (2006) distinguish dynamical effects, related to the 
supposedly worse representation of crucial physical pro-
cesses and the reduced height of orographic barriers such 
as Greenland and the Alps in coarser-resolution models, 
and truncation effects to do with changing the chances of 
detecting small-scale, short-lived cyclones with automatic 
tracking routines. They find that the effect of dynamics, 
physics and orography dominates over the truncation effect 
for intense cyclones, whereas the truncation effect domi-
nates for shallow cyclones. Willison et al. (2013) argue 
that coarser-resolution models are not capable to reproduce 
aspects such as the diabatic generation of potential vorticity 
along fronts, leading to feedbacks on the evolution of indi-
vidual cyclones (see also Madonna et al. (2014) for effects 
of Warm Conveyor Belts) and of the entire storm track and 
its energetics. Pinto et al. (2007b, 2009a) compare intense 
winter cyclones over the North Atlantic in ECHAM5 and in 
NCEP re-analysis with the same horizontal resolution and 
find fewer and weaker systems in the model despite a simi-
lar mean jet speed. This raises the question to what degree 
increasing horizontal resolution alone can improve the rep-
resentation of deep cyclones. In addition, there are even 
differences in storm intensity for different analysis prod-
ucts, which is again to some degree related to horizontal 
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resolution but also to the data assimilation system (Hodges 
et al. 2003; Löptien et al. 2008; Bengtsson et al. 2009). 
This illustrates the problem of which “truth” the control 
simulations of climate models should be compared to.

Several authors find systematic biases and large inter-
model differences in number and intensity of North Atlantic 
cyclones with storm tracks tending to be either too zonal, 
displaced southward or not extending far enough into the 
European continent (Pinto et al. 2006; Greeves et al. 2007; 
Ulbrich et al. 2008; Zappa et al. 2013a). Greeves et al. 
(2007) state that this result depends on the dynamical core 
and the horizontal resolution. At lower resolution, a semi-
Lagrangian core is less able to produce small-scale eddies, 
which results in weaker eddy kinetic energy, and in weaker 
and fewer cyclonic features, while an Eulerian core reacts 
to reduced resolution with changes in the storm track loca-
tion with intensities less affected. Other potential sources 
of error include parameterisations of convection, surface 
energy fluxes, boundary layer turbulence etc. It is there-
fore unclear to what degree the lack (abundance) of intense 
cyclones in some models is mainly the product of too rare 
(frequent) occurrences of storm-prone circulation patterns 
or of problems spinning up intense storms due to deficien-
cies in model physics. Leckebusch et al. (2008) find indica-
tions that the four large-scale circulation clusters that are 
associated with most intense storms in observations are 
systematically under-represented in different model simula-
tions of the current climate. The differences in basic states 
between different global climate models are so large that 
the driving model is often the dominant influence on simu-
lations with regional climate models, limiting their useful-
ness to improve the reliability of climate projections (Leck-
ebusch et al. 2006; Donat et al. 2011).

A rather technical aspect, which nonetheless adds to the 
difficulty in bringing in line results from various studies, 
are differences in the objective methods used to identify 
winter storms. Common approaches use mean sea-level 
pressure (MSLP), vorticity or wind measures at different 
levels, the usage of which can in fact affect resulting trends, 
again with a certain influence of the available horizontal 
resolution (Pinto et al. 2005; Ulbrich et al. 2009). The use 
of near-surface wind speed is particularly difficult due to 
the strong influence of the model’s representation of the 
boundary layer (Leckebusch et al. 2006; Rockel and Woth 
2007). However, results for the most intense storm systems 
are more robust than for total numbers (Neu et al. 2013).

In recent years many operational and research centres 
around the world have recognised that the scientific and 
technical challenges of short-term numerical weather pre-
diction (NWP), seasonal forecasting and climate projec-
tions are in many ways interrelated. Systematic errors in 
climate models often resemble those in NWP models (e.g. 
Williams and Brooks 2008). Froude (2009) for example 

found a larger error in the predicted amplitudes of intense 
storms than of weaker storms in the operational ECMWF 
EPS system consistent with many climate models (Lambert 
and Fyfe 2006). This general perception led to the concept 
of “seamless prediction”, which is based on the idea of 
using only one modelling system in different configurations 
to predict the state of the atmosphere over a large range 
of spatial and temporal scales (e.g. Rodwell and Palmer 
2007). Possible applications of this idea include a calibra-
tion of climate projections using the reliability of probabil-
istic seasonal forecasts (Palmer et al. 2008). A prime exam-
ple of such a seamless strategy is the Unified Model (UM) 
of the UK Met Office that comprises model versions used 
for high-resolution short-term NWP as well as climate and 
Earth system simulations.

To the best of our knowledge, this study is the first to 
apply the novel idea of a seamless weather–climate predic-
tion to the specific question of evaluating model simula-
tions of severe storms affecting Europe. The main objec-
tive of this work is to test whether state-of-the-art climate 
models such as ECHAM6 and the UM are capable of real-
istically reproducing the dynamical processes involved in 
the usually rapid deepening of historical European wind-
storms as compared to re-analyses. The influence of differ-
ent horizontal and vertical resolutions on the evolution of 
the cyclones’ core pressure will be tested for different lead 
times using an objective tracking method. Physical reasons 
for differences in cyclone deepening will be assessed using 
a recently developed diagnostic tool based on the surface 
pressure tendency equation (PTE). The results allow for the 
first time a clear separation into fast and slow model errors 
to guide future model development. The paper is structured 
as follows: Sect. 2 provides details on the methodology 
including information on the selected storms, observational 
data, the employed models and numerical experiments as 
well as the tracking and PTE methods. Results of the simu-
lations and their interpretation are given in Sect. 3 followed 
by discussion and conclusions in Sect. 4.

2  Methodology

The following subsection will explain the method of storm 
selection and provide some background information on 
the selected storms. Section 2.2 gives a description of the 
two climate models employed together with a discussion 
of the conducted hindcast simulations. The two last sub-
sections then provide information on the cyclone tracking 
(Sect. 2.3) and the pressure tendency diagnostic used to 
analyse physical reasons for differences in model perfor-
mance (Sect. 2.4). A key dataset used for various aspects 
throughout this paper is the 6-hourly ERA-Interim reanaly-
sis (Dee et al. 2011).
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2.1  Storm selection

For this study, 20 winter (October–March) storms from 
the period 1990–2010 were selected based on their poten-
tial wind damage. The selection was made using the Storm 
Severity Index (SSI) developed by Leckebusch et al. 
(2008), which is based on the cube of the wind speed above 
the local 98th percentile of the wind climatology. Other 
meteorological indices are available, such as that proposed 
by Lamb and Frydendahl (1991). The Lamb Index uses 
the greatest observed wind speed cubed, multiplied by the 
area and duration of the storm; a similar index was used 
in the recent work of Roberts et al. (2014). Both indices 
endeavour to use meteorological or physical properties 
of the storm as a proxy for the economic damage a storm 
inflicts. The Lamb Index was not employed in the current 
work because in the SSI, use of the 98th percentile allows 
for adaptation; an area with a higher 98th percentile of the 
wind climatology will likely be more prepared for strong 
winds and so less damage will be inflicted. Using SSI 
means that more Mediterranean cyclones appear in a list of 
severe wind events than if the Lamb Index were used (Rob-
erts et al. 2014), but this was easily overcome in the current 
work by manually excluding such systems.

Using ERA-Interim data, the SSI was calculated for 
each grid point, summed over the region 40–60◦N and 
10◦W–20◦E, which includes central and northern Europe 
and parts of the adjacent Atlantic Ocean and Mediterra-
nean Sea, and ranked by the total value. Out of the top 75 
values found, 29 were within 24 h of an even higher value 
associated with the same meteorological system and were 
therefore excluded from further investigation. 26 values 
were associated with weather phenomena other than Atlan-
tic cyclones and also excluded: Mediterranean cyclones 
(13), polar lows (3), large pressure gradients at the fringe 
of strong high-pressure systems (9) and orographic effects 
(1). These were identified through a subjective analysis 
of weather charts and horizontal distributions of SSI (not 
shown). The 20 storms selected are listed in Table 1.

The resulting list features many famous storms that have 
caused numerous fatalities and injuries as well as substan-
tial damage and insurance losses. It includes the destruc-
tive storm series of January–March 1990 (Daria, Vivian, 
Wiebke) and December 1999 (Anatol, Lothar, Martin). The 
synoptic evolution, dynamics and impacts of many of these 
storms have been analysed in detail by various authors: e.g. 
Vivian (Goyette et al. 2001), Lothar (Wernli et al. 2002; 
Rivière et al. 2010), Kyrill (Fink et al. 2009), Klaus (Lib-
erato et al. 2011; Rivière et al. 2014) and Xynthia (Rivière 
et al. 2012; Ludwig et al. 2014). They belong to a class of 
storms that is essential for climate models to reproduce 
satisfactorily in order to allow reliable estimates of future 
storm risk.

2.2  Climate models and their configuration

The experimental set-up used in this study builds on the 
Transpose-AMIP experimental methodology, in which cli-
mate models are run in NWP mode (Phillips et al. 2004; 
Boyle et al. 2005). The details of the methodology for the 
latest Transpose-AMIP II experiment are described in Wil-
liams et al. (2013). In short, the models are configured as 
for the AMIP experiment, but only a few days long hind-
cast runs are performed instead of a long, multi-year cli-
mate run. The model state variables are initiated from 
re-analysis data giving a well defined initial state and a 
reference data to evaluate the model performance against. 
Non-atmospheric state variables that spin up relatively 
slowly, e.g. land surface and aerosols, are initiated from a 
climatology derived from a model’s AMIP run or through 
the nudging method of Boyle et al. (2005). Variables that 
spin up quickly, e.g. cloud fraction and precipitation, are 
initiated from zero or again using the nudging method of 
Boyle et al. (2005). For the present study the spin-up of 
the land surface, which can take several years (Yang et al. 
1995), is not so crucial, since the storm development takes 
places prevalently over the Atlantic Ocean, and therefore 

Table 1  Details of the selected storms

Included are their names in alphabetical order as given by the Free 
University of Berlin (for more information, see http://www.met.fu-
berlin.de/adopt-a-vortex/), the time and value of their minimum pres-
sure as well as the track length in days, all as identified from objec-
tive tracking (see Sect. 2.3)

Name Date and time Min P (hPa) Duration (days)

Agnes 1993-01-24 00:00 966.7 4.25

Anatol 1999-12-03 18:00 956.1 4.50

Daria 1990-01-25 18:00 949.1 6.50

Elke 2000-12-08 06:00 972.4 7.25

Emma 2008-02-29 18:00 959.7 8.00

Gero 2005-01-12 00:00 947.8 6.75

Hanno 2007-01-14 00:00 970.4 6.00

Jeanette 2002-10-27 12:00 975.1 7.00

Jennifer 2002-01-27 12:00 953.3 7.50

Klaus 2009-01-24 00:00 966.0 2.50

Kyrill 2007-01-19 06:00 961.4 7.00

Lara 1999-02-05 00:00 949.3 2.00

Lothar 1999-12-26 12:00 976.0 5.50

Martin 1999-12-27 18:00 968.1 3.75

Rebekka 2000-11-06 06:00 965.8 10.00

Silke 1998-12-26 12:00 949.2 6.50

Udine 1991-01-05 06:00 948.0 6.25

Vivian 1990-02-27 12:00 941.0 6.50

Wiebke 1990-03-01 06:00 971.5 8.00

Xynthia 2010-02-28 00:00 968.3 8.50

http://www.met.fu-berlin.de/adopt-a-vortex/
http://www.met.fu-berlin.de/adopt-a-vortex/
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the option of climatological initialisation was chosen. Aer-
osols are expected not to constitute a major driver in the 
storm development and thus aerosol concentrations are also 
initiated from climatological values, while fast changing 
variables such as cloud fraction and precipitation that typi-
cally spin up within several hours of the forecast are ini-
tiated from zero. For the initialisation of the atmospheric 
state (temperature, water vapour, divergence and vorticity 
or wind velocities, surface pressure) ERA-Interim re-anal-
ysis data from the ECMWF are used. Sea surface temper-
ature and ice cover are also taken from ERA-Interim and 
are kept fixed for the duration of the hindcast. It should 
be noted that the native spatial resolution of ERA-Interim 
is T255 (ca. 80 km), such that the hindcasts may to some 
degree benefit from the higher resolution influence on the 
initial conditions, which would not be the case in longer 
climate simulations.

Two models are used here: ECHAM6 (Max Planck 
Institute for Meteorology (MPI), Germany), which is the 
version used for the Coupled Model Intercomparison Pro-
ject Phase 5 (CMIP5) round of experiments, and UM-GA4 
(Met Office, UK; Walters et al. 2014). A larger selection 
of models would be desirable for better inter-comparison, 
however technical challenges of setting up and running the 
models made this choice impractical. The models were run 
for the selected windstorm events listed in Table 1 at lead 
times (taken with respect to the time of the cyclone core 
pressure minimum) that ranged from 18 to 96 h. ECHAM6 
was configured with T63 spectral truncation, which corre-
sponds to about 1.9◦ or 200 km horizontal resolution and 
47 levels for the vertical hybrid coordinate with pressure 
at the top of the atmosphere taken as ptop = 0. Addition-
ally, a two times higher horizontal and vertical resolution 
of T127 (about 0.94◦ or 100 km grid spacing) and 95 levels, 
respectively, was used as well. UM was run at N96 hori-
zontal resolution and 85 vertical levels with the lid at 85 km 
above the mean sea level. The N96 configuration of UM 
has the same number of grid points (grid spacing) in the 
longitudinal direction as T63 of ECHAM6, but one and a 
half times more in the latitudinal direction, thus this resolu-
tion is effectively in between T63 and T127 of ECHAM6. 
In the vertical both models are stratosphere resolving.

2.3  Cyclone tracking method

Objective identification and tracking of extratropical 
cyclones is a challenging problem. There is no widely 
accepted scientific definition of what an extratropi-
cal cyclone is and as a result various practical methods 
have been proposed to date, typically relying on track-
ing extrema in a relevant meteorological variable such as 
MSLP or low-level vorticity. A number of existing methods 
have recently been inter-compared in the Intercomparison 

of mid latitude storm diagnostics (IMILAST) project (Neu 
et al. 2013).

Identification and tracking of the severe windstorms is 
all the more challenging due to their often fast propagation 
and greater tendency to develop secondary extrema (Han-
ley and Caballero 2011). This prompted us to develop our 
own methodology with the main goals being: applicability 
to data at native resolutions, and thus avoidance of potential 
bias from input preprocessing such as truncation to lower 
resolution, and stability of output tracks for (not exces-
sively large) changes of the algorithm’s tuning parameters.

In our algorithm, cyclones are identified similarly to 
Murray and Simmonds (1991) and Pinto et al. (2005) in 
that they are taken as the minimum of MSLP or, if not 
found, the minimum of its gradient in the vicinity of a vor-
ticity maximum (within 5◦ latitude search radius). Each 
vorticity maximum is associated with at most one such 
minimum in our method. The minima and maxima are 
located on a 0.25◦ grid, which is higher than native resolu-
tion of the input data and to which all variables are first 
interpolated using cubic splines. The use of the pressure 
gradient criterion is necessary, since not all midlatitude 
cyclonic systems are associated with a closed contour pres-
sure depression, i.e. a proper minimum in MSLP, and inclu-
sion of open pressure depressions is required.1 The original 
method of Murray and Simmonds (1991) uses geostrophic 
vorticity calculated as the Laplacian of MSLP and 
smoothed out within a prescribed radius. While this is also 
a possibility in our method, using 850 hPa vorticity trun-
cated at T63 resolution proved to work more reliably, in 
particular over mountainous regions, and to have a more 
uniform range of values in the meridional direction, thus 
making the choice of the threshold value for vorticity less 
critical (set to νth = 10−5 s−1 for this study). The main role 
of using fixed resolution for the vorticity (the pressure vari-
able is taken at native resolution) is to restrict the number 
and location of admitted open depression systems. In that 
regard we found T63 resolution to be close to optimal: a 
lower resolution of T42, which is for example used in the 
method of Hodges (1994), tended to eliminate some valid 
pressure minima from the consideration, while higher reso-
lution would admit too many spurious open depression sys-
tems and orography originated pressure minima. The pro-
cedure of cyclone identification detailed above combined 
with track pathway restriction and optimisation described 
later in this section worked sufficiently reliably that no spe-
cial treatment of elevated terrain was necessary, such as 

1 As an alternative to pressure gradient we also tried using filtered 
pressure variable with the coarsest scales (corresponding to the first 5 
or so wavenumbers) being removed, but this tended to shift the posi-
tion of minima, especially for cyclones embedded within large scale 
pressure gradients, and thus we abandoned this approach.
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orography filtering (Murray and Simmonds 1991; Pinto 
et al. 2005) or variables on terrain-following coordinates 
(Grise et al. 2013) found in other, similar methods.

Next, the identified cyclone centres are connected across 
subsequent time steps to form tracks, using the following 
multi-step procedure. First, for each two successive time 
steps pairs of the cyclone centres are formed if the cross-
correlation coefficient Scorr of MSLP for the 10◦ longitude 
by 5◦ latitude boxes around cyclone centres is non-negative, 
and if the distance between the centres (taken as the great 
circle arc angle) is less than the threshold dth calculated as:

where d1 = 11◦ and d2 = 3◦ are the upper and lower limits 
for the distance threshold, respectively, and νi denotes the 
vorticity value at the identified cyclone centre. The effect 
of this formula is to have a more restrictive threshold for 
weaker cyclones than for stronger ones, which are more 
likely to move more rapidly. The cross-correlation coeffi-
cient, calculated as the covariance of two variables divided 
by the product of their individual standard deviations, pro-
vides a measure of similarity in pressure field around iden-
tified cyclone centres between two consecutive time steps, 
with larger values giving higher likelihood that a given 
pair of cyclone centres belong to the same cyclonic system 
propagating in space and time.

Next, the pairs formed in the previous step are joined on 
the shared points to form three-point track fragments (here-
after simply called triplets) under a smoothness constraint 
Ssmooth < 1, with the smoothness score Ssmooth calculated 
as:

where in the first term |Pi − Pm| denotes the great circle 
arc distance between the points Pi and Pm, Pm is the mid 
point on the great circle arc between the triplet end points 
Pi−1 and Pi+1, which is expected to be close to the point 
Pi for uniformly moving cyclones, and dst = 3◦ is a cut-off 
distance at which smoothness is taken in absolute rather 
than relative terms (this avoids over-restricting near sta-
tionary cyclones that may wander randomly within the cut-
off distance and exceed the relative smoothness criterion). 
Hodges (1995) proposed a different smoothness criterion 
by generalising the approach of Salari and Sethi (1990) 
to motion on the sphere. Their criterion is a weighted 
sum of two terms separately penalising changes in speed 
and direction, which provides additional tuning flexibility. 
However, we have not found this to be required in practice, 
while their approach does not properly cater for slow mov-
ing cyclones. The second term in our smoothness criterion 

(1)dth =
d1

1+
(

d1
d2

− 1
)

νth
min(νi ,νi+1)

(2)Ssmooth =
|Pi − Pm|

max(|Pi−1 − Pi+1|/2, dst)
+

|pi−1 − 2pi + pi+1|

psc

gives a restriction for smoothness of pressure pi along the 
three consecutive points normalised by a scaling constant 
of psc = 8 kPa.

In addition to the smoothness criterion, we retain at most 
nbr best (lowest score) triplets that share the same middle 
point. In this way we limit the number of possible branch-
ing choices (i.e., the number of different pathways track-
ing through a given point) to the most likely ones. The ini-
tial tracks are then formed by linking overlapping triplets, 
the smoothest ones first, and after that the tracks are opti-
mised by swapping parts to obtain the lowest total score as 
explained later in this section. With nbr = 1 the initial tracks 
are also the final ones, since no branching is allowed (each 
cyclonic feature point is assigned at most one triplet pass-
ing through it) and tracks are either extended with an over-
lapping triplet or terminated. This is not always satisfac-
tory, in particular if one is interested in forming the longest 
possible tracks, since extratropical cyclones often develop 
multiple pressure minima and vorticity maxima, which may 
cause premature track termination by taking the branch that 
is locally the smoothest one, but ultimately not propagat-
ing further. Hanley and Caballero (2011) studied this prob-
lem of multiple centres and found that they are much more 
prevalent in intense storms, which are the kind of storms 
that also have the highest practical importance and are the 
focus of this study. Through subjective visual analysis, we 
found that the majority of benefits from allowing track 
branching is realised already for nbr = 2, with only minor 
improvements for some of the tracks for nbr = 3, which is 
the value used for this study. Larger values of nbr were not 
beneficial due to increased risk of including some unrelated 
or misidentified centres. Considering only a limited number 
of locally smoothest connections tracking through a given 
point helps to make the right choice between extending or 
terminating the track, which makes the method more robust 
and less sensitive to the cyclone identification procedure.

For the track optimisation step, we first implemented the 
method of Salari and Sethi (1990), which was also used by 
Hodges (1994). The method works by exchanging a pair of 
points between tracks that provides the biggest improve-
ment to some target measure of goodness, such as better 
overall smoothness of tracks. This point exchange pro-
gresses along the tracks from start to finish and then is 
repeated from the beginning until no more possible 
exchanges are possible. The disadvantage of this method is 
that it is sensitive to the initial set of tracks being used.2 
Salari and Sethi (1990) addressed this issue by running the 

2 Optimizing path connectivity in some global sense is computation-
ally intractable for larger problem sizes due to combinatorial explo-
sion of the number of possible paths. Therefore, most methods work 
by iteratively refining some initial guess in the local sense and thus 
do not guarantee finding the global optimum, making them dependent 
on the quality of the initial guess.
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algorithm alternately in forward and backward direction 
until convergence. Unfortunately, with this modification the 
algorithm is no longer guaranteed to terminate (Veenman 
et al. 1998) and in our testing this lack of convergence 
occurred frequently enough that we decided to take a dif-
ferent approach. Rather than exchanging individual points 
between tracks, we split them at a given time step into two 
parts and exchange these parts instead, choosing the 
exchange that offers maximal improvement to the objective 
function being optimised. This has the advantage that the 
calculated improvement is independent from the direction 
in which the exchanges proceed, thus the final, converged 
set of tracks will be invariant to that direction. For the 
objective function to minimise we tested using the total 
sum of the smoothness scores Ssmooth and of cross-correla-
tion scores Scorr (see above) taken along all tracks. Both of 
these choices performed well, but their combination 
(through arithmetic mean) performed better still in our sub-
jective visual assessment (although not markedly so), thus 
this was the final choice used for this study.

The method described above proved to perform very 
well and it reliably produced very smooth tracks with 
hardly any visible artefacts. We tested it also using 
12-hourly data, which only required more relaxed distance 
parameters d1 = 18◦ and d2 = 5◦ (due to longer time step) 
to produce tracks of comparable quality to the 6-hourly 
data. One aspect remained problematic for our intended 
purpose, however. For some cyclones with multiple centres 
(e.g. Kyrill) the method produces two shorter tracks rather 
than a longer, single one. This is not a mistake per se and, 
e.g. Fink et al. (2009), Fink et al. (2012) also treats the 
case of storm Kyrill as two cyclones, but this makes inter-
comparison of individual tracks more cumbersome. For 
this reason we modified the step of exchanging the track 
parts by calculating the gain in the objective function due 
to exchange with an added, small bias term that favours 
formation of longer tracks, even if somewhat less optimal 
with respect to the chosen objective function. The bias term 
was calculated as an increase in the difference between the 
tracks’ lengths after the exchange (taken as the number of 
time steps) times some small constant (0.02 in this study). 
We should note here that in rare cases this modification 
may prevent the track optimisation step from converging, 
especially if the scaling constant in the bias term is too 
large. However, in practice this has not proved to be a prob-
lem in our experience.

As a matter of practical convenience we also added the 
possibility of running our tracking method with a refer-
ence track. This does not change the tracks being produced 
for the given input data, but only the sorting order of the 
output, with the tracks best matching the reference being 
enumerated first. The distance between the tracks is calcu-
lated as the sum of distances between corresponding points 

within the overlap time window of the two tracks or the 
maximum distance of d1 = 11◦ outside of this window.

2.4  Pressure tendency equation diagnostic

An interesting question in the context of this study is 
whether differences in model performance for the differ-
ent configurations tested here can be assigned to certain 
physical processes involved in cyclone deepening. As the 
simulations are started from analysis data, we assume that 
the large-scale environment is sufficiently constrained 
and that differences are predominantly related to dynami-
cal processes in the immediate vicinity of the centre of the 
deepening cyclone. Generally speaking the main contribu-
tors to the deepening of cyclones are baroclinic conversions 
(transport of warm air upwards and polewards, and trans-
port of cold air equatorwards and downwards) and diabatic 
processes (latent heating, radiation, surface fluxes).

Recently, Fink et al. (2012) proposed a new tool to 
automatically diagnose different contributions on the 
basis of the surface pressure tendency equation (PTE). In 
this approach the PTE is re-formulated from the classical 
mass-based version using virtual temperature as the main 
variable (see Fink et al. 2012 for details). Essentially, the 
tendency of surface pressure (hereafter DP) then equals 
to the vertical integral of the time change in virtual tem-
perature from the surface to an upper boundary (ITT). Col-
umn warming (cooling) is associated with surface pressure 
fall (rise). In order to close the equation correction terms 
for mass loss (gain) through precipitation (evaporation; 
EP) and for geopotential tendencies at the upper bound-
ary (Dφ) need to be taken into account, which are usually 
small compared to ITT (see discussion in Knippertz et al. 
2009). Finally the ITT term can be split into contributions 
from horizontal temperature advection (TADV), vertical 
motion (VTM) and diabatic heating (DIAB). The method 
then uses an objective tracking algorithm (see Sect. 2.3) 
that identifies the position of a given cyclone every 6 h. 
For each time step a 3 by 3 degree box reaching from the 
surface to 100 hPa is centred on the cyclone position and 
the PTE is evaluated for this box using ERA-Interim or 
climate model data for the 6 h preceding the arrival of the 
cyclone centre. Diabatic processes are thereby calculated 
as a residual as in Fink et al. (2012). The method therefore 
identifies the processes that take place downstream of the 
cyclone centre to create the surface pressure fall during the 
approach of the system in a mixed Lagrangian–Eulerian 
framework. Fink et al. (2012) already applied this method 
to some of the storms under consideration here showing 
that (a) ITT clearly dominates all other terms during the 
main deepening phase, (b) TADV and DIAB both contrib-
ute to deepening while VMT causes pressure rise through 
adiabatic cooling, (c) relative contributions from DIAB 
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vary strongly from storm to storm with Xynthia, Lothar 
and Klaus showing largest values.

3  Results

3.1  Results for ECHAM6 at T63 horizontal resolution

In this subsection we will briefly discuss some of the simu-
lation results using the ECHAM6 model at T63L47 reso-
lution. A spectral resolution of T63, which corresponds to 

about 1.9◦ or 200 km grid-spacing, is still a fairly typical 
resolution for climate or Earth system models and was used 
for ECHAM6 in the most recent Assessment Report of the 
Intergovernmental Panel on Climate Change (Flato et al. 
2013).

Figure 1 shows the tracks and core pressure evolution 
of three example cyclones (Xynthia in February–March 
2010, Jeanette in October 2002 and Lothar in December 
1999) as tracked with the objective algorithm described 
in Sect. 2.3. Results from 14 hindcast simulations started 
every 6 h are shown together with tracks based on the 
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Fig. 1  Examples of storm development in ECHAM6 T63L47 simu-
lations: Xynthia (top), Jeanette (middle) and Lothar (bottom). Left 
panels show tracks, while right panels show the time evolution of 
core pressure relative to the time of deepest pressure in the analysis 
data (00 UTC 28 February 2010 for Xynthia, 12 UTC 27 October 

2002 for Jeanette, 12 UTC 26 December 1999 for Lothar). Red (blue) 
lines represent reference tracks in ERA-Interim data in T255 (T63) 
horizontal resolution. The dashed lines represent 14 hindcasts with 
lead times from 18 (beige) to 96 h (black) relative to the time of deep-
est pressure in the analysis datas
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ERA-Interim reanalysis data. The hindcasts were started 
from 96 h (4 days) to 18 h before the minimum core pres-
sure in the reanalysis. The reference tracks are determined 
from data in the original resolution of T255 (about 0.47◦ or 
50 km grid spacing) and from the same data coarse-grained 
to T63 in order to match the climate model data. This was 
done to demonstrate the truncation effect discussed by Jung 
et al. (2006). For Xynthia and Jeanette, the coarse-graining 
has very little effect on the track (Fig. 1a, c), while Lothar, 
which was a relatively small storm embedded within large 
scale pressure gradient, is shifted northward in the T63 data 
(Fig. 1e). As expected, truncation effects on core pressure 
are more marked. For Xynthia, there is a slight system-
atic offset throughout the deepening phase, reaching about 
3 hPa at the time of minimum pressure, with better agree-
ment at later stages (Fig. 1b), possibly due to a larger size 
of the mature system. Jeanette shows similar differences 
during the deepening phase, but then good agreement from 
the minimum onwards (Fig. 1d). For Lothar, truncation 
errors are somewhat smaller and occur at different stages of 
the development (Fig. 1f).

Given the coarse resolution of the climate model, the 
hindcasts reproduce the tracks of all three cyclones surpris-
ingly well. Xynthia is characterised by an extremely large 
meridional displacement from the subtropical Atlantic to 
Finland or even northwestern Russia (Fig. 1a). ECHAM6 
reproduces this unusual track well apart from a slight 
northward excursion into England and the North Sea in 
some of the earlier runs. It is also remarkable that some of 
the tracks in the hindcasts are even longer than in the rea-
nalysis (both earlier start and later decay). The core pres-
sure evolution shown in Fig. 1b also matches well, with the 
majority of simulations following the reanalysis within just 
a few hPa. Notable exceptions are two of the earlier runs 
with core pressures even deeper than observed and three 
runs that fail to spin up Xynthia altogether, only generating 
a much weaker low during the late stages of development. 
Such a behaviour is to be expected in some cases given the 
large sensitivity to initial conditions in highly baroclinic 
environments.

Results for Jeanette show a very different picture. 
Agreement with respect to track is very good for the large 
majority of runs (Fig. 1c). One very early run shows a 
significant southward shift already over the central North 
Atlantic, while some others show slight southward shifts 
in the very final stages only. With regard to core pressure, 
the ECHAM6 hindcasts show a systematic and large under-
estimation of the development (Fig. 1d). While the earliest 
run ends after a few days, the following simulations show 
a much later intensification of Jeanette after an intermedi-
ate period of weakening. After that there is a systematic 
improvement with lead time starting from a positive bias 
of about 20 hPa around 3-days lead time to a satisfactory 

reproduction for the −18h run, started when the cyclone 
was already fully developed. Many of the later runs show 
a delay in the filling of Jeanette. This behaviour suggests 
that important physical processes in the development of 
the storm are not well reproduced by the coarse resolu-
tion model. The work by Willison et al. (2013) suggests 
that the lack of diabatic contributions along insufficiently 
resolved frontal rain bands is a likely cause. This may be 
particularly important for Jeanette, as it occurred in Octo-
ber when baroclinicity is usually still relatively low, but sea 
surface temperatures are high. This question will be further 
addressed in Sect. 3.4.

Finally, Lothar shows a tendency of hindcast tracks to 
be shifted northwards in agreement with the coarse-grained 
reanalysis track (Fig. 1e). There is also some disagreement 
in the late stages, when the reanalysis tracks curve north-
wards towards Finland, while several hindast tracks con-
tinue on into Russia. The core pressure evolution shows a 
clear clustering into two stereotypical behaviours (Fig. 1f). 
Most later runs reproduce the deepening phase very well, 
but then show a clear delay in the weakening with an offset 
of about a day. The earlier runs show an even steeper deep-
ening and reach a core pressure on the order of 965 hPa, 
about 10 hPa deeper than the reanalysis, followed by a 
delayed filling similar to the later runs. This is quite a sur-
prising outcome given the already extremely destructive 
nature of the real Lothar. This behaviour is, however, con-
sistent with the ECMWF operational ensemble prediction 
at the time, which contained several members much deeper 
than the analysed storm (see Fig. 7.26 in Wilks 2011). One 
important caveat in this context is that Lothar was an explo-
sively developing, but very small storm, which is not very 
well captured in reanalysis data, particularly of course the 
part over the Atlantic, where observations are sparse (T. 
Hewson, ECMWF, personal communication, 2014).

In summary, these results show that even at a coarse res-
olution of T63, climate models are capable of realistically 
simulating the tracks of severe cyclones, when given the 
analysed initial conditions. Such a behaviour was found for 
most of the 20 storms selected for this study (not shown). 
The evolution of the core pressure shows large case-to-case 
differences as already documented in Fig. 1. In the follow-
ing subsection we will investigate the influence of horizon-
tal and vertical resolutions.

3.2  Sensitivity to horizontal resolution

As explained in Sect. 2.2, the runs with a resolution of T63 
discussed in Sect. 3.1 were repeated consistently for a finer 
resolution of T127 (about 0.94◦ or 100 km grid spacing). 
This model configuration was available only together with 
increased vertical resolution of 95 levels. A comparison 
between results with T63L95 and T63L47 configuration, 
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however, did not show any appreciable differences (not 
shown), strongly suggesting that the increase in vertical res-
olution has only a minor impact on the results. As an exam-
ple of the impact of increased horizontal resolution, Fig. 2a 
shows the core pressure evolution for Jeanette, which 
should be compared to the corresponding plot in Fig. 1d. To 
facilitate this comparison, Fig. 2b shows the track-to-track 
difference in pressure for each hindcast using the same col-
our coding. It is clear from these plots that particularly the 
early stages of the development are much improved. After 
that, the earlier runs still show a delay of the intensifica-
tion as in Fig. 1d, but at a deeper and therefore more real-
istic pressure level. Later runs, started after the cyclone has 
already been initiated, show only a mild improvement. This 
suggests that, in this case at least, the representation of key 
physical processes during the early stages of development 
are particularly sensitive to model resolution. These results 
also demonstrate that the dynamical effect (magnitude of 
differences in Fig. 2b) is much larger in this case than the 
truncation effect (differences between the high- and low-
resolution analysis) of a few hPa.

Figure 3 summarises the influence of horizontal reso-
lution statistically for all 20 selected cyclones. As a com-
mon frame of reference the time of deepest core pressure 
found in the reanalysis (T255) is used, similar to Figs. 1 
and 2. Differences between ECHAM6 hindcasts and ERA-
Interim reanalysis (T255) are depicted as box-and-whisker 
diagrams (see caption for a detailed explanation). The 
top row of Fig. 3 shows results for core pressure for the 
two horizontal resolutions T63 and T127, already exem-
plarily compared in Fig. 2. The values compared here are 
the minimum core pressure in the reanalysis and the min-
imum core pressure of the cyclone simulated by the cli-
mate model with a certain lead time relative to the deepest 

pressures in the reanalysis, given on the x-axis. Of course 
the cyclone in the hindcast can be shifted in space and may 
have its minimum of core pressure at a time different from 
the reanalysis. These differences will be discussed in the 
following panels c–f. Also, not all hindcasts actually pro-
duce a track comparable to the reanalysis (see discussion 
of track matching in Sect. 2.3). Therefore the box-and-
whisker diagrams in Fig. 3 do not contain all 20 mem-
bers, particularly not those for long lead times (numbers 
in brackets).

As suggested by the case example of Jeanette discussed 
in Sect. 3.1, Fig. 3a shows a significant systematic under-
representation of cyclone strength measured in terms of 
core pressure in the T63 simulations. The median bias is 
about 3 hPa for 18 h lead time (typical order of magnitude 
of the truncation error) and then gradually increases to 
more than 10 hPa for 66–78 h, after which it slightly drops 
again. For these longest lead times the range of biases is 
on the order of 50 hPa, making a meaningful comparison 
between the two datasets somewhat questionable. The 25th 
percentile is negative only for 18 h lead time, demonstrat-
ing a positive bias for the large majority of cases, although 
the whiskers show that for all lead times there are runs 
exhibiting deeper developments than analysed (as in the 
example of Lothar in Fig. 1f). The corresponding analysis 
for T127 shows a dramatically different picture (Fig. 3b). 
The median bias is very close to zero up to 48 h lead time 
with an almost symmetric distributions. Results are still 
surprisingly good for the 54–66 h range. After that, biases 
become more clearly positive and the range increases, but 
results are still much better than for the coarser resolution 
(Fig. 3a).

Panels c and d in Fig. 3 show the corresponding analy-
sis for the time of the deepest core pressure. For T63, the 
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Fig. 2  Influence of resolution on the simulation of storm Jeanette. a 
Time evolution of core pressure relative to the time of deepest pres-
sure in the analysis data (12 UTC 27 October 2002) as in Fig. 1d 
but for ECHAM6 in T127L95 resolution. b Differences between the 

T63L47 and T127L95 simulations (Fig. 1d minus Fig. 2a). Blue solid 
line shows the truncation error for coarse-grained Era-Interim (T63 
minus T255)
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Fig. 3  Statistical analysis of the influence of horizontal resolution on 
all 20 storms. Differences between ECHAM6 simulations and ERA-
Interim (T255) for the time of the deepest pressure in the analysis 
data are shown as box-and-whisker plots (red line median, blue boxes 
interquartile range, whiskers extrema, pluses outliers) against hind-
cast lead time in hours. The number of storms matched and used for 

analysis is given in parentheses along the x-axis. Shown resolutions 
are T63L47 (left panels) and T127T95 (right panels) for the three 
parameters core pressure (hPa; top), time (hours; middle) and latitude 
(degrees; bottom). The dashed red lines mark 3 days lead time, when 
hindcast typically start to degrade



3442 T. M. Trzeciak et al.

1 3

median bias is almost constantly 6 h, meaning that the 
cyclones are one tracking time step too slow on average, 
with few occurrences of 0 and 12 h (Fig. 3c). The inter-
quartile range comprises mostly positive values or at least 
shows positive skew. As for pressure (Fig. 3a), the range 
increases strongly at 78 h, making interpreting the long 
lead times somewhat questionable with time differences 
of the order of 2 days as in some of the runs for Jeanette 
shown in Fig. 1d. The corresponding values for T127 
(Fig. 3d) are slightly better out to 72 h lead time with more 
medians falling on the zero line. There is also a general 
tendency to more positive values as in T63. While the 
interquartile range and whiskers tend to be smaller than 
for T63, a few large outliers occur, the cause of which is 
unclear. Overall, these results show a somewhat delayed 
development of the severe cyclones in general (as illus-
trated in Figs. 1d and 2a for Jeanette), broadly consistent 
with the findings of Froude et al. (2007) of too slow propa-
gation of cyclones in operational forecasts. One interesting 
implication of this is that on average the model cyclones 
spend more time over water, where frictional convergence 
is reduced, which should offset the tendency for weaker 
storms at lower resolution to some extent. This means that 
the underestimation of core pressure due to dynamical pro-
cesses alone may be even larger than shown in Fig. 3a. A 
quantitative analysis of this effect, however, is beyond the 
scope of this paper.

The bottom panels of Fig. 3 show differences in lati-
tudinal position between ECHAM6 hindcasts and ERA-
Interim, again for T63 (Fig. 3e) and T127 (Fig. 3f). 
Biases are generally small (few degrees) and mostly 
symmetric around the zero line for both resolutions up 
to about 3 days lead time. There is a very slight tendency 
for the T63 cyclones to be on a northward shifted track 
(as for Lothar in Fig. 1e), while T127 tracks are a little 
further south. Overall the differences between the two 
resolutions are not very large, with a slightly smaller 
spread for the higher resolution, as already found for 
time (Fig. 3d). The latitudinal position bias is moder-
ately correlated in negative direction with the core pres-
sure bias (i.e., southward/northward shift correlates with 
weaker/stronger cyclone intensity), with similar correla-
tion coefficients of −0.53 and −0.52 for T63 and T127, 
respectively.

In summary, these results clearly demonstrate that 
even a still relative coarse resolution of T127 is sufficient 
to reproduce the most severe cyclones affecting Europe, 
if the model is provided with realistic initial conditions, 
while T63 clearly misses out on some essential physical 
processes involved in the deepening, not so much in the 
propagation of the cyclones. This result is in general agree-
ment with the work by Jung et al. (2006) and Willison et al. 
(2013) as discussed in Sect. 1.

3.3  Comparison between ECHAM6 and UM

An important question is how model dependent the results 
in the previous section are. To test this, identical hindcasts 
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Fig. 4  As in Fig. 3a, c and e but for UM N96L85
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for the 20 cyclones were generated using the UM in a hor-
izontal resolution of N96 with 85 levels and statistics 
analogous to Fig. 3 were produced (Fig. 4). The three 
panels of Fig. 4 can be directly compared with Fig. 3a, c 
and e. Despite the different model architecture, physics 
and somewhat higher horizontal resolution, many paral-
lels are found. Similar to ECHAM6 (Fig. 3a), the UM 
(Fig. 4a) shows a significant positive bias in core pres-
sure,3 which is even stronger during the first day and then 
increases only slowly after that, giving overall larger 
median and interquartile values out to 60 h lead time, 
after which the differences are less clear with a slightly 
larger spread in ECHAM6. The results for timing of deep-
est pressure are also positively skewed but slightly less so 

3 The negative bias in storm strength in the UM has been consider-
ably improved in GA6 compared to GA4 through the introduction 
of ENDGame dynamical core, which improves the accuracy of the 
departure point calculation in the semi-Lagrangian dynamical core 
(C. Sanchez, Met Office, personal communication, 2014).

than in ECHAM6 (cf. Figs. 3c, 4b). Again the spread in 
these values is slightly smaller for the UM. The match 
with latitudinal position is also slightly better for the UM 
with medians closer to zero, more symmetric distributions 
and a smaller spread. The correlation of latitudinal posi-
tion with core pressure bias is −0.45, thus again negative 
but slightly weaker than for ECHAM6. Overall these 
results suggest that the general problem of coarse-resolu-
tion climate models to realistically reproduce key pro-
cesses of cyclone deepening is not model-dependent, but 
inherent in insufficiently resolved dynamical features 
such as fronts.

3.4  Pressure tendency equation analysis

An important question remaining unanswered from the pre-
vious analysis is that of the physical reasons for the under-
estimation of cyclone deepening in the T63 (and also UM 
N96) simulations. As already outlined in Sect. 2.4, this 
question will be addressed here with the aid of the PTE 
diagnostic proposed by Fink et al. (2012). Figure 5 shows 

(a) (b)

(c) (d)

Fig. 5  PTE analysis for Lothar. Left panels show the time evolution 
of PTE terms from 06 UTC 24 December to 12 UTC 29 December 
1999 for ERA-Interim reanalysis and right panels the correspond-
ing results for the ECHAM6 T63L45 hindcast started at 12 UTC 23 
December 1999 (corresponds to 72h in Fig. 1, bottom row). Top 
row shows the overall budget, while the bottom row shows the split 

of the total column warming (ITT) into horizontal advection (TADV), 
diabatic heating (DIABRES) and effects of vertical motion (VMT). 
For a detailed explanation of the meanings of the different terms, see 
Sect. 2.4. The dashed red lines mark 3 days lead time, when hindcast 
typically start to degrade
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one detailed example of such an analysis for the storm 
Lothar (already discussed in Fig. 1). Left panels show 
results based on ERA-Interim (T255), left panels those 
from a selected ECHAM6 hindcast (the one started at 12 
UTC 23 December 1999, i.e. 72 h before the deepest core 
pressure). The overall budget for ERA-Interim shows the 
intense and prolonged deepening and mature phases with 
negative Dp values until 00 UTC 27 December (Fig. 5a). 
As expected and already discussed in Fink et al. (2012), this 
phase is dominated by intense warming of the atmospheric 
column (up to 100 hPa) as shown by the negative ITT terms. 
There are small contributions to the pressure fall from mass 
removal through precipitation (EP) and geopotential ten-
dencies at the 100 hPa level (Dφ). It is interesting to note 
that there is also a small residual (RESPTE) during times 
with large EP contributions, pointing to some problems 
with precipitation in the reanalysis data. The splitting of 
the ITT term in different components (Fig. 5c) shows that 
the deepening phase is characterised by very large diabatic 
contributions (DIABRES) that make up on the order of 70 % 
of all negative terms (i.e. the sum of TADV and DIABRES). 
This quantity is termed DIABptend and shown by grey bars 
in the bottom panels in Fig. 5. Large parts of this are com-
pensated by cooling through vertical motions (VMT), but 
overall an almost constant warming (ITT) is observed from 
18 UTC 24 December to 12 UTC 26 December. The large 
contribution from diabatic heating is consistent with the 
idea of a diabatic Rossby wave, discussed specifically for 
Lothar in Wernli et al. (2002). The main point there is that 
latent heating creates a potential vorticity anomaly in the 
lower troposphere that later interacts with an upper-level 
jet stream to create an explosive baroclinic development. 
Finally, the late stages are characterised by unusual column 
cooling and stronger movements of the upper integration 
boundary (Fig. 5a). The former is mostly related effects of 
vertical motion not being compensated by diabatic heating 
or horizontal temperature advection (Fig. 5c). This was a 
period when the storm was almost stationary over Russia 
and slowly decaying, making the PTE analysis somewhat 
less meaningful (see also Fink et al. 2012).

Figure 5b, d show the corresponding analysis for 
ECHAM6. The broad patterns of evolution are similar 
to ERA-Interim, but a number of interesting details dif-
fer quite significantly. The most striking difference is the 
much larger contributions of geopotential tendencies at the 
upper integration boundary (Fig. 5b), particularly during 
the phase immediately after the deepest core pressure (i.e. 
18 UTC 26 December to 06 UTC 28 December). These 
changes are mostly compensated by smaller negative ITT 
terms in early stages and larger positive ITT terms in later 
stages, leading to an overall similar evolution of the pres-
sure tendency term Dp, which however stays negative for 
longer in the ECHAM6 simulation. Contributions from the 

EP term are comparable and the residual RESPTE is also 
similar. As a consequence of the changes to the ITT term, 
diabatic contributions (DIABRES) and those from verti-
cal motions (VMT) are both reduced in magnitude during 
early stages, while TADV is less affected (Fig. 5d). This 
implies a lesser relative role of diabatic processes as shown 
by smaller DIABptend values. At later stages, there are 
much stronger contributions from vertical motions (VMT) 
in ECHAM6, although also some stronger compensation 
from TADV. This comparison demonstrates that even in the 
case of a similar track and core pressure evolution, different 
physical processes can dominate the deepening. The strong 
reduction of diabatic processes in the coarse-resolution 
model is consistent with the idea of insufficiently resolv-
ing frontal precipitation zones (e.g. Willison et al. 2013). 
One may have expected that such a deficit would lead to 
an overall weaker cyclone development as demonstrated in 
many case studies, and consistent with the results shown 
in Figs. 2, 3 and 4. The fact that in this case the lack of 
diabatic contributions is compensated by larger Dφ values 
is remarkable and point to a stronger upper-level control 
of the cyclogenesis, which can be sufficiently resolved by 
the coarse-resolution model. This idea is consistent with 
the slight northward shift in the track shown in Fig. 1f. It 
almost appears as if the situation was so prone to the devel-
opment of an intense storm that different physical pathways 
exist that can lead to similar cyclonic developments and 
that the choice of pathways is resolution-dependent.

An important question now is whether this behaviour 
is representative of the ensemble of 20 storms studied 
in this paper. In order to find this out, box-and-whisker 
plots for the PTE terms Dp, Dφ, EP and ITT (Fig. 6), and 
TADV, DIABRES and VMT were created (Fig. 7), again 
for ECHAM6 runs with resolutions T63 (left) and T127 
(right). Before the statistical analysis, the PTE terms are 
averaged over the deepening period (negative Dp) in the 
hindcasts and the corresponding time in the ERA-Interim. 
As expected from Figs. 3 and 4, the Dp term shows a 
consistent positive bias in the median for all lead times 
(Fig. 6a). Somewhat surprisingly this bias remains quite 
constant around 1 hPa per 6 h for lead times from 18 to 
66 h and then increases abruptly accompanied by a larger 
spread. A marked change in median and spread around 
this lead time has already been observed for earlier plots. 
A possible explanation for this behaviour is that Dp is not 

Fig. 6  Statistical analysis of the influence of horizontal resolution on 
the main PTE budget for all 20 storms. The depiction is analogous to 
Fig. 3 with results for T63L47 in the left panels and T127T95 in the 
right panels. Displayed parameters are pressure tendency (Dp, a, b), 
tendency at the upper integration boundary (Dφ, c, d), precipitation/
evaporation term (EP, e, f) and column temperature tendency term 
(ITT, g, h). For a detailed explanation of the meanings of the differ-
ent terms, see Sect. 2.4. The dashed red lines mark 3 days lead time, 
when hindcast typically start to degrade

▸
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Fig. 7  As Fig. 6 but showing the split of the total column warm-
ing (ITT, Fig. 6g, h) into horizontal advection (TADV, a, b), diabatic 
heating (DIABRES, c, d) and effects of vertical motion (VMT, e, f). 

For a detailed explanation of the meanings of the different terms, see 
Sect. 2.4. The dashed red lines mark 3 days lead time, when hindcast 
typically start to degrade
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a direct measure of the absolute depth of a cyclone but of 
the pressure fall at a given location during the time when 
the cyclone approaches. We have already seen in Fig. 3a 
that the absolute core pressure bias increases with hindcast 
lead time. The fact that Dp does not increase in the same 
way suggests that the pressure gradient to the east of the 
cyclone centre is affected less, as this plays a big role for 
the Eulerian time change measured with Dp, which is also 
not affected by a linear increase in pressure bias with lead 
time. Going to higher resolution results in a general shift 
to smaller pressure biases, as expected, but surprisingly 
shorter lead times now even show a negative bias (Fig. 6b). 
As this is not found for absolute core pressure (Fig. 3b), 
a possible explanation is a difference in the morphology 
of the cyclone (size, distribution of pressure gradients) 
between ERA-Interim and ECHAM6 as discussed above or 
possibly effects to do with the spin-up of clouds.

Contributions to deepening from geopotential height 
tendencies at the upper integration boundary (Dφ) show 
negative medians, typically of about 0.5 hPa per 6 h and 
less, for all lead times less than 3 days for both resolutions 
(Fig. 6c, d). After that the values become more varied and 
the spread increases. Differences between the two resolu-
tions are small with T127 showing a slightly smaller spread 
and overall more negative values. It remains an open ques-
tion why ECHAM6 shows such a systematically different 
behaviour in 100-hPa geopotential height tendencies com-
pared to ERA-Interim. Vertical resolution can be ruled out 
as a dominating effect, as the T127 simulations have 95 lev-
els and are therefore better resolved than ERA-Interim with 
60. It appears more likely that the different model physics 
create differences in the way that cyclone deepening is rep-
resented dynamically. The median of the differences in the 
EP term is smaller than the other terms and clearly positive 
for all lead times and both resolutions (around 0.2 hPa per 
6 h; Fig. 6e, f). This implies less precipitation (and/or more 
evaporation) in ECHAM6 than in ERA-Interim in the area 
around the cyclone centre. Differences between lead times 
are small and not systematic. Values for T127 are generally 
a little smaller, but the overall pattern is strikingly similar. 
Again this suggests that these deviations are resulting from 
fundamental differences in the physics of the ECMWF and 
ECHAM6 models. It should be pointed out here that pre-
cipitation and evaporation are purely model-generated in 
ERA-Interim and therefore only indirectly affected by the 
assimilation of observational data in contrast to, for exam-
ple, temperature, humidity or winds.

The last term needed to close the overall budget is ITT 
(Fig. 6g, h). As the usually dominating term, many simi-
larities to the evolution of Dp (Fig. 6a, b) are found. For 
the T63, all medians are positive, increase slightly with 
lead time accompanied by an increase in spread for the 
longest lead times (Fig. 6g). The similarities to Dp are 

to a large extent due to a cancellation of negative differ-
ences from Dφ (Fig. 6c) and positive differences from 
EP (Fig. 6e). For T127 (Fig. 6h), simulations agree much 
better with ERA-Interim with medians very close to zero 
for the first two simulation days and mostly positive val-
ues and a larger spread afterwards. For the first 48 h, this 
good agreement is, at least mathematically, the conse-
quence of the negative Dφ value (Fig. 6d) overcompen-
sating positive EP values (Fig. 6f) to create the negative 
Dp values in Fig. 6b. So effectively, the largest difference 
between the two resolutions is a lack of column warming 
in the coarse resolution, ultimately leading to too small 
pressure tendencies down-track of the cyclone centre. 
The reasons for these differences in ITT terms will be 
looked at next.

Figure 7 shows the split-up of the ITT term into its 
three components TADV, DIABRES and VMT. The contri-
bution of horizontal temperature advection appears to be 
well represented by both resolutions out to about 66 h lead 
time, after which it becomes positive and spread increases 
(Fig. 7a, b). As in many such plots before, the spread is 
smaller for T127, but differences in the median are rather 
small, indicating that both resolutions are capable of real-
istically handling this part of the cyclone deepening pro-
cess. This is not surprising as it mostly depends on the 
large-scale baroclinicity and the cyclone-scale horizontal 
winds. In contrast, DIABRES is highly resolution-depend-
ent. For T63, all medians are positive with large values 
around 2 hPa per 6 h during the first three days and com-
parably large spread, which then increases even further 
for the longest lead times (Fig. 7c). Simulations at T127 
(Fig. 7d) in contrast start with slightly negative medians, 
stay close to zero for 30–48 h lead times and then increase 
to positive values, however still smaller than for T63. The 
spread is significantly smaller than for T63, particularly 
for the shorter lead times. These results are consistent with 
more precipitation in T127 (see Fig. 6e, f) and strongly 
suggest that this the most important difference between 
the two resolutions, as for example proposed in a longer-
term modelling experiment by Willison et al. (2013). 
Finally, Fig. 7e, f show differences between the two sets of 
ECHAM6 experiments and ERA-Interim for the VMT. For 
T63, this term is initially close to zero, but then increas-
ingly becomes negative, reaching values of 2–3 hPa per 
6 h for longer lead times. This behaviour compensates 
some of the positive values in TADV (Fig. 7a, longer lead 
times only) and DIABRES (Fig. 7c, all lead times) to create 
overall smaller errors in ITT (Fig. 6g). This is physically 
plausible as both positive horizontal temperature advec-
tion and latent heat release are connected to upward verti-
cal motion, which creates adiabatic cooling. T127 shows 
a similar behaviour for lead times from 66 h onwards, 
but for the shorter lead times medians are close to zero or 
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slightly negative with small spreads, in agreement with the 
good results for TADV (Fig. 7b), DIABRES (Fig. 7d) and 
ITT (Fig. 6g).

4  Discussion and conclusions

To the best of our knowledge, this study is the first to apply 
the seamless approach of combining aspects of weather 
and climate modelling to the specific problem of evaluat-
ing model simulations of severe North Atlantic windstorms 
that are an important natural hazard for Europe. Currently, 
there is relatively little consensus between different climate 
models with regard to the frequency and intensity of such 
storms and the confidence in any climate change signal 
is low (Christensen et al. 2013). This poses a significant 
risk to European societies and the (re-)insurance business. 
Widely used statistical analyses of climate model output 
make it difficult to disentangle different sources of model 
errors such as those related to slow, large-scale processes 
like in the stratosphere and oceans and those associated 
with the actual fast dynamics of explosively deepening 
cyclones. The seamless approach followed in this study 
provides an alternative that alleviates this difficulty by per-
forming short, NWP-type hindcasts of the most destructive 
storms, which are initialised from a well defined atmos-
pheric state and then compared with the best approxima-
tion of the actual evolution of the atmosphere as provided 
by reanalysis products, allowing a clear separation between 
fast and slow processes. 20 historical storms during the last 
quarter of a century were objectively selected for this study. 
In total over 1500 hindcasts were conducted using the 
state-of-the-art climate models ECHAM6 and UM-GA4 
with differing lead times and horizontal and vertical resolu-
tions. Cyclones were then objectively tracked and position 
and core pressures compared to the corresponding tracks 
from ERA-Interim data. Physical reasons for differences 
between the simulations were analysed with a PTE diag-
nostic tool developed by Fink et al. (2012).

The main conclusions from this study are:

A. Despite the considerable biases found in free-running 
simulations (e.g. Zappa et al. 2013a), the two climate 
models used here are generally capable of reproducing 
the selected intense cyclones when given the analysed 
initial conditions.

B. Particularly the cyclone tracks are generally well repro-
duced up to several days lead time.

C. However, the deepening is systematically too weak in 
the coarser resolution runs (T63 for ECHAM6 and N96 
for UM-GA4, corresponding to about 200 and 140 km, 
respectively), reaching biases of 5 hPa after just a cou-
ple of days simulation time. This result is consistent 

with the statistical analysis by Zappa et al. (2013a), 
strongly suggesting that this resolution is too coarse for 
storm studies and should not be used for this purpose 
in the future.

D. Sensitivity to vertical resolution is small, suggesting a 
minor influence on the storm evolution.

E. According to the PTE analysis, the main source of 
error at coarse resolution is due to the representation of 
diabatic processes (mainly latent heating). This result 
is in agreement with experiments by Willison et al. 
(2013) with a regional climate model, suggesting that 
key dynamical features like the diabating production of 
potential vorticity along fronts are insufficiently repre-
sented. This model deficiency may become even more 
problematic in future climate projections, as diabatic 
processes have been suggested to become more impor-
tant for cyclone deepening in a warmer climate (e.g., 
Colle et al. 2013; Marciano et al. 2014).

F. A doubling of the resolution to T127 (corresponds 
to about 100 km) appears to be already sufficient to 
remove most of these biases, at least up to 3 days lead 
time.

It would be interesting to compare the modelling results 
presented here with output from state-of-the-art NWP mod-
els to gauge the potential improvement from even higher 
resolution and better model physics. At the same time, 
comparisons to ensemble predictions would give a meas-
ure for the sensitivity to initial conditions. Other remain-
ing questions are sensitivities of the results to the tracking 
method (see Neu et al. 2013) and the influence of resolu-
tion on intense open-wave systems that are particularly 
difficult to track. The good performance of the T127 simu-
lations in combination with the often observed underpre-
diction of intense cyclones in free-running climate mod-
els raises the question of a possible lack of “storm-prone 
situations” in those simulations, i.e. large-scale conditions 
over the North Atlantic known to favour the occurrence of 
explosively deepening storms such as certain phases of the 
North Atlantic Oscillation (Pinto et al. 2009a, 2014; Vitolo 
et al. 2009; Hanley and Caballero 2012). Another possible 
explanation is that the model runs benefit to some degree 
from the finer resolution inherent in the initial conditions 
provided by ERA-Interim re-analyses produced at T255. 
However, Jung et al. (2006) show that numbers of cyclones 
with core pressures less than 980 hPa are still underesti-
mated in free-running seasonal integrations at T255. The 
work of Willison et al. (2013) suggests that deficiencies in 
the representation of individual storms can feedback onto 
the storm track as a whole and therefore possibly on condi-
tions for subsequent storm evolutions. This is a question of 
great importance for future model improvements that will 
be addressed in future work.
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