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Abstract

Nowadays, the prediction about dental implant 
failure is determined through clinical and 
radiological evaluation. For this reason, predictions 
are highly dependent on the Implantologists’ 
experience. In addition, it is extremely crucial to 
detect in time if a dental implant is going to fail, due 
to time, cost, trauma to the patient, postoperative 
problems, among others. This paper proposes a 
procedure using multiple feature selection methods 
and classification algorithms to improve the 
accuracy of dental implant failures in the province of 
Misiones, Argentina, validated by human experts. 
The experimentation is performed with two data 
sets, a set of dental implants made for the case study 
and an artificially generated set. The proposed 
approach allows to know the most relevant features 
and improve the accuracy in the classification of the 
target class (dental implant failure), to avoid biasing 
the decision making based on the application and 
results of individual methods. The proposed 
approach achieves an accuracy of 79% of failures, 
while individual classifiers achieve a maximum of 
72%.

Keywords: feature selection, classifier, ensemble, 
failure, dental implants.

Resumen

Hoy en día, la predicción del fracaso de un implante 
dental está determinado a través de una evaluación 
clínica y radiológica. Por esta razón, las predicciones 
dependen en gran medida de la experiencia del 
implantólogo. Además, es extremadamente crucial 
detectar a tiempo si un implante dental va a fallar, 
por cuestiones de tiempo, costo, traumas al paciente. 

problemas postoperatorios, entre otros. En este 
trabajo se propone un procedimiento mediante la 
utilización de múltiples métodos de selección de 
características y algoritmos de clasificación, para 
mejorar la precisión en el acierto de los fracasos en 
implantes dentales de la provincia de Misiones, 
Argentina validado por expertos humanos. La 
experimentación es realizada con cuatro conjuntos 
de datos, un conjunto de implantes dentales 
confeccionado para el estudio de caso, un conjunto 
generado artificialmente y otros dos conjuntos 
obtenidos de distintos repositorios de datos. El 
procedimiento propuesto permitió conocer las 
características más relevantes y mejoró la precisión 
en la clasificación de la clase objetivo (fracaso del 
implante dental), permitiendo no sesgar la toma de 
decisión en base a la aplicación y resultados de 
método individuales. El procedimiento propuesto 
consigue una precisión del 79% de los fracasos, 
mientras que los clasificadores individuales alcanzan 
un máximo del 72%.

Palabras claves: selección de características, 
clasificación, integración, implantes dentales.

1. Introduction

Data science lias made many advances in the 
development and application of techniques in 
several aspects of the health sector, such as in 
disease prediction, image classification, and decision 
support systems based on the analysis of related data 
sets, among many others. Despite the fact that there 
are works which use dental implant data sets to 
analyze the osseointegration process [1]-[5], they do 
not focus their attention on the biomaterial (implant 
surface treatment). This is the reason why this work 
jointly addresses the study of the characteristics of 
the implant itself, linked not only to the traits and 
health patients’ conditions but also to those of the 
surgical processes.
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It is extremely important to detect in time if an 
implant will fail not only because of time, but also 
because of costs, patient trauma, such as pain, 
medication that can interfere with bone marrow 
processes, among others. In addition, postoperative 
problems such as infections, loss of bone quality, 
lack of sensitivity due to anesthesia, pain, or damage 
to a nerve area. For these reasons, it is essential to 
detect in time if a surgical procedure for dental 
implant placement is unsuccessful [1], [4].
This paper presents an approach using multiple 
feature selection methods and classification 
algorithms with the aim of improving the 
classification efficiency of failures of a data set 
based on patients' clinical histories who have 
undergone surgical processes of dental implant 
placement in the province of Misiones, Argentina. 
This approach is also validated by human experts in 
this specific area, such as implantologists.
A combination of several feature selection methods 
is used in order to find the most relevant subset of 
characteristics by evaluating the quality of 
classification accuracy and the number of features 
selected on each method. The experimentation 
consisted in obtaining the values of importance of 
each characteristic according to the integration of the 
of feature selection methods: Information Gain [6], 
Gain Ratio [7], Random Forest importance [8], 
Relief [9] and Chi Squared [10]. The steps 
performed were basically three: the generation of the 
features subsets, the obtainment of the performance 
measures and the evaluation of those measures to 
contrast them with the proposed procedure.
Once the most important subset of features is found, 
several classification algorithms are applied to 
improve the accuracy of the label of interest (dental 
implant failure). The classifiers are used in: Random 
Forest [8], C-Support Vector [11], K-Nearest 
Neighbors [12], Multinomial Naive Bayes [13] and 
Multi-layer Perceptron [14]. The assemble consisted 
of applying weights to the classifiers and averaging 
their predictions.
The contribution of this work is an automatic 
learning approach for both, the selection of the most 
important features and the prediction of failures in 
dental implants. Furthermore, we demonstrate that 
multi-method systems can also be applied to the case 
study since they allow better performances than 
those achieved individually.
This section displays our inner motivations. The 
next parts of the paper are structured as follows: 
Section 2 presents works related to the prediction of 
dental implants, the application of feature selection 
methods and multiple classifier systems; section 3 
thoroughly describes the approach proposed in this 
work; section 4 shows the experimental results 
obtained, and section 5 summarizes the main 
conclusions drawn from this work and outlines 
future research lines.

2. Related work

The section 2 presents works related to the 
prediction of dental implants (section 2.1), the 
application of feature selection methods (section 
2.2), and multiple classifier systems (section 2.3).

2.1. Background on prediction of Dental 
Implants

Tamez et al. [1] show a statistical analysis to 
determine the factors that influence the success of 
dental implants placed in the Postgraduate Program 
of Prosthodontics and Implantology at the 
Universidad De La Salle Bajío, Mexico. Domínguez 
et al. [2] carried out a study to determine if there is a 
relationship between dental implant failures and 
systemic diseases (specifically osteoporosis, 
hypertension, diabetes and hypothyroidism) in a 
population of patients undergoing dental implant 
surgery at the San José hospital in Santiago, Chile. 
In the work of Oliveira et al. [3] they present a 
comparative analysis of three machine learning 
techniques: SVM [15], weighted SVM and a neural 
network [14] with selection parameter, for the 
prediction of the success of dental implants. The 
characteristics considered in that work were patient 
age, sex, implant type, implant position, surgical 
technique, indication of whether the patient was a 
smoker or not, and indication of whether the patient 
had a previous disease (diabetes or osteoporosis) or 
medical treatment (radiotherapy). The data set used 
consists of 157 cases, registered by a single surgeon 
of the Faculdade de Odontologia, Universidade 
Federal do Rio Grande do Sul, Brazil. Another work 
with the same characteristics is that of Moayeri et al. 
[4], where they present a combined predictive model 
to evaluate the success of dental implants. The 
classifiers used in this model are a decision tree 
(J48) [16], an SVM, a neural network, a k nearest 
neighbor and Naive Bayes [17]. To evaluate the 
effectiveness of the proposed algorithms, they use 
224 cases of patients who had dental implants 
placed. This dataset belongs to the Dental School of 
Tehran University, Iran and contains different 
variables, which are gender, age, smoking, implant 
location, placement time, loading protocol, implant 
diameter and length, implant connection type, 
overdenture, and maxillary sinus elevation. In the 
work of Braga et al. [5] they propose a set of binary 
logistic models to evaluate the probability of success 
or non-success in the oral rehabilitation process, 
taking into account some genetic factors, individual 
habits and clinical and non-clinical factors. The 
study was conducted in a retrospective evaluation 
and consisted of 155 subjects undergoing oral 
rehabilitation in the northern region of Portugal.
Although these works use data sets of dental 
implants, they do not focus their attention to the 
biomaterial (implant surface treatment), which is 
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why this work jointly addresses the study of the 
characteristics of the implant itself, linked to the 
traits and health conditions of the patients, as well as 
to the conditions of the surgical process, to improve 
the accuracy of dental implant failures.

2.2. Background in the use of feature 
selection methods

Many researchers have evaluated and compared 
different methods of feature selection to choose, 
classify and eliminate irrelevant features with the 
purpose of improving the results at the classification 
stage. Some previous works on this topic are going 
to be presented and discussed.
Several methods of feature selection for text 
classification were evaluated by Kou et al. [18]. 
Nonetheless, Information Gain, Gain Ratio, Gini 
Index [19], Chi-Squared, Mutual Information [20], 
among others, were chosen because of their 
variations in performance. Chaudhary et al. [21], on 
the other hand, evaluated the performance of two 
feature selection methods: Gain Ratio and 
Information Gain, with Naive Bayes [17], which 
were optimized in a mobile device and based on the 
following performance measures: accuracy, true 
positive rate and recall [22]. They concluded that 
Gain Ratio had a comparatively better performance 
than the other method.
Gao et al. [23] used the SVM classifier supported by 
the Information Gain method to filter out irrelevant 
and redundant genes. Subsequently, they evaluated 
five data sets of cancer gene expression and selected 
a few genes. The chosen genes served as the basis 
for the classifier. The results demonstrated that, in 
comparison with other feature selection methods, the 
suggested combination achieved the best 
classification accuracy.
Phyu y Oo [24] proposed a feature selection 
algorithm based on the perspective of conditional 
Mutual Information [20]. These authors evaluated 
the effectiveness of the suggested algorithm by 
comparing it with other feature selection algorithms 
such as Information Gain, Symmetrical Uncertainty 
and Relief and used standard data sets from UC 
Iravine and Weka. After that, they evaluated the 
performance of the proposed algorithm by the 
classification accuracy of the Naive Bayes and J48 
[16] classifiers and by the number of features 
selected. The authors concluded that, although some 
algorithms may further reduce the number of 
features, their accuracy in classification was not very 
good. In addition, they claimed that their algorithm 
selected as few features as possible and is more 
accurate in classifying several of the data sets used.
Finally, Peker et al. [25] used Minimum 
Redundancy Maximum Relevance [17] and Relief to 
select the feature set, using Random Forest, C4.5, 
SVM, Naive Bayes and two types of neural network. 
The authors found that the best results were 

achieved when using the subset of features obtained 
from the Relief algorithm with the Random Forest 
classifier.
The approach of these works allows to appreciate 
the vision of comparison and combination of several 
feature selection methods, which are based on 
different criteria, not only to improve classification 
accuracy, but also to ensure that the selected features 
are those that provide the greatest information gain 
to the problem.

2.3. Background in the integration of 
classifiers

In decision making, the combination of classification 
models can be crucial because such a combination is 
aimed at obtaining an appropriate solution to a 
particular problem. Particularly, classification 
methods are based on different concepts or 
estimation procedures. It is logical to try to bring 
together the best properties of each one by 
combining them in some way.
Several studies have evaluated the combination or 
integration of classifiers to improve the success rate 
or even to avoid biasing the decision on the results 
of a single classifier [26].
Miao et al. [27], improve the accuracy of genes 
identification by integration of SVM and Random 
Forest classifiers, applying Relief to select the most 
relevant characteristics. After training and 
predicting, the results were combined using a 
majority voting method [26]. The integration of the 
probabilities made it possible to obtain a higher 
accuracy than with individual classifiers. Similarly, 
Catal and Nengir [28] presented a model for the 
classification of feelings by integrating the Naive 
Bayes and SVM classifiers. For the integration of 
several predictions, the authors used the majority 
voting method and demonstrated that multiple rating 
systems improve accuracy. Another work with 
similar characteristics is that of Pandey and Taruna 
[29] who propose an integrated classifier by using a 
J48 and a KNN on a data set of academic 
performance among engineering students. In this 
model, each individual classifier generates its 
predictive value and these are integrated where the 
final class label is represented by the maximum of a 
subsequent probability. Ruano-Ordás et al. [30] 
propose a model to automatically determine the 
biological activity of molecules based on 2048 
chemical substructures and 84 physicochemical 
properties. The authors performed the process in 
three stages: grouping of features, construction and 
optimization of hyper parameters of each classifier, 
and classification. They also used SVM with radial 
kernel, AdaBag [31] and rpart [32], and combined 
the individual results of each classification into a 
single result by using the majority voting method. In 
addition, Nweke et al. [33] presented a survey of the 
use of multiple classifier systems in the recognition 
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of human activity and health monitoring. These 
authors have also tried to reduce uncertainty and 
ambiguity by merging the results generated by 
different classification models. To this end, they 
addressed different design and fusion approaches 
with multiple classifiers, such as SVM, decision tree 
(ID3, J48 and C4.5), KNN, Artificial Neural 
Network, Naive Bayes and Random Forest.
Inspired by the above ideas, the use of multiple 
classifiers is proposed for the case study.

3. Materials and methods

The section 3 thoroughly describes the approach 
proposed in this work (section 3.1), and the 
characteristics of the data sets used for the 
experimental evaluation are detailed (section 3.2).

3.1. Proposed approach

Figure 1 summarizes the steps of the proposed 
mechanism to select the most relevant features and 
improve the hit to failure of the Dental Implant data 
set.
The present procedure extends from a previous work 
[34], which does not contemplate the exhaustive 
search for the best features for the case study.

Fig. 1. Proposed approach. This representation 
summarizes the steps of the mechanism proposed in 
this work: to select the most relevant features 
through the Information Gain (IG), Gain Ratio (GR), 
Random Forest importance (RFI), Relief (R) and

Chi Squared (ChiS) methods, as well as to improve 
the failure accuracy of the Dental Implant data set 
by integrating the predictions of Random Forest 
(RF), C-Support Vector (SVC), K-Nearest 
Neighbors (KNN), Multinomial Naive Bayes 
(MNB) and Multi-layer Perceptron (MLP) 
classifiers.

Each of the steps and specifications covered by the 
procedure outlined in Figure 1 are detailed below.
First read the data set and select the class or target 
feature for the prediction (class variable defining the 
successes and failures of dental implants).

Step 1. Obtain the feature subsets from feature 
selection methods: Information Gain (IG), Gain 
Ratio (GR), Random Forest importance (RFI), 
Relief (R) and Chi-Squared (ChiS).

Step 2. Make a matrix (A) that gathers the 
importance value obtained for each feature by the 
different methods. In other words, there will be five 
different possible values of importance for the same 
feature.

Step 3. Normalize the values. Due to the fact that 
the methods used are performed with different 
ranges this fundamental step is necessary (so as) to 
achieve an average value for each feature. For this 
purpose, the “normalize” function (Eq. (1)), which 
allows normalizing values on the basis of the 
minimum-maximum method. Minimal-maximum 
normalization regulates the features in a range [35] 
where minA and maxA are the minimum and 
maximum values for feature A respectively. The 
minimum-maximum normalization maps a v¡ value 
of A to v¿' in the [new_minA, new_maxA] range by 
means of:

' Vj—minAV: = —L--------- (new_maxA — new_minA) +
max^—min^

new_minA (Eq. 1)

This standardization criterion was used because it 
allows preserving all the relationships of the original 
value data, i.e. it does not introduce any potential 
bias. In addition, it has shown to perform better in 
classification. The range used was [0,1].

Step 4. Obtain a mean value by each feature 
according to the values obtained by the different 
methods. The median [35] was used as a central 
tendency measure because the values of importance, 
which were given by the different methods, did not 
follow a normal distribution. If these values 
followed a normal distribution, the mean would be 
applied [35].

Step 5. Obtain a threshold. This threshold was 
determined by a grid search, using a test parameter
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Fig. 2. ROC Curve. Performance of K-Nearest Neighbors (KNN), Naive Bayes (NB), Neural network (Nnet), Random 
Forest (RF) and Support Vector Machine (SVM) classifiers on the Dental Implants data set.

with values between 0.1 and 1 and with 0.1 
increments in each test. This search was subjected to 
a ten-interaction cross validation. This test is 
performed on the values obtained from step 4. The 
chosen threshold value was the one that allowed 
obtaining the best accuracy in the classification with 
Random Forest.
A Random Forest classifier was used to search for 
thresholds, as it provided the best performance 
compared with other classifiers. To determine the 
performance, several types of classifiers were 
examined (with calibration) and the area under the 
curve (auc) was calculated. This is reflected by the 
ROC curve in Figure 2, which summarizes the 
performance of the KNN (auc 0.85), NB (auc 0.82), 
Nnet (auc 0.85), Random Forest (auc 0.97) and 
SVM (auc 0.95) classifiers on the Dental Implant 
data set (without feature selection). This behavior is 
equivalently repeated for the data set Artificial used 
in the experimental validation.

Step 6. Select the features that meet the condition of 
being equal to or greater than the threshold obtained 
in step 5.

Step 7. To perform a classification task, after the 
selection of the most important features of a set, it is 
necessary to split the data. For the case study, the 
data was randomly divided to preserve the 
distribution of both classes into: 70 % for training 
and 30 % for evaluation [36]-[39], ensuring that all 
cases are represented in both sets.

Step 8. An important step in any classification task 
is the search for the best individual classifiers for the 
case study. After examining the types of classifiers 
used in the articles surveyed in section 2.3 
Background in the integration of classifiers, we 
propose the use of the following classifiers: Random 
Forest (RF), C-Support Vector (SVC), K Nearest 
Neighbors (KNN), Multinomial Naive Bayes 

(MNB) and Multi-layer Perceptron (MLP). More 
than one classifier is used in order not to decline the 
decision based on the results of only one.
To obtain a robust model and optimize the results of 
the classifiers, a grid search was carried out to adjust 
the hyper parameters [36], [39], [40]. This search 
was performed with the training data from each of 
the data sets. For this process, we specified:

1. A search space, defining ranges of values 
for each of the hyper parameters and 
adjusting them according to the selected 
performance measure.

2. An optimization or adjustment algorithm, 
the grid search method [41] was used. 
Although it is the most costly in terms of 
performance, it allows covering the entire 
defined search space.

3. An evaluation method, as a resampling 
strategy a cross validation of 10 iterations 
was used.

4. A measure of performance, we used the 
equilibrium accuracy metrics, which is 
given by the true positives plus the true 
negatives divided by the totality of samples 
from the data set [22].

The parameters were established based on those 
used in the literature surveyed in section 2.3 
Background in the integration of classifiers and 
taking into account the parameterization 
recommended by sciki-learn for the adjustment of an 
estimator [41]. In conjunction, to choose the values 
of the search spaces we used the database of the 
mlrHyperopt tool [42], this tool includes default 
search space for the most common machine learning 
methods, it also offers a web server for sharing, 
uploading and downloading improved search space. 
Table 1 shows the hyper parameters that were 
sought to be adjusted for each classifier on each data 
set and the search spaces defined for each parameter.
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Table 1. Hyper parameters and search ranges defined for 
the Random Forest (RF), C-Support Vector (SVC), K- 
Nearest Neighbors (KNN), Multinomial Naive Bayes 
(MNB) and Multi-layer Perceptron (MLP) classifiers.
Classifiers Hyper parameters Search space

n_estimators range (1, 150)
RF criterion gini, entropy

bootstrap True, False
kernel linear, rbf, poly

SVC
C range (1, 10)
gamma range (1, 10)
degree range (1, 10)
n_neighbors range (1, 100)

KNN weights uniform, distance 
manhattan,

p euclidean

alpha [0, 0.1, 0.2, 0.3,
0.9, 1]

MNB fit_prior True, False

class_prior
[0.5,0.5], [0.4,0.6],
[0.6,0.4]

hidden_layer_sizes range (1, 10)
activation logistic, tanh, relu

MLP alpha [0.0001, 0.05]
solver lbfgs, sgd, adam

learning_rate
constant, 
invscaling

Step 9. Perform the training of each classifier with 
the optimal values found for each hyper parameter in 
step 8. Classifier coefficients are estimated with the 
training set.

Step 10. Perform prediction with the test set data.

Step 11. Integrating predictions. After examining 
and evaluating the different techniques used in the 
works cited in section 2.3 Background in the 
integration of classifiers, the weighted soft voting 
method is applied [43], [44] in order to integrate the 
results of several classifiers and determine the final 
class label.
Therefore, the integration of the predictions 
consisted in multiplying, for each tuple, the 
probability value of the target class, obtained by 
each classifier by the weight assigned to it. The 
weight was determined by means of a grid search, 
using a test parameter w with values between 0 and 
1. This search was subjected to a cross-validation of 
10 iterations, in which the accuracy [45] of each 
classifier was measured, and the value of w that 
achieved the best accuracy was selected [30], [33], 
[46].
Once the weights were determined, the weighted 
soft voting method was applied [43], [44]. This 
method collects the predicted class probabilities for 
each classifier, multiplies them by the weight 
assigned to each classifier, and then averages them. 
The final class label is derived from the class label 

with the highest average probability (Eq. (2)), given 
by:

m

y = arg maxi (Eq. 2)
i=i

The place where p^ indicates the probability 
predicted by the j-th classifier and w¡ is the weight 
assigned to the j-th classifier. This approach is only 
recommended if the classifiers are well calibrated.
In the present work, instead of using the maximum 
average, we applied a threshold [46], [47], because, 
in exploratory evaluations, it allowed us to achieve 
better classification results. This threshold was 
determined by a grid search using a test parameter p. 
with values between 0.1 and 0.5, with 0.1 
increments on each test. The p value was selected as 
the one that allowed obtaining the best classification 
result for all the data sets used.
This step is performed with the predictions achieved 
with the test set.

Step 12. Validate the accuracy and error of each 
classifier with those found in the integration of step 
11. In addition, analyze in particular the Sensitivity 
and Specificity metrics to corroborate whether the 
integration of the probabilities of the individual 
classifiers improves the accuracy of the diagonal of 
the confusion matrix. Taking into account that the 
aim is to optimize the accuracy of the minority class 
(Sensitivity), without neglecting the accuracy of the 
majority class (Specificity). Together, the error rate 
in the accuracy of both class labels is evaluated.

The implementation of the procedure up to and 
including step 6, which covers feature selection, is 
done with the R tool together with the mlr package1. 
The second part corresponding to classification 
(from step 7 to step 12) is done with the Pyhton tool 
and the scikit-learn library2. The source code of the 
complete procedure is hosted in a GitHub 
repository 3.

3.2. Structure of the data set

The approach proposed was used to experiment with 
four data sets: case study set (i.e. a data set of actual 
dental implant cases), and three validation sets: a 
data set artificially generated with the Synthetic 
Minority Over-sampling Technique (SMOTE) [48] 
based on actual dental implant cases. Table 2 
presents the summarized characteristics of these sets.

1mlr. Available in https://mlr.mlr-org.com/. (Consulted the 
17/06/2021).
2Scikit-learn. Available in https://scikit-learn.org/ stable/.
(Consulted the 17/06/2021).
3Source code and data sets. Available in 
https://github.com/nancyganz/Tesis. (Consulted the 17/06/2021).
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Table 2. Characteristics of the data sets used for 
the experimental evaluation. From left to right: 
names of the data sets, number of samples, number of 
attributes per tuple, number of features selected by the 
proposed feature selection procedure and size of the 
training and test sets.
Characteristics Dental Implants1 Artificial2

Sample 1165 1748
Feature 33 33
Selected features 16 20
Training 815 1223
Test 350 525

1D ental Implants: this data set consisted of 1165 
tuples of clinical histories of patients from Misiones 
Province, Argentina, undergoing surgical processes 
of placement of dental implants. It was made up of 
32 categorical characteristics and an unbalanced 
binary class attribute (1009 cases labeled as success 
and 156 as failure).
2Artificial: this data set consisted of an artificial set 
generated with the SMOTE algorithm, where, to 
obtain the artificial cases of the minority class, the 
input consisted of: T = 156 tuples; SMOTE N% = 
250%; and k = 5, and, to generate the artificial cases 
of the majority class, the input consisted of: T = 
1009 cases; SMOTE N% = 250%; and k = 5. For the 
latter, instead of taking the subset of tuples with the 
lowest index, the algorithm was modified so that it 
took the subset of the highest index, which 
corresponds to the cases of the success class. The 
procedure to generate the cases was the same as for 
the minority class. Finally, the cases generated for 
both classes were extracted and a new artificial data 
set was created with a distribution similar to that of 
the Dental Implants data set.
Table 3 presents the characteristics of the Dental 
Implants and Artificial data sets in more detail.

4. Results

Table 4 lists the features selected by the proposed 
approach for the Dental Implants and Artificial 
dataset.
Table 5 presents the rates obtained by each classifier 
and that obtained from the proposed approach on the 
test data of the used data sets. In this table, it is also 
observed the SVC and KNN classifiers achieved the 
best performance over the non-target class for the 
two data sets compared to the other classifiers, and 
even exceed the approach proposed. For the target 
class, it is appreciated that the integration of the 
predictions of the five classifiers allowed to achieve 
the highest percentage of correctness. For this class, 
it is also observed that the performance of the 
individual classifiers was varied. While the 
performance of the integration of the predictions was 
not the best option for the non-target class, it does 
not mean that it was the worst compared to the 
individual predictions. The integration of the 
probabilities for the target class was the best option, 
since it allowed obtaining the highest percentage of 
accuracy.
Finally, the results achieved with the proposed 
approach on the Dental Implants data set were 
compared with the accuracy achieved in the 
classification by human experts (Table 6). These 
were selected from the Provincial Registry of 
Professionals who practice Maxillofacial Buco 
Surgery, Implantology, Periodontics and Tissue 
Manipulation.
The evaluation consisted of a ranking by four 
experts in the area, each of whom was provided with 
a random sample distinct from the 10% prevalence 
of cases. The cases were presented without label so 
that the experts could classify them according to

Table 3. Dimensions of the Dental Implants and Artificial data sets.
Dimensions Description Features

Patient Data

Features related to the 
antecedents and medical
conditions of the patients at the 
time of the intervention.

Age range, gender, occupation, social 
security, medical antecedent, smoking 
habit, alcoholism, periodontitis,
toothless, med intake, and allergy.

Implant Data Features related to the implant 
used by the implant specialist.

Surface treatment, design, length, 
diameter, connection, and origin.

Data of the Surgical 
Phase

Features related to the surgical 
intervention and improvement 
of the patient's bone bed.

Season, patient zone, register, dental 
piece, load protocol, exodontia, bone 
expansion, maxillary sinus elev, hard 
tissues regeneration, soft tissues 
regeneration, additional procedure, 
placement time, bone type, prosthetic 
indication, and surgical complication.

Data of the Post­
operative Follow-up

Particularities of the outcome of 
the implant placement process, 
i.e. whether the tissue/implant 
osseointegration process was 
successful or not.

Post-op follow-up.

- 152 -



Journal of Computer Science & Technology, Volume 21, Number 2, October 2021

Table 4. Features selected by the proposed approach for the Dental Implant and Artificial datasets.
Data sets_____________________ Features_________________

Med intake, occupation, medical antecedent, 
surface treatment, dental piece, bone type, length, 

Dental Implants season, placement time, age range, diameter, 
connection, periodontitis, surgical complication, 

_________________register, and soft tissues regeneration.___________
Occupation, surface treatment, med intake, bone 
type, medical antecedent, dental piece, season, 
placement time, length, age range, periodontitis, 

Artificial diameter, gender, connection, soft tissues 
regeneration, load protocol, surgical 
complication, bone expansion, additional 
procedure, and register.

Table 5. Efficiency in performance of the Random Forest (RF), C-Support Vector (SVC), K-Nearest Neighbors (KNN), 
Multinomial Naive Bayes (MNB) and Multi-layer Perceptron (MLP) classifiers and the proposed approach (PA) to the 
Dental Implants and Artificial data sets._________________________________________________________

Data sets Classifiers Sensitivity Specificity Accuracy Error
RF 59 % 98 % 92% 8%

SVC 64 % 99 % 93% 7%

Dental Implants
KNN 64 % 99 % 93% 7%
MNB 72 % 79 % 78% 22%
MLP 66 % 97 % 92% 8%
PA 79 % 96 % 93% 7%
RF 81 % 97 % 95% 5%

SVC 81 % 99 % 96% 4%

Artificial
KNN 81 % 99 % 96% 4%
MNB 60 % 81 % 78% 22%
MLP 82 % 97 % 95% 5%
PA 90 % 97 % 96% 4%

their experience, and make a contrast with the values 
found by our classification approach.
Our model achieved 93% overall accuracy with 7% 
error on average, whereas, the classification made by 
the experts achieved a total accuracy of 87%, with 
an average error of 13% (Table 6).

Table 6. Comparison of the evaluation parameters 
achieved by the proposed approach (PA) and the 
classification of the human experts (Experts) on the 
Dental Implants data set._________________

Metrics PA Experts
Sensitivity 79% 71%
Specificity 96% 92%
Accuracy 93% 87%
Error 7% 13%

5. Conclusions and future work

This work has allowed the study and application of 
multiple feature selection methods and classification 
algorithms to a domain of little knowledge.
According to the experimental results, the multi­
method approach can also be applied to the 
prediction of dental implant failures.
Based on the classification results by human experts, 
we can say that our approach has enabled us to 
achieve superior classification performance. 
Therefore, we have succeeded in proposing a 
knowledge extraction procedure validated by human 
experts.
Finally, it is proposed as a future work to develop 
and implement a decision support system using 
Fuzzy Logic, in order to provide implantologists 
specialists with an new alternative when analyzing 
irregular or complex situations. Based on certain 
specifications, it may also allow the specialists to 
model and analyze in advance, what could be the 
postoperative result of the surgical intervention of 
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the dental implant. At the same time, this work 
paves the way to evaluate the benefit and social 
impact on dental specialists in the Northeast of 
Argentina by providing with a virtual assistant to 
help them evaluate and determine the specific 
conditions of the patient and the most appropriate 
technique to use in each particular case.
We propose as future work to include an ablation 
study comparing our approach to the study of no 
feature selection and individual feature selection 
algorithms, similar to the approach taken in this 
paper to compare individual models versus a 
weighted ensemble. Also, add to the work 
information about the total execution time, including 
the tuning time of each algorithm.
Thus, we propose as future work to contrast the 
results found through some statistical test (such as 
Friedman's hypothesis test or a Benchmarking to 
compare the performance of classifiers).
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