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Abstract 

For over 100 years we have known that the visual field is mapped onto the surface of visual 

cortex, imposing an inherently spatial reference frame on visual information processing. Recent 

studies highlight visuospatial coding not only throughout visual cortex, but also brain areas not 

typically considered visual. Such widespread access to visuospatial coding raises important 

questions about its role in wider cognitive functioning. Here, we summarize these recent 

developments and propose that visuospatial coding scaffolds human cognition by providing a 

reference frame through which neural computations interface with environmental statistics and 

task demands via perception-action loops.  

 

What is visuospatial coding? 

As humans we act and perceive in a mostly visual world. We are not passive observers but 

participate actively in the world to achieve goals, such as recognising a friend, reading a menu, 

or picking up a coffee cup [1]. For many of these goals, it is vital that the brain accurately interprets 

the physical properties of the world, and a critical property of vision is the spatial arrangement of 

elements in the visual field [2]. Given the importance of spatial arrangement, it is likely 

unsurprising that the visual system has evolved to encode the spatial location of visual elements 

- visuospatial coding (see Glossary). Here, we consider visuospatial coding to manifest within 

the brain in two forms: retinotopic maps and visual field biases.  

 

Retinotopic maps constitute the strictest form of visuospatial coding. Adjacent cells in the retina 

project to adjacent neurons in the brain, creating a contiguous mapping between visual field 

positions and cortical locations [2]. Retinotopy was originally identified by researchers correlating 

the location of visual cortex lesions with corresponding visual field deficits [3]. These revolutionary 

observations highlighted that primary visual cortex (V1) not only represents the contralateral 

visual field but also that the cortical image is inverted (just as it is on the retina) and that the 

centre of the visual field (where we fixate and have the highest acuity) is represented by a 

disproportionately large expanse compared to the peripheral visual field – cortical magnification 

(Figure 1A). Later invasive animal studies confirmed this organisation in V1 [4], and identified 

additional retinotopic maps surrounding V1 (Figure 1A). However, it was functional magnetic 

resonance imaging (fMRI) that provided a non-invasive way to exploit this organisation in-vivo [5–

8], leading to many of the discoveries covered in this review. Contemporary estimates suggest 

each hemisphere comprises at least 25 cortical retinotopic maps [2,9,10].  

 

A second form of visuospatial coding manifests as coarse-scale visual field biases of receptive 

fields tuned to certain locations [8]. A visually-biased region preferentially responds to a specific 

visual field position (e.g. contralateral visual field), but might otherwise lack evidence for a clear 

retinotopic map(s). For example, prior fMRI work demonstrated coarse-scale positional sensitivity 

within an area of ventral temporal cortex important for processing written words (visual word form 

area [VWFA]), even without clear evidence of an underlying retinotopic map [11]. Extensions of 

this work employing population receptive field (pRF) modelling [8] (see Box 1) demonstrate 

that pRFs in this region tend to be small, foveally centred, and when averaged extend their 

https://www.zotero.org/google-docs/?6h3HJ0
https://www.zotero.org/google-docs/?TBtIDa
https://www.zotero.org/google-docs/?fAt7Px
https://www.zotero.org/google-docs/?tsT9fJ
https://www.zotero.org/google-docs/?S303s2
https://www.zotero.org/google-docs/?2UgPZR
https://www.zotero.org/google-docs/?2UgPZR
https://www.zotero.org/google-docs/?MHJ5Qo
https://www.zotero.org/google-docs/?QEZpcx
https://www.zotero.org/google-docs/?91WswK
https://www.zotero.org/google-docs/?3YXScw
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coverage of the visual field further horizontally than vertically  [12,13] - mirroring the horizontal  

extent of words during reading (e.g. in English). Thus, visual field biases provide a coarse-level 

fingerprint for visuospatial coding (Figure 1B). 

  

While the historical view has been that retinotopic maps were the purview of early visual areas 

and did not overlap more anterior category-selective regions of visual cortex (Figure 1C), 

advancing methodologies have generated evidence for both forms of visuospatial coding 

throughout the visual system (Figure 1C), and in regions not typically considered visual, such as 

those involved in coordinating movements, mind wandering and memory. Indeed, evidence for 

visuospatial coding in unexpected places in the brain emerged in the early 2000s [14,15], and has 

increased as mapping techniques improved (see Box 1). Notably, evidence of visual field biases 

is often superseded by evidence of retinotopic maps through methodological advances such as 

increased signal-to-noise or spatial resolution. Widespread access to visuospatial coding not only 

an efficient framework for communication between functionally different systems, but also a 

means to align cognitive processes internally and externally via perception-action loops. Below, 

we summarize these findings and raise new questions about the role of visuospatial coding in 

wider cognitive functioning.  

Ubiquity of visuospatial coding in the brain 

The last years have seen a burgeoning literature for visuospatial coding in unexpected places 

(Figure 2). For example, retinotopic maps have been reported in frontal [16] and parietal [14,15] 

areas associated with high-level cognitive processes such as attention [16], working memory [15], 

eye movements [17], and fluid intelligence [18]. Recent pRF modelling highlights distinct clusters 

of retinotopic maps in superior and inferior parts of the precentral sulcus [19], and wide-field 

retinotopic mapping has revealed retinotopically organised regions (Prostriata and V2A) at the 

junction between early visual cortex and medial parietal cortex [20,21]. Visuospatial coding is also 

present in the subcortex. Both the pulvinar and reticular nuclei of the thalamus have been found 

to contain distinct retinotopic maps [22,23], as have the superior colliculus and substantia nigra 

in the midbrain [23] (Figure 2A, 2B). These regions are involved in top-down attention [24], 

working memory [25], and eye movements [26], indicating that high-level yet subcortical modes 

of processing are facilitated by visuospatial coding. 

 

Even in the cerebellum, far outside the scope of traditional visual neuroscience experiments, pRF 

modelling has demonstrated multiple retinotopic maps distributed across separate lobules [27,28] 

(Figure 2C). The distinct properties of these retinotopic clusters in terms of visual field 

preferences, cognitive activations, and their overlap with cerebellar somatotopic maps hint at their 

diverse functions. These range from guiding eye movements (in the oculomotor vermis [28]), to 

spatial attention and visual working memory (in lobule VIIb [27]), to visuomotor integration in 

service of manual dexterity and locomotion (in lobule VIIIb [28]).  

 

Two recent findings suggest that visuospatial coding is even present within the hippocampus, a 

structure long associated with episodic memory, navigation and world-centered spatial 

processing. First, pRF modelling demonstrated a coarse-scale bias for the contralateral visual 

field within the hippocampus [29]. Second, mutli-task ultra-high resolution fMRI demonstrated 

https://www.zotero.org/google-docs/?KZ0NV7
https://www.zotero.org/google-docs/?sLPUUy
https://www.zotero.org/google-docs/?VlLfu5
https://www.zotero.org/google-docs/?9S8eCJ
https://www.zotero.org/google-docs/?Rv9wUE
https://www.zotero.org/google-docs/?eopjl4
https://www.zotero.org/google-docs/?eEgbmd
https://www.zotero.org/google-docs/?LYAm8a
https://www.zotero.org/google-docs/?YogIAt
https://www.zotero.org/google-docs/?LxDoOY
https://www.zotero.org/google-docs/?0uIUPo
https://www.zotero.org/google-docs/?fmQMXj
https://www.zotero.org/google-docs/?0zf93v
https://www.zotero.org/google-docs/?gp9LeA
https://www.zotero.org/google-docs/?y4WkZu
https://www.zotero.org/google-docs/?YHzerG
https://www.zotero.org/google-docs/?tSBh4x
https://www.zotero.org/google-docs/?1NP1k6
https://www.zotero.org/google-docs/?CDr9Sh
https://www.zotero.org/google-docs/?ybPyxY


 4 

detailed topographic connectivity (see Box 1) between V1 and the hippocampus [30] (Figure 

2D). Whether these signatures of visuospatial coding reflect retinotopic inputs into the 

hippocampus or retinotopically tuned neurons within the hippocampus itself remains unclear but 

may indicate an unanticipated role for visuospatial coding in hippocampal function.  

 

Recent work has also revealed unexpected visually responsive, but negative pRFs in the default 

mode network (DMN) - a series of regions associated with memory and mind-wandering [31]. 

Unlike pRFs in traditional visual regions, which respond positively to visual stimulation within their 

receptive fields, DMN pRFs deactivate in response to visual stimulation at specific visual field 

locations. Collectively, DMN pRFs exhibit coarse-scale biases for the contralateral visual field with 

some hints of map-like structure across the cortical surface, particularly the angular gyrus (Figure 

2E). Although the role of these negative DMN pRFs and how they relate to positive pRFs in 

antecedent visual areas is unclear, their presence alone hints at a linking mechanism between 

visual perception and visual-memory guided thought such as mind-wandering. 

 

Collectively these data demonstrate both forms of visuospatial coding within functionally disparate 

systems: retinotopic maps in the parieto-frontal cortices and cerebellum, and coarse-scale 

contralateral biases in inferotemporal cortex, the DMN, and hippocampus. This visuospatial 

coding ubiquity raises an intriguing new question: what are the computational advantages of this 

organisation? A mechanistic account for why the brain initially recapitulates the retina across its 

surface is that it minimizes biologically expensive long-range connections (the wiring optimization 

principle; [32]). Continuing this reference frame throughout visual cortex may be advantageous 

because it reduces the need for transforming information, allowing distinct aspects of a visual 

image to be computed in different maps while preserving spatial arrangements [2] (but see [33] 

for an alternative explanation for repeating retinotopic maps). Having visuospatial codes in 

visuomotor regions responsible for generating eye movements (e.g. frontal eye fields [19]) or 

reaching behaviours may also facilitate coordination between vision and movement (i.e. 

visuomotor integration). However, the increasingly clear prevalence of visuospatial coding in and 

beyond visual and visuomotor brain regions suggests that its computational role is much broader 

than previously thought and may reflect a general coding principle that subserves broader 

cognition.  

 

Below, we review recent evidence for this wider role from the domains of higher-order perception, 

cognitive development and action-perception integration. We then present a framework for 

visuospatial coding as a major neural motif that scaffolds the alignment of information processing.  

Visuospatial coding for higher-order perception 

One of the most striking discoveries of visual cortex organisation is that it contains category-

selective regions (e.g. faces, scenes or objects) [34]. When considering high-order visual 

functions, such as face-, scene- or object-recognition, a prominent notion is that such 

representations are decoupled from visual field position (e.g. a dog is a dog, no matter where in 

the visual field it is). But electrophysiological and fMRI data are challenging this notion, 

https://www.zotero.org/google-docs/?eAAvia
https://www.zotero.org/google-docs/?Q8rZfI
https://www.zotero.org/google-docs/?E45VH0
https://www.zotero.org/google-docs/?HGZhpC
https://www.zotero.org/google-docs/?6JvWUc
https://www.zotero.org/google-docs/?naIlR4
https://www.zotero.org/google-docs/?4ZqT48
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demonstrating that visuospatial coding is not only measurable within category-selective regions, 

but may play a crucial role in the emergence of such selectivity. 

 

Early fMRI work of lasting impact linked visuospatial coding with high-order visual functions by 

demonstrating that face- and scene-selective regions overlapped representations of the fovea 

and periphery, respectively [35,36]. This large-scale fovea-periphery organisation within high-

level visual cortex was later refined through delineation of multiple (often pairs of) retinotopic maps 

overlapping human object- (LO1/LO2) [37], colour- (VO1/VO2) [38], motion- (TO1/TO2) [39] and 

scene-selective (PHC1/PHC2) [40] regions, respectively (see bottom Figure 1C) (but also 

scene-selective areas (OTS1/OTS2) in non-human primates [41]). Further, both fMRI and 

neurostimulation studies link processing of different visual features to individual retinotopic maps 

within larger areas. For instance, TO1/TO2, subdividing motion-selective V5/MT, play different 

roles in processing translational and rotational motion [42], whereas LO1/LO2, subdividing object-

selective LO play different roles in orientation and shape processing, respectively [37,43]. Not all 

category-selective regions contain pairs of retinotopic maps. For example, scene-selective 

occipital place area (OPA) overlaps at least five [44,45], whereas face-selective occipital face 

area (OFA) shows little overlap [43].  

 

Evidence for the influence of visuospatial coding in high-order visual perception also comes from 

work examining pRF characteristics of face- and scene-selective regions. These studies, which 

confirm and extend the earlier fovea-periphery work [35,36], consistently highlight non-uniform 

distributions of pRFs within these regions. For instance, pRFs in face-selective regions tend to be 

small and foveally centred [13,46,47], whereas those in scene-selective regions are larger and 

oeripherally biased [48]. This bias for foveal and peripheral visual input, does not mean that face-

selective regions lack peripheral representation, or that scene-selective regions lack foveal 

representation [48]. Rather, it reflects a higher density of foveal and peripheral receptive fields 

within both regions. Electrophysiological recordings in non-human primates also suggest neural 

populations in high-level visual regions code visual field position. For instance, an objects visual 

field position can be decoded from inferotemporal cortex (IT), a region thought to be critical for 

invariant object recognition [49,50]. In humans, responses are larger in dorsal (i.e. LO) and ventral 

(i.e. pFS) object-selective regions for objects in the lower and upper visual fields [51]. Likewise, 

scene-selective PPA on the ventral surface is biased for the upper visual field, whereas OPA on 

the lateral surface is biased for the lower visual field [48] (Figure 3A). 

 

These data highlight the link between higher-order category representations and visuospatial 

coding. Recent work is exploring the role that visuospatial coding plays in the emergence of 

category-selectivity during development.  

Visuospatial coding for cortical development 

The retinotopic structure of visual cortex is established in-utero prior to visual experience [52–54]. 

Accordingly, recent studies have reported high consistency in retinotopic map positioning in the 

visual cortex from birth onwards [47,55,56]. In contrast to such early visuospatial organisation, 

category-selectivity appears to emerge more gradually: work in infant humans shows that 

responses for faces and scenes are present in stereotypical locations by months 4-6, but adult-

https://www.zotero.org/google-docs/?ZGphff
https://www.zotero.org/google-docs/?vVE9na
https://www.zotero.org/google-docs/?QMJsWg
https://www.zotero.org/google-docs/?sH1ReE
https://www.zotero.org/google-docs/?TZxyVd
https://www.zotero.org/google-docs/?JNf87G
https://www.zotero.org/google-docs/?w3Jfoc
https://www.zotero.org/google-docs/?vvBa5u
https://www.zotero.org/google-docs/?Gb1cAn
https://www.zotero.org/google-docs/?tVLRIj
https://www.zotero.org/google-docs/?UbIvTr
https://www.zotero.org/google-docs/?Q41t6a
https://www.zotero.org/google-docs/?dWV7gJ
https://www.zotero.org/google-docs/?YSmkEW
https://www.zotero.org/google-docs/?LhbjMN
https://www.zotero.org/google-docs/?ZXj0pR
https://www.zotero.org/google-docs/?wafpkn
https://www.zotero.org/google-docs/?yvdd9S
https://www.zotero.org/google-docs/?PlsFwl
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like selectivity is not [57]. Further, face-selective responses in infant macaques emerge slowly 

(within ~1.5 years), whereas visuospatial coding evidenced through resting-state functional 

connectivity is present early on (~18 days) [58] (Figure 3B). Interestingly, cortical locations 

showing face-selectivity were predictable via pre-existing foveal representations (i.e. in line with 

eccentricity biases [13,35,36,48]). Instead, macaques that grow up face-deprived show no 

selectivity for faces within these same foveally biased regions [59], suggesting that visual 

experience is required for selectivity to emerge.  

 

Based on these findings, Arcaro and colleagues proposed that earlier-developing visuospatial 

biases in higher-order cortex act as a ‘protomap’ that anchor where category-selectivity will 

emerge based on local tuning to category-relevant viewing eccentricities, spatial frequencies, and 

curvature (which are largely co-localised in cortex) [58,60]. Further, empirical evidence for shape- 

and eccentricity-driven category-selectivity comes from work in adult macaques, where shape-

selective patches for novel symbols emerged in stereotyped locations independent of expertise 

[61], and from a recent study in human expert pokemon-players who displayed pokemon-selective 

patches in higher-order cortex biased for small viewing eccentricities where these stimuli were 

experienced [62]. Both findings provide additional evidence for experience-dependent category-

level representations linked to visuospatial coding.  

 

However, visuospatial coding is not the only mechanism thought to underpin the emergence of 

category-selectivity [63]. For example, its role has been questioned based on findings that areas 

selective for faces, scenes, and objects emerge in similar locations in congenitally blind [64–67]. 

This shows that visual experience may not be the essential driver for category-selectivity in 

higher-order cortex, but does not necessarily mean that visuospatial coding plays no role: indeed, 

retinotopic organisation is retained in congenitally blind [68] and topographic maps across the 

brain share pre-determined developmental mechanisms and common organisational principles, 

such as expansion of cortex for high-acuity processing (i.e., for foveation and manipulation). It is 

conceivable that such inherent neural specialisation constrains where category-selectivity 

emerges, even when visual cortex takes on different functions in absence of visual input. In line 

with an important role for early brain-wide connectivity [69], regions that develop face- and scene-

selectivity show higher within-category patterns of connectivity (i.e. face-face > face-scene) in 

infancy [69], and the position of the VWFA was found to be predictable on the basis of connectivity 

with anterior language areas [70,71]. These accounts do not invalidate a role for visuospatial 

coding in the emergence of category-selectivity, but rather suggest that it is one of several 

mechanisms at play [72]. 

 

While visuospatial coding may not be the only mechanism shaping category-selectivity, it appears 

to play a functional role in perception that continues to be refined throughout development. For 

instance, a recent study [47] showed that neuronal populations in face-selective cortex are well-

tuned for covering a whole face at typical viewing distances in adults, but only select features in 

children (Figure 3C). This developmental increase in foveal coverage also coincided with 

changes in viewing patterns for faces, suggesting a link between developmentally initiated 

changes in viewing behaviour and changes in pRF properties within high-order visual cortex. 

Further, pRFs in face-selective regions appear to shift their coverage when processing inverted 

https://www.zotero.org/google-docs/?VOcmxI
https://www.zotero.org/google-docs/?7GXBHc
https://www.zotero.org/google-docs/?2tjj77
https://www.zotero.org/google-docs/?lvAdJj
https://www.zotero.org/google-docs/?5FCq9h
https://www.zotero.org/google-docs/?ihRzVa
https://www.zotero.org/google-docs/?CifY1a
https://www.zotero.org/google-docs/?FADnuN
https://www.zotero.org/google-docs/?N7bvWQ
https://www.zotero.org/google-docs/?54VfJe
https://www.zotero.org/google-docs/?1C5JSH
https://www.zotero.org/google-docs/?ZfV4TA
https://www.zotero.org/google-docs/?uz82wz
https://www.zotero.org/google-docs/?d5w437
https://www.zotero.org/google-docs/?ptXQEI
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(vs upright) faces, implying that visual processing strategy is linked with visuospatial sampling 

[73]. So, the development of adult-level object perception skill may in part reflect more efficient 

indexing of category-relevant features in visuospatial formats.  

 

Collectively, these data showcase that while visuospatial coding might not be the only mechanism 

shaping cortical development, it is important to acknowledge both the early onset and 

pervasiveness of visuospatial coding throughout the brain. Such coding is not ‘thrown-away’ 

during development, instead how the brain uses it is continually refined.  

Visuospatial coding for action-perception integration 

The utility of visuospatial coding in broader cognition is also evident when considering how visual 

information may be used to guide actions. A key question when considering how visual 

information is used to guide motor actions is how to align visuospatial representations across 

reference frames (e.g. somatosensory representation of the body). Sereno and Huang found a 

somatosensory map of the face in parietal cortex, which also contained a map of visual space 

[74]. These overlapping maps were systematically aligned, such that tuning to visual and 

somatosensory directions co-localised in cortex. For example, lower visual field preferences 

coincided with tuning to touches on the lower part of the face. A similar alignment of multisensory 

sensitivities occurs in lateral visual cortex [75] where representations of visual space and face 

part positions overlap: regions tuned to the upper visual field are sensitive to upper face parts at 

fixation (Figure 3D) [75]. Cortical areas responsible for reaching and grasping also appear to 

benefit from visuospatial coding, with the superior parietal-occipital cortex showing a preference 

for hand-actions in the lower visual field - where graspable objects typically occur [76,77]. 

 

At first glance, the notion of widespread visuospatial coding seems suboptimal in a world in which 

we incessantly move our eyes, thereby shifting incoming visual information on the retina. In most 

studies visual field mapping is performed during fixation, which means that the retinotopic and so-

called spatiotopic, or world-centered, frames of reference coincide. Yet, fMRI studies directly 

pitting retinotopy against spatiotopy overwhelmingly highlight the predominance of the retinotopic 

reference frame [78–80]. This means that when our eyes move and shift a stimulus on the retina, 

this shifts the imprint of the stimulus throughout visual cortex. Gaze position does impact visual 

responses but does so by primarily modulating response amplitudes encoded retinotopically 

[81,82]. Indeed, it is thought that non-linear interactions between vision, eye movements, 

somatosensation, and action are subserved by so-called gain-field mechanisms [83], whereby the 

gain of responses in one frame of reference is modulated by the spatial activations in another 

frame of reference. These gain-field mechanisms are thought to subserve attention’s influence on 

visual-spatial processing [83–85], providing a parsimonious mechanism for implementing goal-

directed actions in the world while remaining fundamentally grounded in the visusospatial 

reference frame. 

 

Whilst cortical maps that encode either retinal and somatosensory positions are present at birth 

[58,87], the computations needed to track multiple spatial codes during body movement develop 

later: Only after 6 months do infants start orienting visually and manually to the correct location of 

a touch on hands crossed along the midline, suggesting online alignment of multimodal spatial 

https://www.zotero.org/google-docs/?Ub89LB
https://www.zotero.org/google-docs/?NYjoJ4
https://www.zotero.org/google-docs/?HsPV54
https://www.zotero.org/google-docs/?1ckp2F
https://www.zotero.org/google-docs/?gU8K7l
https://www.zotero.org/google-docs/?tfg7fX
https://www.zotero.org/google-docs/?vO2jv7
https://www.zotero.org/google-docs/?Q7RKMA
https://www.zotero.org/google-docs/?gOJbOx
https://www.zotero.org/google-docs/?qLvtpN
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codes is still developing. In adults, crossing the limbs across the midline impairs the detection of 

tactile stimuli on the hand, attributed to spontaneous re-coding of the body-centered touch 

estimates into other reference frames [88]. This re-coding is also reflected in enhanced EEG 

signal amplitude evoked by a touch on the crossed versus uncrossed hand. Recent studies show 

that poorer touch localisation and EEG modulation for crossed hands are not present in pre-

reaching infants [89,90] (Figure 3E) or congenitally blind adults [91,92]. Collectively, this suggests 

a driving role of visual experience with the moving limb in the development of action-perception 

integration. A key role of vision in touch encoding, is in line with the notion of gain-field 

mechanisms for sensorimotor integration that widely incorporate the visuospatial reference frame 

[82]; Because much of human action is visually guided this coding scheme may allow the 

developing system to improve its sensory predictions across modalities [93]. 

 

Frames of reference encoded in primary sensorimotor cortices form an early-developing scaffold 

for spatial coding. However, the translation of different frames and spatial codes into integrated 

representations requires learning the statistics of the world and our bodies as they act in it. The 

visuospatial reference frame may emerge as an efficient ubiquitous coding scheme because 

much of human action is visually guided. 

Visuospatial coding as scaffold for human cognition 

Over 100 years ago visuospatial coding was identified as an organizational principle of early visual 

cortex, and this hallmark finding has yielded profound insights into the computations underlying 

visual perception [2]. In this review, we summarized contemporary findings demonstrating its 

pervasiveness throughout the brain. From different vantage points, a convergent picture emerges 

that visuospatial information is not ‘thrown away’ by the brain, but instead is retained to not only 

facilitate efficient visual processing and the emergence of category-selectivity, but also the 

exchange of visual information with other functional systems to benefit broader cognition. What, 

then, may be the reason visuospatial coding is retained so prominently, and how might it aid 

cognition? While the underlying computational mechanisms remain largely unknown, we highlight 

several important aspects that may play a role. 

 

First, it is important to consider where specific types of information typically appear in the visual 

field during natural viewing (Figure 4A). We tend to fixate faces directly, thereby positioning them 

in the high-resolution fovea [13,94]. Objects that we interact with tend to be located at specific 

positions in the environment [95,96] (e.g. coffee cup in the lower visual field). Further, as we move 

through the world, navigable routes invariably occur in the lower visual field [97], while large-scale 

structures used to orient ourselves will be in the upper periphery [98]. Such regularities in ‘input 

statistics’ may help explain why higher-order visual regions exhibit the spatial biases they do 

(Figure 4B).  

 

For instance, the dominance of small foveally centred pRFs in face-selective regions potentially 

facilitates high-resolution processing required to distinguish identities [13,94]; whereas the larger 

more peripheral pRFs in scene-selective areas may enable efficient landmark recognition 

[1,48,99]. Objects are decoded from object-selective regions more accurately from the lower than 

upper visual field, reflecting their typical locations in visual space [96], and viewing face and body 

https://www.zotero.org/google-docs/?hI7WoG
https://www.zotero.org/google-docs/?6P4Xjd
https://www.zotero.org/google-docs/?7K7ukY
https://www.zotero.org/google-docs/?1t3hqn
https://www.zotero.org/google-docs/?9A2ld7
https://www.zotero.org/google-docs/?3bDGfk
https://www.zotero.org/google-docs/?eryIaq
https://www.zotero.org/google-docs/?jhM6Ji
https://www.zotero.org/google-docs/?h6l0o3
https://www.zotero.org/google-docs/?pBbSkI
https://www.zotero.org/google-docs/?gUch1a
https://www.zotero.org/google-docs/?aCBd57
https://www.zotero.org/google-docs/?rIAA1A
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parts in typical locations evokes more distinct fMRI responses and can actively facilitate 

recognition [100–102]. Finally, the lower visual field bias in scene-selective OPA [48] (see Figure 

3A) is consistent with its putative role in navigational affordance coding [97,103]. The idea that 

visuospatial coding is important for capturing functionally relevant input statistics is supported by 

studies on convolutional neural networks (CNNs), which can be thought of as representational 

systems unconstrained by wiring or energetic cost limitations, but whose inputs (i.e. photographs 

approximating human viewing behaviours such as a face at the centre) contain similar input 

statistics (see Box 2).  

 

Developmental studies suggest these spatial biases capturing visual input statistics may scaffold 

onto pre-existing visuospatial coding schemes, thereby endowing certain cortical networks with 

the ability to efficiently sample visual field positions most relevant to the functions they subserve. 

For example, face-selective regions in infant macaques were predictable via pre-existing biases 

for foveal positions prior to selectivity emerging [58,59]. It is likely that the developing face-

processing network co-opts these pre-existing foveal preferences to serve recognition [13,72,94]. 

Likewise, pRFs in the ventral occipitotemporal reading circuitry appear to overrepresent the 

location that words appear in the visual field during reading (i.e. horizontal meridian, see Figure 

2C) [11,12]. It is possible that the VWFA emerges where it does in cortex through a combination 

of anatomical connections with anterior language regions [69,70], plus the prerequisite neural 

circuitry [13]. These data suggest that high-level visual areas not only contain visuospatial coding, 

but use this information in order to interface effectively with environmental demands [13,73]. 

Importantly, however, the representation in these areas continues to be shaped throughout 

development, by a persistent reinforcing interaction between input statistics and viewing 

behaviours.  

 

Extrapolating this principle beyond high-level visual cortex, the common visuospatial coding 

scheme across multiple brain regions may facilitate internal alignment for information processing 

(Figure 4C). That is, by continually referencing information processing to the visual reference 

frame, the brain can effectively integrate its distributed processing of items in the external world. 

The contralateral biases in the hippocampus [29,30] and visually-sensitive negative pRFs in the 

DMN [31] suggest that such a reference frame might even subserve a translation between 

stimulus-oriented perception and memory/mental-imagery. A recent proposal - the spatiotemporal 

similarity hypothesis [104] - posits that the hippocampus represents stimuli that co-occur in space 

and time and that these joint representations are used to generate visual predictions about what 

might be out there in the world and guide eye-movements to test those predictions. The 

contralateral biases suggest that the left hippocampus might encode potential sequences of eye 

movements related to the right visual field, and vice versa. Further, visuospatial coding also 

appears to support top-down mental imagery [105], with regions active during mental navigation 

showing clear contralateral visual field representations. Access to a common reference frame in 

perceptual and memory systems may also contribute to the successful retrieval of memory 

information through gaze-reinstatement, whereby the pattern of eye-movements during 

perception is recapitulated during cued memory retrieval [106]. The visually-selective negative 

pRFs within the DMN demonstrate how access to a common representation of visual space could 

serve to store perceptual signals before they are reused for other forms of cognition, such as 

https://www.zotero.org/google-docs/?lPoTSv
https://www.zotero.org/google-docs/?mndK1G
https://www.zotero.org/google-docs/?ThFdeH
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https://www.zotero.org/google-docs/?WPRBvH
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https://www.zotero.org/google-docs/?3JO7oI
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mind-wandering. That positive pRFs in perceptual regions and negative pRFs in the DMN exhibit 

the same visual field biases, may also increase processing efficiency in cognitive computations. 

The visually tuned push-pull interaction between high-level processing in DMN and perceptual 

regions may serve to reduce redundancies in high-level cognitive processing [31].  

 

Finally, a common reference frame could also help guide actions to external targets: completing 

the perception-action loop through external alignment of input and output spaces (Figure 4D). 

For example, shared lower visual field biases between object-selective regions of visual cortex 

[37,43] the cerebellum [28], and the superior occipito-parietal cortex [76,77] could facilitate our 

ability to efficiently reach out and grasp objects in the lower visual field. Similarly, access to the 

same visuospatial code in face-selective regions [13,45,46] and frontal parietal areas governing 

eye movements [19] could combine when moving our eyes to fixate a friend's face. The aligned 

visual representation of space and somatosensory representation of the face in parietal cortex 

[74] and the correlated maps of visual and face-part space in occipital cortex [75] provide further 

illustrations of how shared access to visuospatial coding can align input and output spaces. We 

continuously monitor, react to and form expectations about elements in our environment. Given 

that visuospatial coding inherently reflects our window on the world, aligning different sensory 

inputs and modes of processing to this reference frame offers a plausible mechanism for 

achieving this efficiently.  

 

The ubiquitous presence of visuospatial coding may facilitate interactions between brain regions 

through sensorimotor coding schemes that are tuned to the statistics of the environment. This 

perspective recasts visuospatial coding as a dimension orthogonally intersecting across more 

traditional distinctions between different cortical functions/systems (e.g. vision vs. memory; object 

identity vs. location), offering a means to not only internally align communication between different 

brain areas (Figure 4C), but also externally align the perception-action loop (Figure 4D). 

Concluding remarks 

Recent research has revealed the truly pervasive nature of visuospatial coding within a broad 

array of cortical and subcortical systems whose functions range from visual perception, to 

coordinating movements, mind-wandering and even memory. The early importance of 

visuospatial coding in development is also becoming evident, as is its potential to inform 

computational models of human brain function (see Box 2). The ubiquity of visuospatial coding 

suggests that the brain makes use of this common reference frame to scaffold human cognition 

around environmental statistics and task demands. Continued investigations of how visuospatial 

codes interface with other sensory reference frames and its role in linking perception with memory 

will be key goals for the future (see Outstanding Questions). 
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Box 1: Measuring visuospatial coding in the human brain 

Several excellent retinotopy reviews already exist [2,107], so here we provide only a brief 

overview of visuospatial mapping techniques and additional considerations: Travelling-wave: 

Fixating observers typically view high-contrast flickering stimuli that either rotate around or expand 

through the visual field. By measuring when during the stimulus cycle the largest response at 

each cortical location occurs, the preferred polar coordinates can be inferred (angle, eccentricity). 

pRF modelling: Fixating observers typically view a traversing bar. This stimulus information is 

combined with hypothetical receptive fields described by a centre location (x, y coordinate), size 

and the hemodynamic response function to generate predicted responses. Parameters are 

adjusted to minimise the difference between the data and the prediction. The final model provides 

the best pRF estimate at each brain location. Connective field (CF) modelling: An extension of 

pRF modelling [30,108], defined not in visual space but in cortical surface coordinates. To 

generate model time-courses, CF modelling uses activation patterns across brain regions. Its 

parameters are the surface location of the center of the connective field, and its size. Because it 

is brain-referred and not stimulus-referred, this method can be applied to data from any 

experimental paradigm. Stimulus materials: Mapping stimuli have been modified to better 

capture naturalistic viewing conditions, embedding high-level categories to elicit responses in 

face-, scene- and word-selective regions [10,12,46–48,55,109]. Modelling strategies:  Different 

pRF models now incorporate suppressive surrounds [110], compressive spatial summation [111] 

changes in pRF shape [112,113] and divisive normalisation [114]. Importantly, systematic 

comparisons of different implementations are beginning to take place [115]. Reconstructing 

Representations: These models are increasingly used to reconstruct how different visual regions 
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and cortical layers represent real/imagined visual stimuli [116,117]. A clinically relevant 

application is their use to assess visual field loss and recovery in visual disorders [118–121]. Map 

delineation: Challenges remain with respect to delineating retinotopic maps in individuals: Labs 

may adopt different heuristics regarding the borders between maps. Recent work indicates that 

such basic features such as the areal extent of early visual cortex may vary 2-3 fold across 

individuals [122]. That said, taking into account an individual’s particular anatomy allows one to 

predict the location of early visual maps from anatomy alone [123]. One promising way to 

effectively deal with inter-individual variability at higher levels is to combine an anatomical 

projection of a learned atlas (e.g., a group-average [10,124]) with fMRI measurements of 

retinotopy using Bayesian approach [125].  

Box 2: Visuospatial coding in deep convolutional neural networks 

Popular contemporary computational models of vision are deep convolutional neural networks 

(CNNs, see Glossary), which achieve human-level performance on many visual recognition tasks 

[126]. CNNs also predict brain responses to natural images in multiple visual brain regions with 

unprecedented accuracy (see [127,128] for recent reviews). Do CNNs use visuospatial coding? 

The feature maps inside convolutional CNN layers have a 2D layout and thus an inherent form of 

retinotopy, but they also have properties inconsistent with visuospatial coding in biological brains, 

such as complete weight sharing across the visual field [128]. Nevertheless, some signatures of 

visuospatial coding observed in higher-level visual cortex have also been found in CNNs. For 

example, object position can be decoded not just from low- but also high-level CNN layers [49,50], 

and face- and scene-specialized CNNs exhibit center-periphery biases similar to face- and scene-

selective brain regions [129]. Conversely, CNNs trained to predict the spatial location of image 

components better predicted fMRI responses in scene-selective regions than CNNs trained on 

whole-scene category labels ([130]), providing additional support for the presence of visuospatial 

representations in higher visual cortex. Might building visuospatial information into CNNs more 

explicitly also benefit CNN task performance? Visuospatial coding in brains is characterized by 

systematic organization of receptive field sizes, which increase from lower to higher areas and 

from fovea to periphery. Convolutional filter sizes and pooling regions also increase across CNN 

layers by design, but building fovea-periphery organization into feature maps is technically difficult 

[131]. However, different filter sizes within a feature map have been used when building attention 

mechanisms into CNNs [131,132], and fovea-periphery organization emerged naturally in a neural 

network model that spatially sampled information by translating the retina across the visual input 

(similar to the eye making saccades) [133]. Computational advantages of foveal-periphery 

organisation are also evident in dual-stream architectures [134,135], and recent work suggests 

that training CNNs with foveation via peripheral texture-based computation yields robust 

representations compared to non-foveated systems [136]. Exploring the computational 

advantages of explicit visuospatial coding in CNNs is likely a promising avenue for future 

research, especially when applied to artificial visual systems with limited computational power 

(e.g., robots) that, like biological brains, may suffer from metabolic or implementation bottlenecks 

[137]. 

 

Glossary 
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Category-selectivity: The phenomenon that some brain regions respond more strongly to 

images of specific stimulus classes, such as faces, scenes, objects, bodies and words, compared 

to others. 

Connective field modelling: A computational modeling approach that explains signal time-

courses as resulting from connectivity with a localized patch on the surface of a brain region such 

as V1. This provides a way of mapping retinotopic brain organization regardless of stimulus 

paradigm.  

Convolutional neural network (CNN): Artificial neural networks with multiple layers containing 

a computational hierarchy that stacks 2D convolutions, non-linear activation functions and 

response pooling in order to perform a learned task (e.g. visual object classification on images). 

Contralateral visual field: The visual field opposite to the cortical hemisphere (e.g. left 

hemisphere - right visual field and vice-versa). 

Cortical magnification: Describes the relationship between visual field locations and their 

cortical representations. Positions near the centre of gaze are processed by a disproportionately 

large amount of cortex as compared to larger portions of the periphery. 

Default mode network: A series of brain regions that operate as a network and are principally 

associated with internally generated cognition, such as memory and/or mind-wandering. 

Eccentricity: The distance from the centre of gaze is mapped systematically in cortex. Within 

early visual areas (i.e. V1-V3) eccentricity is represented along a posterior-anterior axis, such that 

locations close to the centre of gaze correspond to the occipital pole and more peripheral visual 

field locations correspond to more anterior areas. 

Foveal vision: Vision in the center of the field of vision, where visual acuity is highest.  

Gaze-reinstatement: When the pattern of eye-movements made during perception of a stimulus 

(e.g. when looking at a face or scene) is replayed when recalling that same stimulus from memory.  

Navigational affordances: High-level representations of scenes that are thought to encode 

features of the local environment including, available routes of egress, objects to interact with and 

obstacles to avoid.  

Peripheral vision: Vision outside the point of fixation, i.e. away from the center of gaze. The vast 

majority of the visual field is included in the notion of peripheral vision. 

Polar angle: Positions in the visual field are mapped systematically in cortex in polar coordinates. 

Within early visual areas (i.e. V1-V3) polar angle is represented along a dorsal-ventral axis, such 

that locations in the lower visual field are mapped dorsally and locations in the upper visual field 

are mapped ventrally. In early visual areas in particular, eccentricity and polar angle are mapped 

orthogonally. 

Population receptive field modelling: A computational modelling approach that estimates the 

effective receptive field of individual fMRI voxels.  

Receptive Field: In visual cortex, this refers to the location and extent of the visual field over 

which the activity of the neuron can be modulated.  

Resting-state functional connectivity: Refers to a fMRI analysis technique which takes into 

account the similarity in spontaneous activity of brain regions at rest (i.e. in the absence of an 

overt task). It is commonly assumed that the spontaneous activity of regions that share 

functionality (e.g. OFA/FFA) will be highly positively correlated. 

https://en.wikipedia.org/wiki/Visual_perception
https://en.wikipedia.org/wiki/Fixation_(visual)
https://en.wikipedia.org/wiki/Visual_field
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Retinotopic (or visual field) map: The systematic mapping of the retina and thus the visual field 

across the cortical surface. Retinotopic maps typically represent either the entire contralateral 

hemifield (e.g. V1) or a quadrant of the contralateral visual field (e.g. V2d).  

Visual field biases: Coarse-level measurements that demonstrate a preference for particular 

visual field positions but do not represent a systematic mapping of visual space. When derived 

from pRF modelling experiments these summarise the sensitivity of a given area to positions in 

the visual field.  

visuospatial coding: Refers to the general principle that the brain appears to encode spatial 

elements in the world with respect to where those elements fall in the visual field and thus the 

retina. We posit that visuospatial coding comes in two main forms: retinotopic maps and visual 

field biases. 

World-centered spatial processing (spatiotopy): Refers to a coding scheme in which the brain 

represents the absolute location of elements in the world.  

Figure legends 

Figure 1: Forms of visuospatial coding: A) Retinotopic organisation of early visual cortex (V1, 

V2d, V3d) Left: V1 (solid-lines) exhibits a complete and inverted representation of the 

contralateral visual field. Unlike V1, V2d/V2v (dashed-lines) exhibit a quadrant representation of 

the visual field (V2d = lower visual field,  V2v =  upper visual field). Middle: Representations of 

eccentricity demonstrate that the fovea is represented posteriorly in V1, V2d/V2v with the 

periphery represented anteriorly. Cortical magnification is also evident with the amount of V1, 

V2d/V2v dedicated to the fovea being disproportionately larger than that dedicated to the 

periphery. Right: pRF sizes vary systematically from smallest posteriorly in V1, V2d/V2v to largest 

more anteriorly. Eccentricity and pRF gradients are positively correlated. Data taken from the 

HCP initiative and analyzed by T. Knapen. B) Schematic of pRF modelling and visual field 

coverage of the reading circuitry. Top: Overlaid onto a schematic of the visual field are many 

individual receptive fields (white dot = RF centre, white circle = RF). Single fMRI voxels (at 

conventional resolutions) contain many thousands of neurons and thus many thousands of 

receptive fields. The pRF model produces a single estimate of these individual receptive fields 

described by a centre location (x, y coordinates = black dot) and size (diameter of the pRF = white 

arrow). Bottom: An enlarged ventral view of the left hemisphere is shown. Overlaid in hot-colours 

are regions of the brain that preferentially respond to written words over line drawings of objects 

- collectively referred to as the ventral occipitotemporal reading circuitry (VOTC) [12]. When pRFs 

in the VOTC are combined across hemispheres, their visual field coverage (VF coverage) extends 

further horizontally than vertically, which mirrors the location in the visual field of words during 

reading (e.g. English). VF coverage is schematic but based on [12]. C) Relationship between 

retinotopic maps and category-selective regions of cortex. Top: Schematic of the historical view 

that retinotopic maps were the purview of early visual areas only. The borders of V1-V3 (taken 

from [9]) are shown in white and appear posterior of regions selective for scenes (pink), faces 

(blue), bodies (yellow), objects (green), motion (blue) and color (red). Bottom: Schematic of the 

contemporary view of the relationship between retinotopic and category-selective regions. The 

borders of multiple retinotopic maps (taken from [9]) are shown in white and spatially overlap 

many category-selective regions.  
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Figure 2: visuospatial coding outside the traditional visual system. A) Connective Field 

Modeling (see Glossary and Box 1) during movie watching demonstrates retinotopic 

organization throughout the cerebral cortex and B) subcortex. C) In the subcortex, polar angle 

representations of retinotopic preferences show contralateral visual position preferences in 

thalamus, superior colliculus, and caudate nucleus; in cerebellum, the same visualization 

demonstrates ipsilateral visual field preferences. The sagittal slice shows the axial planes 

visualised here, as well as the polar-angle color scale used in C & D.   D) Contralateral visual field 

preferences in hippocampus. C, D, & E all show the results of a pRF analysis on the bar runs of 

the Human Connectome Project retinotopic mapping dataset [10]. E) Contralateral visual field 

preferences of DMN deactivations in the angular gyrus of the parietal lobe, re-presentation of 

results from [31]. ROI positions are indicated by the white portion on the flatmap insets. In this 

rendition, the dashed line indicates a putative polar angle reversal at the lower vertical meridian. 

The lower panels show polar angle along the surface in the direction perpendicular to the putative 

reversal boundaries, with the dashed vertical lines highlighting the reversal at the lower vertical 

meridian. Subpanel E courtesy of Martin Szinte.  

 

Figure 3: Computational/developmental benefits of visuospatial coding. A) Computational 

benefits of OPAs lover field bias. Top left: Routes of egress are highlighted on an example scene 

(red-lines). Bottom left: OPA is biased to the lower visual field. Top right: Response patterns to 

natural scenes in OPA show high correlation with human ratings of the same scenes in terms of 

navigational affordances, redrawn with permission from [97]. Bottom right: Lower field bias in 

predictive accuracy of navigational affordances in a convolutional neural network (CNN) and the 

OPA. The CNN effects were driven mostly by features in the lower visual field, redrawn with 

permission from [103]. B) Retinotopy present early in development. Top: Retinotopic organisation 

in infant macaques demonstrated through resting-state functional connectivity with V1. 

Retinotopic organisation shows adult-like structure even at <18 days of age. Colors correspond 

to seed eccentricity bands in V1 (see inset). Black arrows indicate three regions most correlated 

with the foveal representation. Bottom: Statistical maps of the contrast Faces vs Objects at <123 

days (left) and >1.5 years (right). Black arrows show the foveal regions highlighted above. At 

<123 days no face-selectivity is detectable, whereas robust face-selectivity is present at >1.5 

years. Emerging face-selectivity is localised to regions already foveally tuned, redrawn with 

permission from [58]. C) Developmental changes in visual field coverage. Group-average visual 

field coverage from pFus-faces overlaid onto a face seen at ~1m for children (top) and adults 

(bottom). The 50% density contour is shown by the white line and covers more of the average-

sized face at typical viewing distance in adults than children, redrawn with permission from [13]. 

D) Spatial overlap of neural sensitivity to face-part and visual space. Face-selective inferior 

occipital gyrus (IOG) is outlined in black. Neural tuning to different face parts changes from upper-

lower along the posterior-anterior gradient within IOG. Neural tuning to different visual field 

positions also changes from upper to lower along the same axis. E) Somatosensory evoked 

potentials in infants. Top: Grand averaged SEPs from central electrodes contralateral to the 

stimulated hand shown for 8-month old infants in the crosser (top) and noncrosser (bottom) 

groups. Crossed (dashed black), uncrossed (solid black) and difference (gray) waveforms are 

shown. The shaded area indicates the time course of reliable effects of posture on somatosensory 
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processing. There was no effect of posture in the noncrossers, but the crossers showed an effect 

between 298 and 392 ms. Adapted with permission from [89]. 

 

Figure 4: Visuospatial coding as a scaffold for human cognition. A) Visuospatial coding is 

the format in which visual information is constantly received, and different types of visual 

information are typically present in different parts of the visual field. For example, while having a 

conversation with a friend in a café, we will typically place facial information centrally in the visual 

field, while our hands holding the coffee cup will be positioned in the lower visual field, and the 

spatial layout of the room will appear in the visual periphery. B) Category-selective brain regions 

will more often receive early visual inputs from stereotypical parts of the visual field and may 

therefore have developed visuospatial biases for those parts (e.g. foveal bias for face-selective 

regions, lower field bias for object/tool-selective regions , and peripheral bias for scene-selective 

regions. A medial/ventral view of the right hemisphere is shown, but the similar visuospatial biases 

are also present in category-selective regions considered part of the dorsal stream C) Shared 

visuospatial coding between regions creates a common reference frame that facilitates internal 

alignment of communication, allowing them to bind visual features together (e.g. object identity 

and location), and with other sensory information (e.g., auditory, somatosensory, memory) 

facilitating multi-modal interactions. D) Since actions in the world need to occur at specific spatial 

coordinates, visuospatial coding also facilitates continuous external alignment of perceived visual 

information, visually-guided actions and their subsequent effects. 

https://www.zotero.org/google-docs/?WRdePp

