
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=taut20

Automatika
Journal for Control, Measurement, Electronics, Computing and
Communications

ISSN: (Print) (Online) Journal homepage: https://www.tandfonline.com/loi/taut20

Stability analysis of network-controlled generator
excitation system with interval time-varying delays

S. Manikandan & Priyanka Kokil

To cite this article: S. Manikandan & Priyanka Kokil (2021) Stability analysis of network-controlled
generator excitation system with interval time-varying delays, Automatika, 62:1, 65-75, DOI:
10.1080/00051144.2020.1860390

To link to this article:  https://doi.org/10.1080/00051144.2020.1860390

© 2020 The Author(s). Published by Informa
UK Limited, trading as Taylor & Francis
Group.

Published online: 25 Dec 2020.

Submit your article to this journal 

Article views: 408

View related articles 

View Crossmark data

https://www.tandfonline.com/action/journalInformation?journalCode=taut20
https://www.tandfonline.com/loi/taut20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/00051144.2020.1860390
https://doi.org/10.1080/00051144.2020.1860390
https://www.tandfonline.com/action/authorSubmission?journalCode=taut20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=taut20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/00051144.2020.1860390
https://www.tandfonline.com/doi/mlt/10.1080/00051144.2020.1860390
http://crossmark.crossref.org/dialog/?doi=10.1080/00051144.2020.1860390&domain=pdf&date_stamp=2020-12-25
http://crossmark.crossref.org/dialog/?doi=10.1080/00051144.2020.1860390&domain=pdf&date_stamp=2020-12-25


AUTOMATIKA
2020, VOL. 62, NO. 1, 65–75
https://doi.org/10.1080/00051144.2020.1860390

Stability analysis of network-controlled generator excitation systemwith
interval time-varying delays
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ABSTRACT
This paper deals with the problem of stability analysis of generator excitation system (GES) with
interval time-varying delays. Network-controlled GES involves transmitting measured data from
the plant site to controller and control signals from the controller to the plant site. Open commu-
nication channels impart time-varying nature to the delays. These time-varying delays can vary
between intervals which would affect the system stability. Themodel of a GES is developed with
the proportional integral (PI) controller including delay effects. In this paper, a less conservative
delay-dependent stability criterion is derived using Lyapunov-Krasvoskii functional (LKF) for GES
with interval time-varying delays. The bounding technique for derivative of LKF is developed by
usingWirtinger inequality and free-weightingmatrices. The relationship between the delaymar-
gins of GES and gains of the PI controller are investigated. This delay margin is used to tune the
PI controller. The adequacy of the proposed result is confirmed by using simulation studies.
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1. Introduction

In a power system, the generator excitation control is
employed to maintain the voltage between specific lim-
its during changes in power system load [1–3]. The
major challenge in power system under market envi-
ronment is to integrate computing, communication,
and control. The communication network is the back-
bone of smart grid technologies by integration of power
system with information technologies. The usage of
phasormeasurements units (PMUs) formeasuring cur-
rent, voltage, frequency, angle and distributed commu-
nications network involves transmitting measured data
between plant and the controller have introduced sig-
nificant amount of time-delay in wide-area monitoring
systems (WAMS). The instant between measurement
of signal and signal available to controller are major
problems inWAMS. These time-delays have impact on
power system stability and further lead to loss synchro-
nism [4].

Network control systems (NCSs) are meant for dis-
tributed control where plant and control centre is
located far away from each other [4]. In closed-loop
network control, the master controller is employed to
control the system located at the remote place and the
forward and feedback path of the system is completed
through a communication channel [5]. Open commu-
nication channel and processing elements introduce
time-delays in the feedback as well as the forward path.
A delay in a network happens due to geographical

distance, network congestion or processing time, etc.
Stability is an important aspect of control system per-
formance assessment [4–7]. The time-delay is intro-
duced inevitably in the closed-loop control of dynam-
ical systems under the open communication channel.
These delays are generally time-varying in naturewhich
affects the stability and the system performance of the
closed-loop system. Hence, it is necessary to consider
these delays in modelling and stability analysis [4,7,8].
The maximum amount of time-delay up to which sys-
tem remains stable is called delay margin. There are
several methods to compute the delay margin of time-
delay system. Mainly they are grouped into two cate-
gories, frequency domain and time domain methods.
Frequency domain methods determine the stability of
time-delay system by the distribution of roots of the
characteristic equation. It is suitable only for a system
with constant delays. Time-varying delays or interval
time-varying delays and system with uncertainties are
difficult to handle in the frequency domainmethod [6].

In NCS, when the delay margin lower bound differs
from zero, such a delay with non-zero lower bound is
considered as interval time-varying delay [14–16,39].
There are two approaches to ascertaining the stability
of the time-delay system. They are delay-independent
stability approach and delay-dependent stability (DDS)
approach. In delay-independent stability approach does
not consider time-delay in the stability analysis. Since
NCS involves time-delay in the control loop. Ignoring
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such a time-delay in analysis and designing controller
for NCS may not be efficient under practical oper-
ating condition whereas in DDS approach time-delay
are considered in stability analysis and controller are
designed with concern to time-delay. Therefore, results
obtained from DDS approach is less conservative as
compared to delay-independent stability approach [17].
For any closed-loop system, DDS analysis computes the
maximum value of the time-delay by which the system
remains asymptotically stable [18].

Many results for DDS of power systems control
methods such as generator excitation control, load
frequency control (LFC), etc. have been appeared
[4,7,8,22,26,27]. LFC systems with constant delay and
time-varying delay have been discussed in [4,8,19,40].
Stability analysis of the generator excitation control sys-
tem with constant delay is reported in [7]. Recently, a
DDS criterionwith interval time-varying delay by using
the Lyapunov-Krasvoskii functional (LKF) approach
has been reported [14]. This stability criterion has been
derived by bounding time-derivative of the LKF using
finite sum inequality and Wirtinger’s inequality. How-
ever, finite sum inequality that are developed by using
Jenson’s inequality leads to more conservative criterion
[14]. Hence, there is the further scope of constructing
LKF and tighter bound of integral terms on derivative
of LKF to improve the stability region. In this paper, by
diligently combining Wirtinger’s inequality with free-
weightingmatrices, a newDDS criterion is derived. It is
also shown that the proposed result is less conservative
than that of [14].

The objective of DDS analysis is to compute the
delay margin for a time-delay system. The challenge in
DDS analysis is the construction of LKF and choosing
bounding technique for integral terms on the time-
derivative of LKF [23–24âĂŞ25, 28, 32–41]. In this
paper, a newDDS criterion is derived for computing the
delay margin of the generator excitation system (GES)
controlled by a communication network that intro-
duces time-delays in the feedback path and forward
path. These two delays are combined into a single delay
component. This criterion is applied to determine the
DDS analysis of a network-controlledGESwith interval
time-varying delays. The proposed result is in a linear
matrix inequality (LMI) setting therefore, can be easily
solved by Matlab/LMI toolbox [29]. Further, the rela-
tionship between the gain of the proportional integral
(PI) controller and delay margin is investigated. Simu-
lation studies are carried out by using Matlab/Simulink
to validate the effectiveness of the proposed criterion.
This paper is arranged as follows: Section 2 introduces
a model of the NCS in the state- space framework with
delay effects. DDS criterion for NCS with interval time-
varying delay is established in Section 3. In Section
4, the relationship between the delay margin of GES
for different sets of the PI controller gain is discussed.
Finally, Section 5 concludes the paper.

Table 1. Notations.

τ sc(k) Delay exists between the sensor of the plant site and controller
τ ca(k) Delay exists between controller and actuator of the plant site
KA Amplifier gain
TA Amplifier time constant
KG Generator gain
TA Generator time constant
KR Rectifier gain
TR Rectifier time constant
KE Exciter gain
TE Exciter time constant
τ1 Lower bound of the delay
τ2 Upper bound of the delay
KP Proportional gain of PI controller
KI Integral gain of PI controller

The notations used in the paper are given in Table 1.

2. Network control system

The block diagram of the NCS is presented in Figure 1.
Time-delay in NCS causes the signal to shift rightwards
in time domain axis and overall, affects system stability
and leads to an unstable system.

The open communication channel is a medium for
all signals. In the network control system, the plant
output signals and control inputs are delayed under
the open communication channel. Therefore, the delay
phenomenon comes into the picture in both feedback
path as well as in the forward path. This delay causes the
instability of the system and affects the performance of
NCS.

Figure 2 shows model of NCS in the state-space
framework. The state variable x(t) is observed, dis-
cretized and transmitted to an open communication
channel. The signal from the plant to the controller is
delayed by τ sc(k), Control signal u(t) is transmitted to
plant with delay τ ca(k).

The state feedback control input is given by u(t) =
Kx(kT). The state equation of the delayed system with
time-varying delay is given as follows:

ẋ(t) = Ax(t) + Adx(t − τ(t)), (1)

x(t) = �(t), t ∈ [−τ2, 0], (1a)

τ1 ≤ τ(t) ≤ τ2, (1b)

τ̇ (t) ≤ μ, (1c)

Figure 1. Block diagram of the NCS.
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Figure 2. State-space model of NCS.

where x(t) ∈ R
n is the state vector, A ∈ R

n×n and
Ad ∈ R

n×n represent systemmatrices,�(t) is the initial
condition expressed in t ∈ [−τ2, 0], τ2 is delay mar-
gin, τ(t) is a time-varying delay, and μ represent delay
derivative. Delay derivative is assumed to be μ ≤ 1.

In the LKF analysis, a positive definite energy func-
tional E(t) is constructed and its derivative is expressed
as follows:

Ė(t) ≤ ξT(t) π ξ(t), (2)

where ξ(t) is any augmented state vector and π is a
symmetric matrix.

Optimization algorithms for computing interval
time-varying delay are given by

max[τ1, τ2], (3)

subject to π < 0.
Before presenting the main results let us recall

important lemmas.

Lemma 1: [20]: For given matrix R = RT > 0 and
for any differential signal x in [t − τ1, t], the following
inequality holds (Wirtinger’s Inequality)

− τ1

∫ t

t−τ1

ẋT(s)Rẋ(s)ds

≤

⎡
⎢⎢⎣

x(t)
x(t − τ1)

1
τ1

∫ t

t−τ1

x(s)ds

⎤
⎥⎥⎦
T

×

⎡
⎢⎢⎢⎢⎣

−R − π2

4
R R − π2

4
R

π2

2
R

∗ −R − π2

4
R

π2

2
R

∗ ∗ −π2R

⎤
⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎣

x(t)
x(t − τ1)

1
τ1

∫ t

t−τ1

x(s)ds

⎤
⎥⎥⎦ .

Lemma 2: [30]: when τ1 ≤ τ(t) ≤ τ2, where τ(.):
W+(or Z+) → W+(or Z+). Then, for any W = WT >

0, following integral inequality holds

−
∫ t−τ1

t−τ2

ẋT(s)Wẋ(s)ds

≤ δT(t)[(τ2τ(t))UW−1UT + (τ (t) − τ1)

× VW−1VT + ϕ + ϕT]δ(t),

where ϕ = [
V −V + U −V

]
, δ(t) = [xT(t − τ1)

xT(t− τ(t)) xT(t− τ2)]T andU = [UT
1 UT

2 UT
3 ]

T,
V = [

VT
1 VT

2 VT
3
]T are free-weighting matrices of

appropriate dimension.

Lemma 3: [21]: when τ1 ≤ τ(t) ≤ τ2, where τ(.):
R+(or Z+) → R+(or Z+). Therefore, any constant
matrices �1, �2, and � with proper dimensions, the
following matrices inequality

� + (τ (t) − τ1)�1 + (τ2 − τ(t))�2 < 0,

holds, if and only if

� + (τ2 − τ1)�1 < 0,

� + (τ2 − τ1)�2 < 0.

3. Main results

The DDS criterion for the system given by Equation (1)
is stated below:

Theorem 1: For given positive scalars τ1, τ2 the system
represented by Equation (1) is stable if there exist real
symmetric matrices P1 > 0, P3 > 0,Qi > 0(i = 1, 2, 3),



68 S. MANIKANDAN AND P. KOKIL

Rj > 0(j = 1, 2) and P2 of appropriate dimensions such
that the following LMIs holds true:[

P1 P2
∗ P3

]
> 0, (4)

π(i) =

⎡
⎢⎢⎢⎢⎢⎢⎣

A11 A12 A13 0 A15 0
∗ A22 A23 A24 A25 Ai

26
∗ ∗ A33 A34 A35 Ai

36
∗ ∗ ∗ A44 0 Ai

46
∗ ∗ ∗ ∗ A55 0
∗ ∗ ∗ ∗ ∗ A66

⎤
⎥⎥⎥⎥⎥⎥⎦

< 0,

(5)

For i = 1, 2 with

A11 = P1A + ATP1 + P2 + PT2 +
3∑

i=1
Qi − R1

− π2

4
R1 + AT(τ 21R1 + τ12R2)A, (6)

where

τ12 = τ2 − τ1 (6a)

A12 = −P2 + R1 − π2

4
R1, (6b)

A13 = P1Ad + AT(τ 21R1 + τ12R2)Ad, (6c)

A15 = τ1(ATP2 + P3) + π2

2
R1, (6d)

A22 = −Q1 − R1 − π2

4
R1 + V1 + VT

1 , (6e)

A23 = −V1 + U1 + VT
2 , (6f)

A24 = −U1 + VT
3 , (6g)

A25 = −P3τ1 + π2

2
R1, (6h)

A1
26 = τ12U1, (6i)

A2
26 = τ12V1, (6j)

A33 = −(1 − μ)Q3 + AT
d (τ 21R1 + τ12R2)Ad

− V2 − VT
2 + U2 + UT

2 , (6k)

A34 = −U2 − VT
3 + UT

3 , (6l)

A35 = τ1(AT
d P2), (6m)

A1
36 = τ12U2, (6n)

A2
36 = τ12V2, (6o)

A44 = −U3 − UT
3 − Q2, (6p)

A1
46 = τ12U3, (6q)

A2
46 = τ12V3, (6r)

A55 = −π2R1, (6s)

A66 = −τ12R2. (6t)

Proof: Construct the following LKF

E(xt) =
3∑

i=1
Ei (xt), (7)

where

E1(xt) =
⎡
⎣ x(t)∫ t

t−τ1

x(α)dα

⎤
⎦
T [

P1 P2
∗ P3

]

×
⎡
⎣ x(t)∫ t

t−τ1

x(α)dα

⎤
⎦ , (8)

E2(xt) =
∫ t

t−τ1

xT(α)Q1 x(α)dα

+
∫ t

t−τ2

xT(α)Q2x(α)dα

+
∫ t

t−τ(t)
xT(α)Q3x(α)dα, (9)

E3(xt) = τ1

∫ 0

−τ1

∫ t

t+θ

ẋT(α)R1 ẋ(α)dαdθ

+
∫ −τ1

−τ2

∫ t

t+θ

ẋT(α)R2 ẋ(α)dαdθ . (10)

�

The time derivative of functional Ei(xt), i = 1 to 3
along the trajectory of the equation is given by

Ė1(xt) = xT(t)(P1A + ATP1 + P2 + PT2 )x(t)

+ 2xT(t)P1Adx(t − τ(t))

+ 2(xT(t) − xT(t − τ1))P3
∫ t

t−τ1

x(α)dα

− 2xT(t)P2x(t − τ1)

+ 2[Ax(t) + Adx(t − τ(t))]TP2

×
∫ t

t−τ1

x(α)dα, (11)

Ė2(xt) ≤ xT(t)

( 3∑
i=1

Qi

)
x(t) − xT(t − τ1)Q1

× x(t − τ1) − xT(t − τ2)Q2x(t − τ2)

− (1 − μ)xT(t − τ(t))Q3x(t − τ(t)), (12)

Ė3(xt) = ẋT(t)(τ 21R1 + τ12R2)ẋ(t)

− τ1

∫ t

t−τ1

ẋT(α)R1ẋ(α)dα
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−
∫ t−τ1

t−τ2

ẋT(α)R2ẋ(α)dα, (13)

now, applying Lemma 1, and Lemma 2 to Equation
(13) to handle the integral terms −τ1

∫ t
t−τ1

ẋT(α)R1ẋ
(α)dα and − ∫ t−τ1

t−τ2
ẋT(α)R2ẋ(α)dα and expressing the

derivative of LKF as follows

Ė(t) =
3∑

i=1
Ėi(xt) ≤ ξT(t) π ξ(t), (14)

where

ξ(t) =
[
xT(t) xT(t − τ1) xT(t − τ(t))

xT(t − τ2)
1
τ1

∫ t

t−τ1

xT(α)dα
]T

,

by applying the Schur complement [31] and Lemma 3
to Equation (14), the LMIs given by Equation (5) stated
in Theorem 1 is obtained. The maximum value of delay
margin for which π < 0 holds will be the maximum
allowable margin for the time-varying delays. If π < 0
then Ė(t) < 0 the delayed systemgiven byEquation (1)
is absolutely stable for τ1 ≤ τ(t) ≤ τ2. This completes
the proof of Theorem 1.

3.1. Numerical Example

The nonlinear system given by Equations (1) and (1a)
is reduced and denoted as linear time-delay system

Table 2. Comparison of τ2 for different values of τ1.

Method τ1 = 1 τ1 = 2 τ1 = 3 τ1 = 4

[9] 1.64 2.39 3.20 4.06
[10] 1.74 2.43 3.22 4.06
[11] 1.80 2.52 3.33 4.18
[12] 1.87 2.50 3.25 4.07
[13] 2.06 2.61 3.31 4.09
[14] 2.11 2.69 3.44 4.25
Theorem 1 2.12 2.73 3.47 4.27

Table 4. Upper delay bound τ2 for τ1 = 0.1 with different val-
ues ofμ.

Method μ = 0 μ = 0.3 μ = 0.5 μ = 0.9

[14] 0.243 0.231 0.226 0.225
Theorem 1 4.548 2.860 2.372 1.877

by the equation ẋ(t) = Ax(t) + Bx(t − τ(t)) with the
following parameters:

A =
[−2 0
0 −0.9

]
, B =

[−1 0
−1 −1

]
(15)

To analyse the stability of the system given by
Equation (15) with unknown delay derivative (μ) has
been reported in many literatures. Table 2 gives the
upper bound for different values of lower bound of the
time-varying delay. Delay margin obtained by solving
Theorem 1 are compared with recently reported results
[9–14]. Table 3 gives delay margin such that informa-
tion on delay derivative is assumed to be known [9–14].
Table 4 gives the upper bound for different values of the
delay derivative.

4. Model of the GES

In GES, the generator output voltage is sensed, sampled
and transmitted through a communication network. At
the control centre, it has been compared with a refer-
ence voltage. The error signal is amplified and fed to
the exciter field winding to change the field current for
maintaining the terminal voltage and reactive power.
Let us consider that the terminal voltage is reduced
due to the switching of the large inductive load. Error
changes concern with voltage changes. The controller
processes this error and brings back the terminal volt-
age to the rated value. The components of GES are
generator, exciter, sensor, controller and amplifier. The
block diagram is shown in Figure 3.

The delay in forward path (τ1(t)) and delay in feed-
back path (τ2(t)) are summed into a single compo-
nent (τ1(t) + τ2(t) = τ(t)). The model of GES is rep-
resented in the state-space framework. The state vector

Table 3. Comparison of τ2 for different values of τ1 andμ.

μ Method τ1 = 1 τ1 = 2 τ1 = 3 τ1 = 4 τ1 = 5

0.3 [10] 2.6335 2.6615 3.2234 4.0643 -
[12] 2.6490 2.6972 3.2591 4.0744 -
[14] 3.0403 3.1292 3.4438 4.2596 5.1127

Theorem 1 3.0781 3.1452 3.4760 4.2780 5.1196

0.5 [10] 2.0764 2.4328 3.2234 4.0643 -
[12] 2.1276 2.5043 3.2591 4.0744 -
[14] 2.3672 2.6982 3.4438 4.2596 5.1127

Theorem 1 2.4623 2.7384 3.4760 4.2780 5.1196

0.9 [10] 1.7424 2.4328 3.2234 4.0643 -
[12] 1.8737 2.5048 3.2591 4.0744 -
[14] 2.1112 2.6982 3.4438 4.2596 5.1197

Theorem 1 2.1290 2.7384 3.4760 4.2780 5.1196

> 1 [10] 1.7424 2.4328 3.2234 4.0643 -
[12] 1.8737 2.5048 3.2591 4.0744 -
[14] 2.1112 2.6982 3.4438 4.2596 5.1127

Theorem 1 2.1289 2.7384 3.4760 4.2780 5.1196
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Figure 3. Block diagram of the GES

of GES is x(t) = [�vR(t) �vF(t) �vT(t) �vS(t)∫
�vS(t)dt]T .
The state-space equation of GES is given by

ẋ1(t) = − 1
TA

x1(t) − KPKA

TA
x4(t − τ(t))

− KIKA

TA
x5(t − τ(t)), (16)

ẋ2(t) = KE

TE
x1(t) − 1

TE
x2(t), (17)

ẋ3(t) = KG

TG
x2(t) − 1

TG
x3(t), (18)

ẋ4(t) = KR

TR
x3(t) − 1

TR
x4(t), (19)

ẋ5(t) = x4(t), (20)

the above equations are represented in standard form
given by Equation (1) as follows:

⎡
⎢⎢⎢⎢⎣
ẋ1(t)
ẋ2(t)
ẋ3(t)
ẋ4(t)
ẋ5(t)

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

− 1
TA 0 0 0 0
KE
TE − 1

TE 0 0 0
0 KG

TG − 1
TG 0 0

0 0 KR
TR − 1

TR 0
0 0 0 1 0

⎤
⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎣
x1(t)
x2(t)
x3(t)
x4(t)
x5(t)

⎤
⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎣
0 0 0 −KPKA

TA −KIKA
TA

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎤
⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎣
x1(t − τ(t))
x2(t − τ(t))
x3(t − τ(t))
x4(t − τ(t))
x5(t − τ(t))

⎤
⎥⎥⎥⎥⎦ . (21)

The parameters of GES are KA = 5, KE = KG =
KR = TG = 1, TA = 0.1, TR = 0.05, TE = 0.4. [7].

4.1. Controller capability curve of GES

The controller capability curve of GES is shown in
Figure 4. It shows for delay-free GES, KP ranges from

Figure 4. Controller capability curve for KP vs KI .
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Figure 5. Time-varying delay.

0 to 2.5 and KI ranges from 0.471 to 1.786. To carry-
out simulation studies, interval time-varying delay is
assumed to be sinusoidal and varying between zero to
upper bound of time-delay as shown in Figure 5.

4.2. DDS analysis of GESwith interval
time-varying delays

The proposed DDS criterion is used to determine the
delay margin of GES. In a delay-dependent system
when τ(t) < τ2, the system remains stable. For τ(t) >

τ2, the system becomes unstable. Thus, the delay mar-
gin determines the stability ofGES. Theorem1provides
sufficient conditions for the stability of GES with time-
varying delay or interval time-varying delay. The delay
margin is obtained by solving Theorem 1 using feasp
command provided inMATLAB. These results are pre-
sented in Table 5–7. The stable regions are given in
Figures 6 and 7.

Table 5 gives a delay margin for different sets of the
PI controller gain. The delay margin decreases for an
increase in the value of KP and KI .

Figure 6 shows that delay margin increases for an
increase inKP value from 0 to 0.2 then, further increase
in KP decreases the delay margin. Figure 7 shows that
delay margin decreases as KI increases.

Tables 6 and 7 show that for an increase in delay
derivative decreases the delay margin. These findings
are used to tune the PI controller to achieve a stable
performance for GES.

4.3. Voltage response of GESwith time-varying
delays

The simulation of GES is carried out usingMatlab soft-
ware. Using a block diagram of GES, simulation blocks
are constructed in the simulink platform of the MAT-
LAB. The voltage response of GES is plotted for the
step input for different delay margins are shown in
Figures 8–11.

From Table 5, controller parameters such as
KP = 0.2 and KI = 0.2 are chosen. Time-varying delay
is assumed to be sinusoidal and it varies between
0 ≤ τ(t) ≤ 1.2 with delay-derivative (μ = 0.1). Figure

Table 5. Delay margin of GES withμ = 0.1, τ1 = 0.

τ2 KP =0.2 0.5 0.8 1.0 1.25 1.4 1.6 1.8

KI = 0.2 1.0768 0.5081 0.2567 0.1753 0.1119 0.0852 0.0577 0.0370
0.4 0.4277 0.3725 0.2161 0.1515 0.0975 0.0740 0.0495 0.0306
0.6 0.1697 0.2551 0.1749 0.1217 0.0828 0.0626 0.0411 0.0242
0.8 0.0343 0.1619 0.1350 0.1027 0.0681 0.0512 0.0326 0.0179

Table 6. Delay margin of GES withμ = 0.3, τ1 = 0.

τ2 KP = 0.2 0.5 0.8 1.0 1.25 1.4 1.6 1.8

KI = 0.2 1.0359 0.4758 0.2411 0.1645 0.1056 0.0811 0.0559 0.0364
0.4 0.4172 0.3545 0.2040 0.1426 0.0928 0.0710 0.0482 0.0304
0.6 0.1669 0.2458 0.1660 0.1208 0.0795 0.0606 0.0403 0.0242
0.8 0.0343 0.1580 0.1298 0.0989 0.0660 0.0500 0.0323 0.0179

Table 7. Delay margin of GES withμ = 0.5, τ1 = 0.

τ2 KP = 0.2 0.5 0.8 1.0 1.25 1.4 1.6 1.8

KI = 0.2 1.0056 0.4556 0.2359 0.1631 0.1056 0.0811 0.0559 0.0364
0.4 0.4151 0.3470 0.2016 0.1424 0.0928 0.0710 0.0482 0.0304
0.6 0.1669 0.2446 0.1657 0.1208 0.0795 0.0606 0.0403 0.0242
0.8 0.0343 0.1580 0.1298 0.0988 0.0660 0.0500 0.0323 0.0179
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Figure 6. Stability region of GES (KP vs τ2,μ = 0.1, τ1 = 0) with KI constant.

Figure 7. Stability region of GES (KI vs τ2,μ = 0.1, τ1 = 0) with KP constant.

Figure 8. The voltage response of GES with KP = 0.2, KI = 0.2, τ2 = 0.5s.
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Figure 9. The voltage response of GES with KP = 0.2, KI = 0.2, τ2 = 1.0768s.

Figure 10. The voltage response of GES with KP = 0.2, KI = 0.2, τ2 = 1.2s.

8 shows the voltage response of GES for KP = 0.2
and KI = 0.2 with delay margin τ2 = 0.5s. The sys-
tem reaches a steady state. Delay margin (τ2 = 0.5) is
located far away from the delay vs gain pair in Figure 6.
Hence the system is stable. Figure 9 shows that the sys-
tem reaches steady state value with oscillations for an

increase in delay margin (τ2 = 1.0768s). At τ2 = 1.2s
the system undergoes sustained oscillations as shown
in Figure 10. Further, an increase in delay margin (τ2 =
1.5s) for the same value of the PI controller gain, the sys-
tem undergoes an increase in oscillations as shown in
Figure 11. After 20 s, time-varying decreases and trends

Figure 11. The voltage response of GES with KP = 0.2, KI = 0.2, τ2 = 1.5s.
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towards zero as shown in Figure 5, therefore system
reaches stable after 20 s. Hence it is proven that time-
delays has an impact on the stability of a system. To
maintain an absolute stable system, the PI controller is
tuned with concern to the time-delays.

5. Conclusion

In this paper, the DDS analysis of network-controlled
GES with the interval time-varying delay has been
discussed. The chosen LKF and bounding technique
for integral terms such as free-weighting matrices and
Wirtinger’s inequality tightly bound the integral terms
on derivative of LKF. The results obtained from the
proposed method for numerical example is less conser-
vative when compared with other literature on interval
time-varying delays. The proposed DDS criterion has
been applied to the GES. GES stability is analysed for
interval time-varying delays. The stability of a GES has
been maintained asymptotically by choosing the par-
ticular value of KP,KI with concern to time-varying
delays. Thus, the proposed method provides a fine set
of tuning to a network controller tomaintain the system
asymptotically stable with more delay margin.

Disclosure statement

Nopotential conflict of interest was reported by the author(s).

ORCID

S. Manikandan http://orcid.org/0000-0003-3877-5365
Priyanka Kokil http://orcid.org/0000-0001-6248-4627

References

[1] Bevrani H. Robust power system frequency control.
USA: Springer; 2009.

[2] Kunder P. Power system stability and control. 3rd ed.
New York: TATAMcGraw-Hill Education Private Lim-
ited; 1994.

[3] Kothari DP, Nagrath IJ. Modern power system analy-
sis. 3rd ed. New Delhi: TATA McGraw-Hill Education
Private Limited; 2003.

[4] Jiang L, Yao W, Wu QH, et al. Delay-dependent
stability for load frequency control with constant
and time-varying delays. IEEE Trans Power Syst.
2012;27(2):932–941.

[5] Ramakrishnan K. Delay-dependent stability of net-
worked generator-excitation control systems: An LMI
based approach. IFAC-PapersOnLine. 2016;49(1):
431–436.

[6] Wu M, He Y, She JH. Stability analysis and robust con-
trol of time delay systems. Springer; 2010.

[7] Ayasun S, Gelen A. Stability analysis of a generator
excitation control system with time delays. Springer.
2009;91(6):347–355.

[8] Ramakrishnan K, Ray G. Stability criteria for nonlin-
early perturbed load frequency systemswith time-delay.
IEEE J Emerg Sel Top Circuits Syst. 2015;5(3):383–392.

[9] Jiang X, Han QL. On control for the linear system
with interval time-varying delay. Automatica (Oxf).
2005;41(12):2099–2106.

[10] He Y, Wang QG, Lin C, et al. Delay-range-dependent
stability for systems with interval time-varying delay.
Automatica (Oxf). 2007;43(2):371–376.

[11] Jang X, HanQL. New stability criteria for linear systems
with interval time-varying delay. Automatica (Oxf).
2008;44(10):2680–2685.

[12] Shao H. New delay-dependent stability criteria for sys-
tems with interval delay. Automatica (Oxf). 2009;45(3):
744–749.

[13] Park PG K, Jeong C JW. Reciprocally convex approach
to stability of systems with time-varying delays. Auto-
matic. 2011;47(1):235–238.

[14] Mukhija P, Kar IN, Bhatt RKP. Robust absolute
stability criteria for uncertain Lurie system with
interval time-varying. J Dyn Syst Meas Control.
2014;136:0410201–0410207.

[15] Kokil P, Kar H, Kandanvli VKR. Stability analysis of lin-
ear discrete-time systems with interval delay: A delay-
partitioning approach. ISRNApplMath (624127). 2011:
1–10.

[16] Kokil P, Kar H, Kandanvli VKR. Delay-partitioning
approach to stability of linear discrete-time systems
with interval-like time-varying delay. Int J Eng Math
(291976). 2013: 1–7.

[17] Liu Y, Li M. An improved delay-dependent stability cri-
terion of networked control systems. J Franklin Inst.
2014;351:1540–1552.

[18] Gu K, Niculescu SI. A survey on recent results in the
stability and control of time-delay systems. ASME JDyn
Syst Meas Control. 2003;125:158–165.

[19] Sonmez S, Ayasun S, Nwankpa CO. An exact method
for computing delay margin for stability of load fre-
quency control systems with constant communica-
tion delays. IEEE Trans Power Syst. 2016;31(1):370–
377.

[20] Seuret A, Gouaibaut F. On the use of the wirtinger
inequalities for time-delay systems. Proceedings of 10th
IFAC workshop on time delay systems, Boston, MA,
2012.

[21] Yue D, Tian E, Zhang Y. A piecewise analysis method
to stability analysis of linear continuous/discrete sys-
tems with time-varying delay. Int J Robust Nonlinear
Control. 2009;19(13):1493–1518.

[22] Dey R, Ghosh S, Ray G, et al. Load frequency control
of interconnected power systems with communication
delays. Electr Power Energy Syst. 2012;42:672–684.

[23] Ge X. Comments and an improved result on “stabil-
ity analysis for continuous system with additive time-
varying delays: A less conservative result”. Appl Math
Comput. 2014;241:42–46.

[24] Shao H, Han QL. Less conservative delay-dependent
stability criteria for linear systems with interval time-
varying delays. Int J Syst Sci. 2011;43(5):894–902.

[25] Yu X, Tomsovic K. Application of linear matrix inequal-
ities for load frequency control with communica-
tion delays. IEEE Trans Power Syst. 2004;19(3):1508–
1515.

[26] Zhang CK, Jiang L, Wu QH, et al. Delay-dependent
robust load frequency control for time delay power
systems. IEEE Trans Power Syst. 2013;28(3):2192–
2201.

[27] Zhang CK, Jiang L, Wu QH, et al. Further results on
delay-dependent stability of multi-area load frequency
control. IEEE Trans Power Syst. 2013;28(4):4465–4474.

[28] Han QL. Discrete delay decomposition to stability of
linear retarded and neutral systems. Automatica (Oxf).
2009;45:517–524.

http://orcid.org/0000-0003-3877-5365
http://orcid.org/0000-0001-6248-4627


AUTOMATIKA 75

[29] Gahinet P, Nemirovskii A, Laub AJ, et al. LMI control
toolbox user guide. Natick (MA): Math works; 2000.

[30] RamakrishnanK, RayG.An improved delay-dependent
stability criterion for a class of Lurie systems of neu-
tral type. J Dyn Syst Meas Control. 2012;134:011008-
1–011008-6.

[31] Boyd S, Ghaoui EL L, Feron E, et al. Linear matrix
inequalities in system and control theory. Philadelphia
(PA): SIAM; 1994.

[32] Lin X, Yang GH. New results on stability analysis of
network control systems. USA: American Control Con-
ference. Seattle, WA (2008) 3792–3797.

[33] Ramakrishnan K, Ray G. Stability criterion for network
control systems with additive time-varying state-delays
and bounded nonlinearity. Int J Sys Control Commun.
2016;7(1):68–82.

[34] Zhang CK, He Y, Jiang L, et al. Delay-dependent sta-
bility criteria for generalized neural networks with two
delay components. IEEE Trans Neural Netw Learn Syst.
2014;25(7):1263–1276.

[35] Zhang B, Xu S, Li Y. Delay-dependent robust expo-
nential stability for uncertain recurrent neural net-
works with time-varying delays. Int J Neural Syst.
2007;17(3):207–218.

[36] Sadalla T, Horla D, Giernacki W. Stability region
of a simplified multirotor motor-rotor model with
time-delay and fractional-order PDcontroller. Automatika.
2018;58(4):384–390.

[37] Li X. Control for formation of multi-agent systems with
time-varying delays and uncertainties based on LMI.
Automatika. 2017;57(2):441–451.

[38] SabanovicA,Ohnishi K, YashiroD, et al.Motion control
systems with network delay. Automatika. 2010;51(2):
119–126.

[39] Yang F, He J, Wang J, et al. Auxiliary-function-based
double integral inequality approach to stability anal-
ysis of load frequency control systems with inter-
val time-varying delay. IET Control Theory Appl.
2017;12(5):601–612.

[40] Manikandan S, Kokil P. Delay-dependent stability anal-
ysis of network-based load frequency control of one and
two area power system with time-varying delays. Fluct
Noise Lett, 1950007. 2019;18:1–19.

[41] Manikandan S, Kokil P. Stability Analysis of Network
Controlled DC Position Servo System with Constant
and Time-varying delays, 2019 IEEE 1st International
Conference on Energy, Systems and Information Pro-
cessing (ICESIP), Chennai, India, 2019, pp. 1–5.


	1. Introduction
	2. Network control system
	3. Main results
	3.1. Numerical Example

	4. Model of the GES
	4.1. Controller capability curve of GES
	4.2. DDS analysis of GES with interval time-varying delays
	4.3. Voltage response of GES with time-varying delays

	5. Conclusion
	Disclosure statement
	ORCID
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.276 841.890]
>> setpagedevice


